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ABSTRACT
We survey recent results about enumerating with constant delay the answers to a query over a database. More precisely, we focus on the case when enumeration can be achieved with a preprocessing running in time linear in the size of the database, followed by an enumeration process outputting the answers one by one with constant time between any consecutive outputs. We survey classes of databases and classes of queries for which this is possible. We also mention related problems such as computing the number of answers or sampling the set of answers.

1. INTRODUCTION
The evaluation of queries is a central problem in database management systems. Given a query \( q \) and a database \( D \) the evaluation of \( q \) over \( D \) consists in computing the set \( q(D) \) of all answers to \( q \) on \( D \). A simple observation shows that the set \( q(D) \) may be huge, even larger than the database itself, as it can have a number of elements of the form \( n^l \), where \( n \) is the size of the database and \( l \) the arity of the query. It can therefore require too many of the available resources to compute it entirely.

There are many solutions to overcome this problem. For instance one could imagine that a small subset of \( q(D) \) can be quickly computed and that this subset will be enough for the user needs. Typically one could imagine computing the top-\( \ell \) most relevant answers relative to some ranking function or to provide a sampling of \( q(D) \) relative to some distribution. One could also imagine computing only the number of solutions \( |q(D)| \) or providing an efficient test for whether a given tuple belongs to \( q(D) \) or not.

We stress that our study is from the theoretical point of view. If most of the algorithms we will mention here are linear in the size of the database, the constant factors are often very big, making any practical implementation difficult. However we believe the index structures designed for making the algorithms work are interesting and, with extra assumptions, could possibly be turned into something more practical.

In this paper we will focus on another scenario consisting in enumerating \( q(D) \) with constant delay. In a nutshell, this means that there is a two-phase algorithm working as follows: a preprocessing phase that works in time linear in the size of the database, followed by an enumeration phase outputting one by one all the elements of \( q(D) \) with a constant delay between any two consecutive outputs.

The existence of a constant delay enumeration algorithm imposes drastic constraints. In particular, the first answer is output after a time linear in the size of the database and once the enumeration starts a new answer is being output regularly at a speed independent from the size of the database. Altogether, the set \( q(D) \) is entirely computed in time \( f(q)(n + |q(D)|) \) for some function \( f \) depending only on \( q \) and not on \( D \).

Without any assumptions on the database or on the query, most queries cannot be enumerated with constant delay. For instance we will see that the simple acyclic conjunctive query computing the pairs of nodes at distance 2 in a graph cannot be enumerated with constant delay unless some drastic consequence on the asymptotic complexity of the Boolean Matrix Multiplication problem.

The first and main part of the paper is devoted to the study of constant delay algorithms. It is organized with one section per query language. In a second part of the paper we will discuss variations and related problems.

We will start with conjunctive queries, actually acyclic conjunctive queries, in Section 3. We will see that we can characterize precisely those acyclic conjunctive queries that can be enumerated with constant delay.

We will then move on to first-order queries in Section 4. In this case we need to restrict the class of databases. We will see that constant delay algorithms can be obtained over databases with bounded degree, bounded treewidth or, more generally, “bounded expansion”.

In Section 6 we will see that, in the bounded treewidth case, one can even enumerate monadic second-order queries with constant delay.
The last case permitting constant delay enumeration that we will mention in Section 5 is XPath over XML documents.

There are many variations of constant delay enumeration that have been considered. For instance one could require that the answers are enumerated relative to a specific order. It turns out that the existence of constant delay enumeration algorithm is very sensitive to the order of outputs. We will also discuss linear or even polynomial delays in Section 7.

We will also discuss the problem of counting the number of solutions and the problem of testing whether a given tuple belongs to the answers set or not. It is not clear a priori how these two problems are related to constant delay enumeration. However, it turns out that in the scenarios where constant delay enumeration can be achieved, one can often also count the number of solutions in time linear in the size of the database and, after linear time preprocessing on the database, one can test in constant time whether a given tuple is part of the answers set. We will survey those results in Section 7.

Finally Section 7 concludes with the very few known results about sampling the answers set.

This survey is by no means exhaustive. It is only intended to survey the major theoretical results concerning database querying and enumeration. Hopefully it will convince the reader that this is an important subject for research that still contains many interesting and challenging open problems.

Enumeration in general, and constant delay enumeration in particular, is a well identified subfield of algorithmics, and many non trivial enumeration algorithms exist for problems over graphs (like enumerating all spanning trees, all connected components, all cycles etc...) We will not discuss those results at all here.
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2. PRELIMINARIES

2.1 Database as relational structures, queries

In this paper a database is a finite relational structure.

A relational signature is a tuple \( \sigma = (R_1, \ldots, R_l) \), each \( R_i \) being a relational symbol ofarity \( r_i \). A relational structure over \( \sigma \) is a tuple \( D = (D, R_1^{D}, \ldots, R_l^{D}) \), where \( D \) is the domain of \( D \) and \( R_i^{D} \) is a subset of \( D^{r_i} \). The number of elements in the domain of \( D \) is denoted by \( |D| \).

A query is a computable function associating to a database \( D \) a relation over the domain of \( D \). In this paper, a query takes as input a database of a given signature \( \sigma \) and returns a relation of a fixed arity, the arity of the query. A query is a sentence if its arity is 0. The query is then either true or false on \( D \) and defines a property of \( D \). A query is unary if its arity is 1. If \( q \) is a query and \( \bar{a} \) is in the image of \( q \) on \( D \), then we write \( D \models q(\bar{a}) \). Finally we set \( q(D) = \{ \bar{a} \mid D \models q(\bar{a}) \} \).

Note that the size of \( q(D) \) may be exponential in the arity of \( q \). A query language is a class of queries. Typically it is defined as a logical formalism such as CQ (for conjunctive queries), FO (for first-order queries), MSO (for monadic second-order queries), XPath and so on.

Given a query language \( \mathcal{L} \), the model checking problem of \( \mathcal{L} \) is the computational problem of, given a query \( q \in \mathcal{L} \) and a database \( D \), to test whether \( D \models q \) or not. The database \( D \) is often restricted to a class \( C \) of structures. In this case we speak of the model checking problem of \( \mathcal{L} \) over \( C \).

Given a query language \( \mathcal{L} \), the query answering problem of \( \mathcal{L} \) is the computational problem of, given a query \( q \in \mathcal{L} \) and a database \( D \), to compute \( q(D) \). As for model checking, it is often restricted to a class \( C \) of structures. In this case we speak of the query answering problem of \( \mathcal{L} \) over \( C \).

The definition of the query answering and model checking problems given above correspond to their combined complexity. When the query is no longer part of the input, we speak of their data complexity.

2.2 Model of computation

As we will deal with linear time, it is important to make our model of computation precise. We use Random Access Machines (RAM) with addition and uniform cost measure as a model of computation, cf. [2]. Here are the features of this model that are the most relevant for this paper. On an input of size \( n \), a RAM has a certain number of registers, each of them containing \( \log n \) bits, and the machine can modify the content of these registers as a Turing Machine would do, but can also use these registers for accessing directly the memory cell pointed by the register or performing numerical operations (typically additions) between them. An access to memory using a register or an addition of two registers is counted as a unit time in a RAM (i.e. counts as constant time).

In our setting, the input will be a relational database. We do not define precisely how databases are encoded as inputs of a RAM machine. This is identical as for Turing Machines and this is described in details in many textbooks, cf. [1]. It only matters here that we can enumerate the domain or a relation of a database in linear time. We fix for now on a reasonable encoding of structures by words over some finite alphabet. The size of \( D \), denoted by \( |D| \), is the length of the encoding of \( D \).

An important observation is that the RAM model can sort \( m \) elements of size \( O(\log m) \) in time \( O(m \log m) \) [26]. In particular, we can sort the domain of \( D \) in time \( O(|D|) \), i.e. in linear time. This fact is implicit in many of the results below.

In the sequel when we say that the model checking problem of \( \mathcal{L} \) over \( C \) can be solved in linear time, we refer to the data complexity, i.e. we mean that it can be solved in \( O(|D|) \), where the big \( O \) may depend on \( q \).

2.3 Parametrized complexity

The database \( D \) and the query \( q \) play different roles as input of our problems. It is often assumed that \( |D| \) is large while \( |q| \) is small. Hence it is useful to distinguish them in the
input of the model checking and query answering problems. Parametrized complexity is a suitable framework for analyzing such situations. We only provide here the basics of parametrized complexity needed for understanding this paper. The interested reader is referred to the monograph [23].

In parametrized complexity, a problem is an input together with a parameter, as a number computable from the input, and a question. A typical example is the parametrized model checking problem where the input is a database \( D \) and a sentence \( q \), the parameter is \( |q| \) and the problem asks whether \( D \models q \).

A parametrized problem is Fixed Parameter Tractable, i.e. can be solved in FPT, if, on input of size \( n \) and parameter \( k \), it can be solved in time \( f(k)n^k \) for some suitable computable function \( f \) and constant \( c \).

The idea behind this definition is that for many scenarios, like query answering in databases, it is preferable to have an algorithm working in \( 2^k n^2 \) rather than \( n^k \).

In parametrized complexity there is also a suitable notion of reduction, called FPT-reductions. It is such that FPT is closed under FPT-reductions. There are some hard classes of parametrized problems, closed under FPT-reductions, containing problems with no known FPT algorithms and that are believed to be different from FPT. In parametrized complexity, completeness relative to a complexity class is always understood to be under FPT-reductions.

An important hard class is denoted \( W[1] \). \( W[1] \) plays in parametrized complexity the role of \( NP \) in classical complexity. A typical problem which is complete for \( W[1] \) is the parametrized model checking problem for \( CQ \) [36]. It takes as input a database \( D \) and a sentence \( q \in CQ \), as parameter \( |q| \), and asks whether \( D \models q \).

Another important hard class is denoted \( AW[*] \). It plays in parametrized complexity the role of \( PSpace \) in classical complexity. A typical problem which is complete for \( AW[*] \) is the parametrized model checking problem for \( FO \) [36]. It takes as input a database \( D \) and a sentence \( q \in FO \), as parameter \( |q| \), and asks whether \( D \models q \).

2.4 The enumeration class \textsc{Constant-Delay}_{lim}

For a query \( q(x) \), the enumeration problem of \( q \) is, given a database \( D \), to output the elements of \( q(D) \) one by one with no repetitions. The maximal time between any two consecutive outputs of elements of \( q(D) \) is called the delay. The following definition requires a constant time between any two consecutive outputs.

We say that the enumeration problem of \( q \) is in the class \textsc{Constant-Delay}_{lim}, if it can be solved by a RAM algorithm which, on input \( D \), can be decomposed into two steps:

- a precomputation phase that is performed in time \( O(|D|) \),
- an enumeration phase that outputs \( q(D) \) with no repetitions and a constant delay between two consecutive outputs. The enumeration phase has full access to the output of the precomputation phase but can use only a constant total amount of extra memory\(^7\).

Before we proceed with the technical presentation of the results, it is worth spending some time with examples.

**Example 1.** Consider a database schema containing a binary relational symbol \( R \) and the query \( q(x, y) := \neg R(x, y) \). On input \( D \), the following simple algorithm enumerates \( q(D) \):

1. **GO THROUGH ALL PAIRS** \( (a, b) \): **TEST IF IT IS A FACT OF** \( R \).
2. **IF SO SKIP THIS PAIR**; **OTHERWISE OUTPUT IT**.

   However, a simple complexity analysis shows that the delay between any two outputs is not constant. There are two reasons for this. First, arbitrarily long sequences of pairs can be skipped. Second, it is not obvious how to test whether \( (a, b) \in R \) in constant time (i.e. without going through the whole relation \( R \)). In order to enumerate this query with constant delay it is necessary to perform a preprocessing. We first decide on an arbitrary linear order on the domain of \( D \).

   We then order all \( R \) according to the lexicographical order. Recall that with the RAM model this can be done in linear time. We then compute for each tuple \( \bar{u} \) of \( R \) the tuples \( \bar{v} = f(\bar{u}) \) and \( \bar{v}' = g(\bar{u}) \) such that \( \bar{v} \) is the smallest (relative to the lexicographical order) element \( \bar{w} \in R \) such that all tuples between \( \bar{u} \) and \( \bar{w} \) are in \( R \) and \( \bar{v}' \) is the smallest (relative to the lexicographical order) element \( \bar{w} \in R \) bigger than \( \bar{v}' \). These functions can be computed in linear time by a simple pass on the ordered list of \( R \) from its last element to the first one. This concludes the preprocessing phase.

   The enumeration phase is now trivial. We maintain two pairs of elements of \( D \): one is initialized with the smallest pair according to the lexicographical order, the other one with the smallest pair in \( R \). The second pair will always be pointing to an element of \( R \). Assuming the current pairs are \( (\bar{u}, \bar{v}) \), we then do the following until \( \bar{u} \) is maximal. If \( \bar{u} = \bar{v} \) then we move to \( (f(\bar{v}), g(\bar{v})) \). Note that \( f(\bar{v}) \neq g(\bar{v}) \). If \( \bar{u} \neq \bar{v} \) we output \( \bar{u} \) and replace it by its successor in the lexicographical order without changing \( \bar{v} \). This algorithm is clearly constant delay as an output is performed at least every other step. All output tuples are clearly not in \( R \) and the reader can check that all skipped tuples are not in \( R \).

**Example 2.** Same schema but the query is now computing the pairs of nodes at distance 2: \( q(x, y) := \exists z R(x, z) \land R(z, y) \). We will see in Section 3 that it is likely that this query cannot be enumerated with constant delay. However, if we assume that \( R \) has degree bounded by \( d \), then for any node \( a \) of the graph, at most \( d^2 \) nodes \( u \) are at distance 2 from \( u \). Moreover, it is easy to see that we can compute in linear time the function \( f(u) \) associating to \( u \) the list of its nodes at distance 1. An extra linear pass based on the function \( f \) computes the function \( g(u) \) associating to \( u \) the list of its nodes at distance 2. From there the enumeration algorithm with constant delay is trivial.

\(^7\)In the literature one can sometimes find a more liberal definition only requiring constant delay with no constraints on the memory. Of course this implies that between two consecutive outputs the memory used is constant, but the global memory affected could be linear in the total number of outputs. In our more constrained setting the enumeration algorithm is essentially a finite state automaton running over the index structure produced during the precomputation phase.
Example 3. The schema is now a binary relation \( R \) together with unary relations. We consider the class of databases that are colored trees (for instance XML documents). Let \( q(x,y) \) be the query returning all pairs \((x,y)\) such that \( x \) is blue, \( y \) is red and \( x \) is an ancestor of \( y \). Again, again through all pairs would yield a non-constant delay. There exists simple labeling scheme, computable in linear time, such as the “interval scheme”, allowing to test in constant time whether \( x \) is an ancestor of \( y \). But that is not enough as for a blue node \( x \) there might be many red nodes \( y \) that are not descendant of \( x \). Adding the “document order” to each node during the preprocessing phase, together with a pointer to its nearest red node relative to that order, solves this problem, and yields a constant delay enumeration algorithm.

Remark 1. Notice that if the enumeration problem of \( q \) is in \( \text{CONSTANT-DELAY} \), then all answers can be output in time \( O(|D| + |q(D)|) \) and the first output is computed in time linear in \( |D| \). In the particular case of boolean queries, the associated model checking problem must be solvable in time linear in \( |D| \).

As shown in the examples above, an enumeration algorithm, on input \( D \), will first build a powerful index structure during the precomputation phase, and then use this index structure for outputting all answers.

Notice that if the arity of \( q \) is less or equal to 1, then \( |q(D)| \leq |D| \leq |D| \). It is then plausible that the whole set of answers can be computed in time linear in \( |D| \). If this is the case then we have a simple constant delay algorithm that precomputes all answers during the precomputation phase and then scans the set of answers and outputs them one by one during the enumeration phase. In all the scenarios described in this paper there were known linear time algorithms for computing \( g(D) \) when \( q \) is unary. In those scenarios enumeration becomes relevant when the arity of \( q \) is at least 2. In this case \( q(D) \) can be quadratic in \( |D| \) and hence can certainly not be computed within the linear time constraint of the precomputation phase. The index structure built during the preprocessing phase is then a non-trivial object. One can also view this index structure as a compact (of linear size) representation of the set \( q(D) \) (that can be of polynomial size) and the enumeration algorithm as an output streaming decompression algorithm.

Given a query language \( \mathcal{L} \) and a class \( \mathcal{C} \) of databases, we say that the enumeration of \( \mathcal{L} \) over \( \mathcal{C} \) is in constant delay if for any \( q \in \mathcal{L} \) the enumeration problem of \( q \) over \( \mathcal{C} \) is in \( \text{CONSTANT-DELAY} \).

Remark 2. Notice that the definition of the enumeration of \( \mathcal{L} \) over \( \mathcal{C} \) is in constant delay, does not say anything about whether the enumeration algorithm can be computed from the query \( q \in \mathcal{L} \) or not. It only specifies that for each \( q \) an enumeration algorithm exists. If the enumeration algorithm can be automatically obtained from \( q \), we then say that the enumeration of \( \mathcal{L} \) is generic. This is the case for all the scenarios described in this paper and all the practical scenarios of database query languages known to the author.

In the generic case, it follows from Remark 1 that having an enumeration problem for \( \mathcal{L} \) over \( \mathcal{C} \) in \( \text{CONSTANT-DELAY} \) implies that the model checking problem for \( \mathcal{L} \) over \( \mathcal{C} \) is in \( \text{FPT} \). Hence parametrized complexity can be used to show non membership in \( \text{CONSTANT-DELAY} \). For instance if the model checking problem for \( \mathcal{L} \) over \( \mathcal{C} \) is known to be \( \text{W}[1]-hard \), then the enumeration problem for \( \mathcal{L} \) over \( \mathcal{C} \) cannot be in \( \text{CONSTANT-DELAY} \), unless \( \text{W}[1] = \text{FPT} \). We will implicitly assume genericity in this paper.

Remark 3. The class \( \text{CONSTANT-DELAY} \) is not known to be closed under boolean operations. Closure under disjunction is prevented by the requirement that each solution must be output only once. There are two particular cases when closure under disjunction can be obtained. The first one is trivial: It assumes that we have \( \text{CONSTANT-DELAY} \) algorithms for \( q \) and \( q' \) over a class \( \mathcal{C} \) of databases and that, on input \( D \in \mathcal{C} \), both algorithms output the answers relative to the same linear order on all tuples (for instance the lexicographical order). In this case a simple argument that resembles the problem of merging two sorted lists gives a \( \text{CONSTANT-DELAY} \) algorithm for \( q \lor q' \) over \( \mathcal{C} \). The second case is more subtle. Instead of assuming a linear order on the output tuples, it assumes that after preprocessing in time linear in \( |D| \), given a tuple \( a \), one can test whether \( D \models q(a) \) in constant time. Then there is a \( \text{CONSTANT-DELAY} \) algorithm for \( q \lor q' \) over \( \mathcal{C} \) [39].

3. CONJUNCTIVE QUERIES

Recall that a conjunctive query (CQ) is a query of the form

\[
q(\overline{x}) := \exists y_1 \ldots y_k \bigwedge_i R_i(\overline{z}_i)
\]

where \( R_i(\overline{z}_i) \) is an atom of \( q \), \( R_i \) being a relational symbol and \( \overline{z}_i \) containing variables from \( \overline{x} \) or \( \overline{y} \). As mentioned in Section 2.3, the model checking problem of CQ is \( \text{W}[1]-complete \). Therefore, by Remark 2, unless \( \text{W}[1] = \text{FPT} \), the enumeration problem for CQ cannot be in constant delay. For acyclic conjunctive queries (ACQ), however, the model checking problem is known to be in \( \text{FPT} \) with a linear dependency in the size of the database [42]. Therefore we can hope for constant delay enumeration. We start by recalling the main definitions.

A conjunctive query is said to be self-join free if for any two atoms of the query, the associated relational symbols are different.

A join tree for a conjunctive query \( q \) is a tree \( T \) whose nodes are atoms of \( q \) and such that

(i) each atom of \( q \) is the label of exactly one node of \( T \),
(ii) for each variable \( x \) of \( q \), the set of nodes of \( T \) in which \( x \) occurs is connected.

A conjunctive query \( q \) is said to be acyclic if it has a join tree. In graph theoretical terms this is equivalent to saying that the hypergraph associated to \( q \) is \( \alpha \)-acyclic.

The best known algorithm for evaluating a query \( q \in \text{ACQ} \) runs in time \( |q| \cdot |D| \cdot |q(D)| \) [42]. This is not yet of the
The boolean matrix multiplication is the problem of given matrices with boolean entries \( M, N \). This presentation is from Brault-Baron [11].

Consider for example the following acyclic conjunctive query:

\[
q(x, y) = \exists u, v \ S(x, y, u) \land T(x, y, v).
\]

It is free-connex because the following join tree shows acyclicity of the extended query:

\[
\begin{array}{c}
R(x, y) \\
S(x, y, u) \\
T(x, y, v)
\end{array}
\]

Notice that for boolean ACQ this is the usual notion of acyclicity. For non boolean queries being free-connex is a stronger requirement. For instance the reader can check that the simple acyclic query

\[
q(x, y) = \exists z \ S(x, z) \land S(z, y)
\]

is not free-connex as the query \( \exists z \ S(x, z) \land S(z, y) \land R(x, y) \) is clearly cyclic.

**Theorem 1.** [7] The enumeration of free-connex ACQ over the class of all structures is in Constant-Delay\(_{\text{lin}}\).

The result of Theorem 1 also holds if the queries contain inequalities (ACQ\(^*\)). In this case atoms with inequalities are not involved when building the (generalized) join trees. Recall that in general the evaluation of a query \( q \in \text{ACQ}\(^*\) \) requires \( f(|q|) \cdot |D| \cdot |q(D)| \) steps, where \( f \) is an exponential function [7].

It turns out that free-connexity characterizes exactly those acyclic queries that can be enumerated in constant delay, assuming the query is self-join free and assuming matrix multiplication cannot be done in quadratic time.

The boolean matrix multiplication is the problem of given two \( n \times n \) matrices with boolean entries \( M, N \) to compute their product \( MN \). The best known algorithms so far (based on the Coppersmith–Winograd algorithm [13]) requires more than \( n^{2.37} \) steps.

**Theorem 2.** [7] If boolean matrix multiplication cannot be done in quadratic time then the following are equivalent for self-join free acyclic queries \( q \in \text{ACQ}:\)

1. \( q \) is free-connex
2. \( q \) can be enumerated in Constant-Delay\(_{\text{lin}}\)
3. \( q \) can be evaluated in time \( O(|D| + |q(D)|) \).

**Remark:** We already mentioned that most of the results described above extends to the case where atoms could also be inequality statements. In the case of signed conjunctive queries (SCQ), where atoms could be negated, under a suitable notion of acyclicity (somewhere between \( \alpha \)-acyclicity and \( \beta \)-acyclicity) the model checking problem was shown to be \( O(n \log n) \), where \( n = |D| \) (the constant factor is polynomial in the size of the query) [11]. The same set of acyclic queries can be enumerated with an algorithm having a \( n \log n \) preprocessing phase and log \( n \) delay [11].

4. **SPARSE STRUCTURES**

In this section we consider first-order queries (FO) and study classes of databases for which enumeration can be achieved in constant delay.

All the classes of databases considered are defined over graphs and are generalized to arbitrary relational structures via their Gaifman graphs.

A graph is a relational structure \( G = (V, E) \), where \( V \) is the set of nodes and \( E \subseteq V^2 \) the set of edges (edges are undirected, so \( (x, y) \in E \) implies \( (y, x) \in E \)). In the case of graphs, we will write \( |G| \) to denote the number of nodes of \( G \) (i.e. the size of \( V \)), while we write \( |\!|D|\!| \) to denote the number of edges of \( G \) (i.e. the size of \( E \)).

The Gaifman graph of a relational structure \( D \) is defined as follows: the set of vertices is the domain \( D \) of \( D \) and there is an edge \( (a, b) \) if there exists a relation \( R_t \) and a tuple \( t \in R_t \) such that both \( a \) and \( b \) occur in \( t \).

Given a class \( C \) of graphs, the associated class \( C' \) of databases contains exactly all the databases whose Gaifman graphs are in \( C \).

4.1 **Bounded degree**

One way to have the model checking problem for FO with a linear time data complexity is to restrict the structures. For instance it is known that FO sentences can be tested in linear time over structures with bounded degree [38].

A graph has degree less than \( d \) if each node has at most \( d \) neighbors. A class of graphs has bounded degree if there exists a \( d \) such that all graphs in the class have degree less than \( d \).

The linear time model-checking algorithm for FO over structures with bounded degree can be lifted to an enumeration algorithm.

**Theorem 3.** [18, 28] The enumeration of FO over a class of structures with bounded degree is in Constant-Delay\(_{\text{lin}}\).

A key property of structures of degree \( d \) is that, for a given \( r \), there are only finitely many, up to isomorphism, possible
$r$-neighborhoods (i.e. including nodes at distance at most $r$). Given a query $q \in \text{FO}$ the Gaifman Locality Theorem tells us that only the $r$-neighborhood types are relevant, for a suitable value of $r$ depending only on $q$. One can then show that it is possible to recolor in linear time, hence during the preprocessing phase, each node with its neighborhood type. Based on these colors and the Gaifman Locality Theorem it is then not too difficult to derive an enumeration algorithm [28].

Another key property of structures of degree $d$ is that they can easily be encoded using bijective unary functions. Moreover, for such structures, there exists a quantifier elimination method for FO queries [18]. Once the formula is quantifier free, it is not too difficult to design a constant delay enumeration algorithm. This is the approach taken by [18].

The constants involved in the enumeration algorithms (the constant factor in the preprocessing phase and the constant delay in the enumeration phase) is a tower of exponential depending on $|q|$ in the case of [18] and is triply exponential in $|q|$ in the case of [28]. This latter constant factor cannot be significantly improved: it follows from [25] that a constant $\lim \sup_{f \in \mathcal{C}} \log \frac{||H||}{\log |H|}$ (1)

As for any graph $H$ we have $||H|| \leq |H|^2$, the number associated to a class $\mathcal{C}$ as defined in (1) is less than 2. It turns out that this number can take exactly three possible values: $\{0, 1, 2\}$ [34].

Following [34], we say that a class of graphs is nowhere dense if its associated number is 0 or 1. It is not difficult to see that this definition extends the class of graphs with bounded expansion: Assume $C$ has bounded expansion and let $f(r)$ be the function bounding $\nabla_r (G)$ for all $G \in C$. Then for every graph $H \in C\nabla_r$ we have $||H|| \leq f(r)|H|$. Hence

$$\frac{\log ||H||}{\log |H|} \leq 1 + \frac{\log f(r)}{\log |H|}$$

and therefore (assuming $C$ has infinitely many graphs)
The notion of nowhere dense also encompass any class of graphs that locally excludes a minor or that has local bounded treewidth. We refer to [17, 24] for precise definitions of these notions.

It is a major open problem to know whether model checking of FO over nowhere dense graphs can be done in linear time. Actually, we don’t even know whether this can be done in FPT. Recall that by Remark 2 this is a prerequisite for obtaining constant delay enumeration.

**Open problem 1.** Is model checking of FO over the class of nowhere dense graphs in FPT?

On the upper-bound side, we know that the model checking of existential first-order formulas can be done in time $O(n^{1+\epsilon})$, for any positive $\epsilon$, where $n = |\mathcal{D}|$ [35]. It is possible to transform this model checking algorithm into an enumeration algorithm whose preprocessing phase is in $O(n^{1+\epsilon})$ and whose delay is in $O(n^\epsilon)$, for any positive $\epsilon$.

On the lower-bound side, one can show that if a class of graphs is not nowhere dense, then we say it is somewhere dense, then no FPT algorithm exists (unless $W[1]=\text{FPT}$).

Here nowhere dense graphs is the maximal class of graphs where we can hope for FPT algorithms and constant delay enumeration.

**Theorem 5.** [22] If $C$ is a somewhere dense class of graphs closed under subgraphs, then model checking of FO (actually existential formula suffices) is $W[1]$-hard.

An even stronger result was obtained in [31] assuming that $C$ is somewhere dense in an “effective way”. In this case it is shown that model-checking of FO is already $\text{AW}^1[\ast]$-complete.

**5. DATA TREES AND XPath**

In this section we switch to trees, actually data trees, and the query language XPath.

A data tree is a tree whose every node carries a label from a finite alphabet $A$ and a datum from some infinite domain, here $N$. This structure has been considered in the realm of semi-structured data, timed automata, program verification, and generally in systems manipulating data values. In particular data trees can model XML documents, see for instance [9].

By XPath we refer to a fragment of XPath 1.0. It is a two-ported language, with path expressions (that we write $\alpha, \beta$) and node expressions ($\varphi, \psi$). Path expressions are binary relations resulting from composing the axis relations and node expressions. The axis relations, denoted Axis, are the usual CHILD, PARENT, DESCENDANT, ANCESTOR, NEXT-SIBLING, RIGHT-SIBLING, PREVIOUS-SIBLING and LEFT-SIBLING relations. Node expressions are boolean formulas that test a property of a node, like for example, that it has a certain label, or that it has a child labeled $a$ with the same data value as an ancestor labeled $b$ and so on. For comparing data values, we allow any predicate in the set $\text{RELOP} := \{ =, \neq, <, >, \leq, \geq \}$.

The syntax of XPath is given below:

\[
\begin{align*}
\alpha, \beta &::= \text{Axis} \mid \varphi \mid \alpha \land \beta \\
\varphi, \psi &::= \varphi \land \psi \mid \varphi \lor \psi \mid \langle \alpha \rangle\mid \varphi\text{ RELOP }\beta
\end{align*}
\]

We also consider an extension of XPath allowing the Kleene star on any path expression and we denote it by regular XPath. It’s semantics over data trees is classical and quite intuitive. It can be found in details for instance in [10]. Typically a path expression $\varphi$ selects all the pairs $(u, u)$ such that the node expression $\varphi$ is true at $u$. A node expression $\langle \alpha \rangle$ selects all nodes $u$ such that there is a node $v$ with $(u, v)$ selected by the path expression $\alpha$. Finally a node expression $\alpha \text{ RELOP } \beta$ selects all nodes $u$ such that there exist $v, w$ such that $(u, v)$ is selected by the path expression $\alpha$, $(u, w)$ is selected by the path expression $\beta$ and the data values of $v, w$ are related accordingly to the predicate in RELOP.

We view formulas of regular XPath as queries over data trees. This query is unary and returns a set of nodes if the formula is a node expression and it is binary and returns pairs of nodes if the formula is a path expression.

**Theorem 6.** [10] The enumeration of regular XPath over the class of data trees is in $\text{CONSTANT-Delaylin}$. It turns out that the constants involved in the algorithm needed for enumerating regular XPath queries are not very big. They are polynomial in the size of the query if this query is in XPath and exponential in the size of the query if this query is in regular XPath.

The index structure constructed during the preprocessing phase is quite involved and builds on the one developed for Proposition 8 of the following section.

**6. STRUCTURES WITH BOUNDED TREWIDTH**

Our last scenario concerns MSO queries over structures with bounded treewidth. The associated model checking problem is linear by Courcelle’s theorem [14]. The notion of bounded treewidth extends the notion of trees and its precise definition is not important for this paper. The reader is referred to [23, chapter 11] for more details.

Recall that MSO extends FO with the possibility to quantify existentially and universally over monadic second order variables. Those variables range over sets of elements of the input domain. By MSO query we mean here a query of the form $q(\bar{x})$ where $q$ is in MSO and $\bar{x}$ are first-order free variables. The case where $\bar{x}$ can also contain free monadic variables has also been considered in [15, 4] but those cannot be enumerated in $\text{CONSTANT-Delaylin}$ mainly because outputting one solution may require linear time. See Section 7.

However, when restricted to first-order free variables, constant delay enumeration can be achieved. Two different index structures were proposed in the literature. Actually a third one was also proposed in [15], but it requires a pre-computation phase of $O(n \log n)$ to build it.
Theorem 7. [4, 30] The enumeration of MSO queries over the class of structures with bounded treewidth is in \text{Constant-Delay}_{lin}.

The index structures built to prove Theorem 7 is quite complex. The difficulty lies entirely in the tree case. We give below hints on how to solve a special case, based on ideas developed in [30] as this special case is already of independent interest.

Let \( L \) be a regular word language over an alphabet \( A \). A typical binary MSO query over trees is the query \( q_L(x, y) \) returning the pairs of nodes \((u, v)\) within a tree such that \( u \) is an ancestor of \( v \) and the labels of the nodes in the path from \( u \) to \( v \) forms a word in \( L \) (this generalizes Example 3).

Given a tree \( t \), there exists an index structure such that, given two nodes \( u \) and \( v \) one can test in constant time whether \((u, v) \in q_L(t)\) or not. Moreover this index structure can be computed in time linear in \( |t| \). This is a nontrivial and powerful result of Colcombet.

Proposition 8. [12] For any regular language \( L \) over an alphabet \( A \) and any \( A \)-labeled tree \( t \) one can

- construct in time \( O(|t|) \) an index structure such that,
- for all nodes \( u, v \) of \( t \), testing whether \((u, v) \in q_L(t)\) can be done in constant time.

This is a deep result based on algebraic constructions. The constants involved during the construction of the index and during the constant time tests depend on the presentation of \( L \). They are non elementary in \( L \) if \( L \) is given as an MSO sentence. They are exponential in \( L \) if \( L \) is given as an automaton, even in the deterministic case. However, there exist cases where these constants are polynomial. In particular this is the case of the basic automata model introduced in [10] in order to capture the navigational power of XPath and used in the proof of Theorem 6.

It turns out that the index structure built for proving Proposition 8 has many other interesting consequences. In particular, a normal form for MSO queries over trees.

Proposition 9. [Implicit in [12]] Over trees, every binary MSO query \( q(x, y) \) is equivalent to a disjunction of queries of the form \( 3p \land \bar{\theta} \), where \( \bar{\theta} \) is a disjunction of conjunctions of atomic predicates or unary MSO queries.

The index constructed in [30] for enumerating MSO queries over trees builds on Proposition 9. The so called “composition method”, or a simple Ehrenfeucht-Fraïssé game, shows that any MSO query is equivalent to a boolean combination of binary queries. For binary queries, Proposition 9 applies.

The unary MSO subformulas can be precomputed in linear time by Courcelle’s theorem and can therefore be considered as new colors. Hence it is enough to consider \( 3p \land \bar{\theta} \) first-order queries. Those queries being rather simple, an induction on the number of free variables solves the problem, see [30]. It turns out that the constants involved for enumerating MSO queries in Theorem 7 deviates from those of Proposition 8 only by a polynomial factor. Hence their size depends on the presentation of the MSO query as explained above.

7. DISCUSSION

7.1 The impact of order

With the current definition of \text{Constant-Delay}_{lin}, there is no constraint on the order in which the solutions are output. One could require a specific order, relevant to the context in which the query is evaluated. For instance, if there is a linear order on the domain of the database, one could require that the tuples of the result are output in lexicographical order. Another typical example is when there is a relevance measure associated to each tuple and one would like the solutions of the query to be output in the order of their relevance.

Requiring a specific order when outputting the solutions of a query may have a dramatic impact on the existence of constant delay algorithms. This is not surprising as the index built during the preprocessing phase is designed for a particular order.

In the presence of a linear order on the database, the enumeration algorithms of Theorem 3 (bounded degree) and Theorem 4 (bounded expansion) can output the solutions in lexicographical order. However, it is not clear how to achieve lexicographical output in the case of MSO over bounded treewidth (Theorem 7).

7.2 Longer delay

Delay linear in the size of the database. We could consider enumeration algorithms allowing for non constant delay. An interesting case is linear delay. In this setting, the preprocessing phase remains linear in the size of the database but the delay between any two consecutive outputs is now linear in the size of the database. Notice that linear delay still implies that the associated model checking problem is in \text{FPT}, hence CQ cannot be enumerated with linear delay unless \( \text{W}[1] = \text{FPT} \).

One can then consider restricting the class of structures. A class of structures, called \( X \)-structures, has been exhibited such that CQ can be enumerated over it with linear delay. We will not define \( X \)-structures in this note. Typical examples are grids and trees with all XPath axis.

Theorem 10. [6]. The enumeration of CQ over \( X \)-structures can be done with linear delay.

For acyclic conjunctive queries linear delay enumeration can be obtained with no restriction on the structures.

Theorem 11. [7]. The enumeration of ACQ over all structures can be done with linear delay.
Delay linear in the size of the output. A trivial case when constant delay enumeration cannot be achieved is when the size of one output is too big. This is for instance the case when considering MSO formulas with monadic second-order free variables. Then each answer is a tuple of sets of elements of the domain and can have a size linear in the size of the database. In constant time such an answer can not even be written in the output tape. For such queries it is convenient to allow a delay linear in the size of the output, but still independent from the size of the database. We then speak of an output-linear delay.

The result of Theorem 7 can be generalized to this setting (the preprocessing phase of [15] is actually not linear, but in $O(|D| \log |D|)$).

**Theorem 12.** [15][4] The enumeration of MSO (allowing monadic second-order free predicates) over the class of structures with bounded treewidth can be done with output-linear delay.

Polynomial delay. One could also allow polynomial precomputation and polynomial delay. This notion is maybe less relevant in the database context. Indeed, the degree of the polynomial could depend on the size of the query and in this case the preprocessing phase can often precompute all solutions. This notion is however relevant when considering first-order queries with free second-order variables. In this case, for $\Sigma_1$-queries, polynomial delay enumeration can be achieved [20].

7.3 Nearby problems

It turns out that the index structures build for enumeration can be used with little modifications for solving several related problems, like counting the number of solutions, or in the presence of an order, directly pointing to the $j^{th}$ solution. We briefly survey those results here.

**Counting the number of solutions.** Given a query $q$, the counting problem of $q$ is the computational problem of given a database $D$ to compute $|q(D)|$. If the enumeration problem of $q$ is in Constant-Delay$_{1lin}$, then the counting problem of $q$ can be done in $O(|D| + |q(D)|)$. In particular it could be exponential in the arity of $q$, but this is clearly not the most efficient way to do this.

Given a query language $\mathcal{L}$ and a class $\mathcal{C}$ of databases, we say that the counting problem of $\mathcal{L}$ over $\mathcal{C}$ is solvable in time $f(n)$ if for any $q \in \mathcal{L}$ the counting problem of $q$ over $\mathcal{C}$ can be solved in time $f(|D|)$ on input $D$. Note that $f$ does not depend on $q$. There is again the genericity issue, i.e. whether the algorithm solving the counting problem for $q$ in time $f(n)$ can be computed from $q$. We will always assume that

this is the case here. In that case, if $f$ is polynomial, then the computational parametrized problem of given a query $q \in \mathcal{L}$ and a database $D \in \mathcal{C}$ with $|q|$ as a parameter to compute $|q(D)|$ is in the class FPT.

On structures with bounded treewidth counting can be done in linear time for MSO queries. Note that the constant factor is not elementary in the query size.

**Theorem 13.** [3] The counting problem for MSO over the class of structures with bounded treewidth can be solved in linear time.

Counting can also be done in linear time for first-order queries over structures with bounded degree or bounded expansion. For the bounded degree case this was shown in [8]. In the bounded expansion case, which generalizes the bounded degree case, this was shown in [35] for existential formulas by reducing it to Theorem 13. The quantifier elimination methods of [22, 27, 29] then reduces the general case to this case. A direct and simple proof that does not use Theorem 13 was given in [29]. In all cases, the constant factor is not elementary in the query size.

**Theorem 14.** The counting problem for FO over the class of structures with bounded expansion can be solved in linear time.

In the nowhere dense case the problem was solved for existential formulas, but with a quasi linear time. We don’t know whether this can be improved.

**Theorem 15.** [35] For any positive $\epsilon$, the counting problem for existential first-order queries over the class of nowhere dense structures can be solved in time $O(n^{1+\epsilon})$.

With no restrictions on the structures, counting the number of solutions of a query is a hard problem. Already for acyclic conjunctive queries the combined complexity is $P$-complete [37] and only the quantifier free ACQ can be solved in time linear in $|D|$ [5].

For this reason, [19] introduced a new parameter named quantified-star size. It measures “how the free variables are spread in the formula” and bounding this parameter yields tractable counting problem for ACQ.

**Theorem 16.** [19] For each number $s$, the counting problem for ACQ with quantified-star size bounded by $s$ over the class of all structures can be solved in time polynomial in both the query and the structure.

It turns out that this parameter characterizes exactly the class of ACQ having a tractable counting problem. If a class of ACQ does not have a bounded quantified-star size, then its associated counting problem is $\#W[1]$-hard [19]. In particular, it cannot be solved in FPT.
Computing the $j^{th}$ solution. In this section we assume a linear order $<$ on all tuples, for instance the lexicographical order for some linear order on the domain. Given a query $q$, we say that $Jth(q, <)$ is solvable in dyn($f, g$) if there is a RAM algorithm such that, on input $D$ and $j$, works as follows:

- a precomputation phase, independent of $j$, and working in time $O(f(|D|))$
- an output phase working in time $O(g(|D|, j))$ and outputting the $j^{th}$ element of $q(D)$ relative to $<$. 

This problem is interesting because it allows to perform a sampling on $q(D)$. Indeed, any random generation of integers can then be used to obtain a good sampling on $q(D)$. If the enumeration problem of $q$ is in CONSTANT-Delay$_{lin}$ and the solutions are output in the order of $<$, then $Jth(q, <)$ is in dyn($n, j$). Note that $j$ could be polynomial in $n$.

In the bounded degree case we can do better:

Theorem 19. [8] For $q \in FO$, over the classes of structures with bounded degree, $Jth(q, <)$ is in dyn($n, 1$) for some order $<$ depending on $q$.

In the bounded treewidth case we can do the following:

Theorem 20. [5] For $q \in MSO$, over the classes of structures with bounded treewidth, $Jth(q, <)$ is in dyn($n, \log n$) for some order $<$ depending on $q$.

It is not clear whether these two result can be proved for the case where $<$ is the lexicographical order on a linearly ordered database. But even with the specific orders, these results are useful because they allow random sampling of the answers of a given query.

7.4 Other enumeration problems

In this abstract we focused on the problem of enumerating the output of a query on a database. There exist many enumeration algorithms for various kinds of problems like enumerating all the solutions of a SAT instance [16], enumerating monomials of a polynomial [40], enumerating perfect matchings in bipartite graphs [41] and so on. The interested reader is referred to the thesis [39] for learning more about enumerations outside of the database context.

8. CONCLUSIONS

We have survey many results about constant delay enumeration and related problems. We hope that we succeeded to convince the reader that this is a very interesting topic.

The main open problem is probably the evaluation of first-order queries over nowhere dense structures mentioned in Open Problem 1.

One could also consider relaxing the “no duplicate” constraint and enumerate conjunctive queries with the bag semantic.

We would like to conclude with lower bounds. Of course one can construct artificial problems, based on the fact that there exist quadratic but not linear problems, that do not admit constant delay enumeration algorithms. For the concrete problems mentioned in this note, the lower bounds have been proved using complexity assumptions, either in parametrized complexity, or for the Boolean Matrix Multiplication problem. But it is also plausible (i.e. there are no known consequences in complexity theory nor in algorithmic) that the non existence of constant delay enumeration algorithms could be proved with no assumptions. We believe this is an interesting and challenging question.
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