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SUMMARY

While JavaScript programs have become pervasive in web applications, they remain hard to reason about. In this context, most static analyses for JavaScript programs require precise call-graph information, since the presence of large numbers of spurious callees significantly deteriorate precision. One of the most challenging JavaScript features that complicate the inference of precise static call graph information is read / write accesses to object fields the names of which are computed at runtime. JavaScript framework libraries often exploit this facility to build objects from other objects, as a way to simulate sophisticated high-level programming constructions. Such code patterns are difficult to analyze precisely, due to weak updates and limitations of unrolling techniques. In this paper, we observe that precise field correspondence relations can be inferred by locally reasoning about object copies, both regarding to the object and to the program structure, and we propose an abstraction which allows to separately reason about field read / write access patterns working on different fields, and to carefully handle the sets of JavaScript object fields. We formalize and implement an analysis based on this technique. We evaluate the performance and precision of the analysis on the computation of call-graph information for examples from jQuery tutorials.
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1. INTRODUCTION

In recent years, JavaScript has been increasingly used for client-side and server-side web applications due to its easy operation in development and deployment with scripting language characteristics such as dynamic and interpreted language features. On the other hand, the drawbacks induced by these characteristics have led to various attempts to statically compute semantic properties of JavaScript programs to support tools for type checking [1, 2], optimization [3], and verification of the absence of private information leakage [4].

Meanwhile, a precise static call graph construction has become an important issue in static analysis of JavaScript programs. Many works have revealed that a naive approach causes a large number of spurious callees [5, 6, 7, 8]. Since analysis of semantic properties such as the absence of private information leakage requires inter-procedural information, the large number of spurious callees significantly degrades the scalability and precision of the analysis.
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function fix(e) {
  i = copy.length;
  while (i--) {
    p = copy[i];
    t = oE[p];
    e[p] = t;
  } // oE.x ▷ ◁ e.x, oE.y ▷ ◁ e.y
}

var oE = {x: f1, y: f2}, o = {};
fix(o);
o.x();

Figure 1. A simplified excerpt from jQuery 1.7.2 and an example use case

One of the problematic JavaScript features that complicate the precise static call graph construction is read / write accesses to object fields the names of which are computed at runtime. In JavaScript, an object has a set of fields, each of which consists of a name and value pair, and the field lookup and update operations take the value of an expression as an index that designates the field to read or write. JavaScript framework libraries often exploit this facility to build an object from another object by copying all the fields one by one (shallow copy) or by computing values using the fields in the source object (e.g., to simulate accessor methods). To reason over such field copy or transformation patterns (for short, FCT patterns), analysis tools need to resolve precisely the fields of objects, and the relations among them.

As an example, we consider the jQuery implementation of class-inheritance using field copies of an object as shown in Figure 1. To achieve that, function fix copies the fields of oE designated as the elements of array copy into array e. This copy of the fields of object oE takes place in the loop at lines 3–7. More generally, an FCT pattern boils down to an assignment of the form $o1[f(v)] = g(o2[v])$, where $v$ is a variable, $o1$ and $o2$ are two objects, $f$ is a function over field names and $g$ is a function over values. We call variable $v$ the key variable of the FCT pattern. In Figure 1, the statements at lines 5 and 6 define an FCT pattern $e[p] = oE[p]$ with the key variable $p$, where $f$ and $g$ both are the identity function.

When fields get copied store closures, static resolution of function calls requires precise field relation information. The call at line 11 in Figure 1 is such a case. Therefore, computation of a call-graph for this code requires a precise analysis of the effect of the FCT pattern at lines 5 and 6. Indeed, to determine the function called at line 11, we need to observe that the value of the field $x$ in object $e$ is a copy of the value of the field $x$ in object $oE$. We write $oE.x ▷ ◁ e.x$ for this field correspondence relation. A basic points-to analysis that applies no sensitivity technique on the loop (such as loop unrolling) will fail to precisely infer this field correspondence relation, hence will compute spurious call edges in a call-graph. Indeed, it would consider that at line 11, $o.x()$ may call not only $f1$ (that is actually called when executing the program) but also the spurious callee $f2$ in the call-graph.

In this paper, we design a static analysis for the inference of precise field correspondence relations in programs that use FCT patterns so as to compute precise call graph information. The inference of precise field correspondence relations is especially difficult when it takes place in loops (as in Figure 1) due to the possibly unbounded number of replicated fields. It significantly complicates the analysis of meta-programming framework libraries like jQuery. To achieve the inference of precise field correspondence relation, we observe that, while some loops can be analyzed using existing sensitivity techniques, others require a more sophisticated abstraction of the structure of objects, which can describe field correspondence relations over unbounded collections of fields. The goal of this analysis is to statically compute the precise call-graph information, and it also applies to other analyses that require tracking of values propagated in FCT patterns.

Contributions. The contributions of this paper are as follows:
• We identify the field copy or transformation patterns into two categories according to their inference of field correspondence relations, and characterize existing techniques into the categories (Section 2).

• We formally define the semantics of field correspondence relations that clearly explains the phenomenon causing a large number of spurious callees (Section 4).

• We present new abstractions to represent program executions with precise field correspondence relations (Section 5).

• We construct a new analysis that infers precise field correspondence relations for programs that perform field copies and transformations (Section 6).

• We evaluate the analysis with micro-benchmarks and real code (Section 8).

2. CATEGORIES OF FIELD COPY OR TRANSFORMATION (FCT) PATTERNS

In this section, we study FCT patterns, and draw the line between two categories of such patterns. We define the categories according to how existing static analyses for JavaScript programs cope with them. More precisely, we consider how analyses reason over FCT patterns, and infer field correspondence relations for each FCT pattern. Based on this discussion, we show the need for new semantic abstraction techniques to analyze such cases that the existing techniques cannot handle with a sufficient level of precision.

Class of static analyses of interest In this paper, we focus on static analyses for JavaScript programs that aim at computing reachability information, so as to verify safety properties for example. These include state-of-the-art JavaScript analyzers such as JSAI [9], SAFE [6], and TAJS [5].

These analyses compute an over-approximation of the reachable states of a program in a forward manner. More specifically, they compute an over-approximation of the set of memory states that can be observed in program executions. We assume that a memory state is made of an environment which maps variables to their values, and of a set of objects that are sets of field name and value pairs. We assume that strings designating field names, locations designating objects, and function closures are considered as values in programs. Furthermore, we consider analyses that feature abstract field names, abstract locations, and abstract values that represent concrete field names, locations, and values, respectively. Since the number of fields a JavaScript object may contain during an execution is unbounded, such analyses also need to provide a notion of abstract field to represent a set of pairs made of a field name and its value.

FCT patterns While we let an FCT pattern be a series of statements that starts with a read access and ends with a write access to object fields the names of which are computed at runtime in Section 1, we use the following definition from now on:

Definition 2.1. An FCT pattern consists of an assignment of the form:

\[ o_1[f(v)] = g(o_2[v]), \]

where \( v \) is a variable, \( o_1 \) and \( o_2 \) are two objects, \( f \) is a function over field names, and \( g \) is a function over values.

We abstract the computation of the field name of \( o_1 \) using \( v \) as \( f \) and the computation of the assigned value using \( o_2[v] \) as \( g \). We call the fields of object \( o_2 \) that are read during the computation of an FCT pattern the fields involved in the FCT pattern.

Example 2.1. Figure 2 shows a loop that contains an FCT pattern at lines 4–6 where variables \( v \), \( o_1 \), and \( o_2 \) respectively correspond to the same named variables in the FCT pattern, \( f(v) \) on the
```javascript
var i = arr.length, k, t, v;
while (i--) {
  v = arr[i];
  t = o2[v];
  k = v.toUpperCase();
  o1[k] = t;
}
```

Figure 2. An example loop with an FCT pattern

The loop iterates over the elements of array `arr`, and copies the fields of object `o2` to object `o1`. Each iteration copies the field designated by an element of array `arr` from object `o2` to object `o1` with capitalized field name computed by the function `toUpperCase`. Since multiple fields are copied to object `o1` with capitalized field names during the loop execution, precise field relations are important to identify each field name and value pair in object `o1`.

All the fields in object `o2` designated by the elements of array `arr` are involved in this FCT pattern.

**Categories of FCT patterns** We now define two categories of FCT patterns based on the number of concrete fields involved in the patterns: the first category corresponds to the case where a single field is involved, and the second to the case where several fields may be involved.

To explicitly denote the number of fields involved in an FCT pattern for a given pre-condition `S`, we use an auxiliary function `readfields_S` indexed by `S`, which takes two variables as arguments and returns the set of the fields designated by the value of the second argument in an object designated by the first argument. For example, `readfields_S(o2, v)` represents the set of all the fields in object `o2` designated by the value of variable `v` in the pre-condition `S`. In an FCT pattern `o1[f(v)] = g(o2[v])` with a concrete pre-condition `S`, `readfields_S(o2, v)` represents the set of all the fields involved in the FCT pattern because they are the fields read during the computation of the FCT pattern.

When only one field is involved in an FCT pattern, we call the FCT pattern *singular*.

**Definition 2.2 (Singular FCT Pattern).** An FCT pattern `o1[f(v)] = g(o2[v])` is categorized as a singular FCT pattern with respect to pre-condition `S` when only one field is read during the evaluation of the expression `o2[v]` in `S`:

```
|readfields_S(o2, v)| = 1.
```

**Example 2.2 (Singular FCT Pattern).** We consider the FCT pattern of the code fragment shown in Figure 2 and assume a concrete pre-condition in which a single concrete field is involved in the pattern. To illustrate such a case, we assume that in the concrete pre-condition of the FCT pattern at lines 4–6, object `o2` has two fields named `x` and `y`, respectively storing closures `fx` and `fy` as values, and that the value of the key variable `v` is `x`. Since only one field named `x` is read, a single field is involved in the pattern.

Figure 3 shows an analysis of this singular FCT pattern. The *concrete post-condition* represents all the execution results that can be observed when starting from the given concrete pre-condition. The concrete post-condition shows that the field `x` of object `o2` is copied to object `o1` with a capitalized field name `X` computed by the function `toUpperCase`. We give both concrete and abstract pre- and post-conditions. The abstract post-condition shows that the analysis precisely computes the value of the field that is copied in object `o1`.

When the set of fields involved in an FCT pattern contains strictly more than one element, we call the FCT pattern *plural*. 
Concrete Pre-condition | Abstract Pre-condition
---|---
o2 $\mapsto \{x:fx,y:fy\}$ | o2 $\mapsto \{x:fx,y:fy\}$
$v \mapsto x$ | $v \mapsto x$

```
t = o2[v];
k = v.toUpperCase();
o1[k] = t;
```

Concrete Post-condition | Abstract Post-condition
---|---
o1 $\mapsto \{X:fx\}$ | o1 $\mapsto \{X:fx\}$
o2 $\mapsto \{x:fx,y:fy\}$ | o2 $\mapsto \{x:fx,y:fy\}$
$v \mapsto x$ | $v \mapsto x$
k $\mapsto X$ | $k \mapsto X$
t $\mapsto fx$ | $t \mapsto fx$

Figure 3. Example analysis of a singular FCT pattern

Concrete Pre-condition | Abstract Pre-condition
---|---
o2 $\mapsto \{x:fx,y:fy\}$ | o2 $\mapsto \{x:fx,y:fy\}$
v $\mapsto x \lor y$ | $v \mapsto x \lor y$

```
t = o2[v];
k = v.toUpperCase();
o1[k] = t;
```

Concrete Post-condition | Abstract Post-condition
---|---
o1 $\mapsto \{X:fx,Y:fy\}$ | o1 $\mapsto \{X:fx \lor fy,Y:fx \lor fy\}$
o2 $\mapsto \{x:fx,y:fy\}$ | o2 $\mapsto \{x:fx,y:fy\}$
v $\mapsto x \lor y$ | $v \mapsto x \lor y$
k $\mapsto X \lor Y$ | $k \mapsto X \lor Y$
t $\mapsto fx \lor fy$ | $t \mapsto fx \lor fy$

Figure 4. Example analysis of a plural FCT pattern

**Definition 2.3** (Plural FCT Pattern). An FCT pattern $o1[f(v)] = g(o2[v])$ is categorized as a plural FCT pattern with respect to pre-condition $S$ when several fields may be read during the evaluation of the expression $o2[v]$ in a $S$:

$$|\text{readfields}_S(o2,v)| > 1.$$  

**Example 2.3** (Plural FCT Pattern). We again consider the FCT pattern of the code fragment shown in Figure 2, and assume a concrete pre-condition in which several concrete fields are involved in the pattern. To illustrate such a case, we assume a pre-condition that is quite similar to that of Example 2.2 for a singular FCT pattern: we let object $o2$ be the same, but assume that the value of the key variable $v$ is either $x$ or $y$ (it could be only $x$ in Example 2.2). Since the two fields $x$ and $y$ may be read when executing the code, the number of involved fields is two, thus the FCT pattern is plural. Figure 4 presents an analysis of this pattern. The concrete post-condition shows that the fields $x$ and $y$ of object $o2$ are copied to object $o1$ with capitalized field names $X$ and $Y$, respectively. Again, we present both the concrete and abstract pre- and post-conditions. The abstract post-condition shows that the analysis loses the relations between the origins and destinations of the field copies. Thus, the information in the post-condition about the values of the fields in object $o1$ is not as precise as in the concrete level.

**Comparison of analyses of FCT patterns** We compare analyses of each category in terms of the inference of field correspondence relations.

When a single field is involved in an FCT pattern, the analysis infers that a single field correspondence relation may be observed. On the other hand, when several fields are involved in an
Singular FCT pattern | Plural FCT pattern
---|---
**Abstract Pre-condition**
\( o_2 \mapsto \{ x: fx, y: fy \} \) & \( o_2 \mapsto \{ x: fx, y: fy \} \) \\
\( v \mapsto x \) & \( v \mapsto x \lor y \)

\( t = o_2[v]; \)
\( k = v.toUpperCase(); \)
\( o_1[k] = t; \)

**Abstract Post-condition**
\( o_1 \mapsto \{ X: fx \} \) & \( o_1 \mapsto \{ X: fx \lor fy, Y: fx \lor fy \} \) \\
\( o_2 \mapsto \{ x: fx, y: fy \} \) & \( o_2 \mapsto \{ x: fx, y: fy \} \) \\
\( v \mapsto x \) & \( v \mapsto x \lor y \)

**Field Correspondence Relations**
\( (o_2.x \bowtie o_1.X) \) & \( (o_2.x \bowtie o_1.X), (o_2.y \bowtie o_1.X) \), \( (o_2.x \bowtie o_1.Y), (o_2.y \bowtie o_1.Y) \) \\

**Spurious Relations**
\( none \) & \( (o_2.y \bowtie o_1.X), (o_2.x \bowtie o_1.Y) \)

Figure 5. Comparisons of analyses of FCT patterns

FCT pattern, the analysis conservatively approximates that all field correspondence relations made of any combination of the involved fields may occur, which means that spurious field correspondence relations are collected. Since an FCT pattern consists of a series of read and write accesses to object fields, the analysis may lose the relation between the source and destination of a field copy. Thus, the analysis infers a number of spurious field correspondence relations that define infeasible value flows between two objects.

Note that we have assumed so far that variable \( o_1 \) —we call it the destination variable, as it designates the destination object—stores the address of a single, fully known object. This assumption lets us focus on the spurious field correspondence relations caused in the analysis of plural FCT patterns in the rest of the section. When the destination variable may store the address of several objects, the analysis of a write into one of the fields of this object needs to account for all the possibilities, which induces a weak update effect, causing additional imprecision. On the other hand, when the destination object is fully determined, the write operation itself can be handled with a more precise strong update. This difference only influences on the analysis of singular FCT patterns, as we have observed that the analysis of plural FCT patterns is imprecise anyway.

We compare the analyses of two Examples 2.2 and 2.3 in terms of the inference of field correspondence relations. Figure 5 shows the comparison of the analyses for each category of FCT patterns. When we consider the pre-condition of the plural FCT pattern, there are two possible executions, namely one for each possible value of variable \( v \). For each execution, the fields \( x \) and \( y \) are copied to the corresponding fields named \( X \) and \( Y \), respectively. Thus, the field correspondence relations \( (o_2.y \bowtie o_1.X) \) and \( (o_2.x \bowtie o_1.Y) \) are obviously spurious.

When the values of the fields in object \( o_2 \) are function closures and a subsequent program statement performs a call to a function designated by one of the closures, the spurious field correspondence relations in turn incur a spurious callee. The number of spurious callees is proportional to the number of fields in object \( o_2 \). Therefore, such patterns are likely to require the analysis of very large numbers of spurious calls, hereby deteriorating both analysis cost and precision.

The need for a new analysis technique As we have shown with the above comparison, we need a sophisticated analysis technique to infer precise field correspondence relations that do not accumulate spurious relations from the analysis of plural FCT patterns. We discuss how precisely existing techniques can infer field correspondence relations for plural FCT patterns.

When an FCT pattern is enclosed in a loop, its key variable is an index variable of the loop, and an analysis approximates the values of the index variable with a non-singleton range, the FCT...
var i = arr.length;
while (i--)
{
    v = arr[i];
    o1[v] = o2[v];
}

(a) Example general loop with an FCT pattern

for (var v in o2) {
    o1[v] = o2[v];
}

(b) Example for-in loop with an FCT pattern

Figure 6. Example loops with FCT patterns

pattern would be categorized as a plural FCT pattern. When the analysis does not have any form of sensitivities, it needs to consider the values of the key variable in all the iterations of the loop. If the analysis is able to enumerate all the iterations of the loop and the value of the key variable in each iteration designates a single field, the analysis can reason separately about field correspondence relations for each enumerated iteration. The analysis of each iteration is able to consider a singular FCT pattern, thus the above imprecision does not occur.

This technique is used in the state-of-the-art JavaScript analyzers such as TAJS and SAFE_LSA. Figure 6 shows two example loops that contain FCT patterns. For the general loop shown in Figure 6(a), TAJS and SAFE_LSA enumerate all the concrete iterations by unrolling the loop body as they need. For the for-in loop shown in Figure 6(b), TAJS enumerates all the concrete iterations without any specific order and SAFE_LSA enumerates them in the order of field creation, which is used to determine the iteration order of a for-in loop in a specific browser. TAJS and SAFE_LSA use dynamic trace partitioning to enumerate concrete iterations.

Since many loops in simple JavaScript programs can be enumerated in a series of iterations, this dynamic enumeration approach, also known as a dynamic unrolling approach, has been successful in inferring precise field correspondence relations. On the other hand, these concrete enumeration based techniques cannot precisely analyze loops that cannot be enumerated as a finite number of iterations. We note that the enumeration of iterations of the loops depends on the pre-condition of the loops, thus the computation of a more precise pre-condition may enable the loops to be enumerated as finite numbers of iterations. However, it is not always feasible. In particular, when the set of inputs of a program is infinite, and causes the pre-condition to include states with objects that may have an unbounded number of fields, the computation of a more precise pre-condition is not doable.

In the rest of the paper, we devise a new abstraction that helps the analysis to infer more precise field correspondence relations from FCT patterns. The key idea is to let the analysis of one abstract execution of an FCT pattern \( o_1[f(v)] = g(o_2[v]) \) describe a set of concrete executions, such that, in each of these executions, a single common field is involved in the FCT pattern. Since there is only one field involved in each abstract execution, the analysis effectively treats the FCT pattern as a singular FCT pattern.

3. OVERVIEW: OUR APPROACH

We give an overview of our approach with an analysis of a plural FCT pattern. We consider the program in Figure 6(a) assuming that array \( \text{arr} \) is unknown and that object \( o_2 \) has two fields of names \( x \) and \( y \). This program carries out a partial copy of the fields of object \( o_2 \) into object \( o_1 \) depending on the contents of \( \text{arr} \). Under this pre-condition, the loop cannot be enumerated as a finite number of iterations, thus an analysis that relies only on the dynamic enumeration approach would not be able to reason accurately about field correspondence relations.

Even though \( \text{arr} \) is unknown, the program may copy only the fields present in object \( o_2 \). Thus, only the fields \( x \) and \( y \) may be copied into \( o_1 \) (for short, we call the field designated by the name \( v \) “the field \( v \)” and use this terminology throughout the paper). Therefore, the field correspondence relation at the end of the execution of the loop may be any subset of \( \{ (o_2.x \bowtie o_1.x) , (o_2.y \bowtie o_1.y) \} \).
3.1. Abstraction

We first study the predicates that the analysis needs to manipulate, and the abstraction that they define. Since the set of addresses that occurs in a program execution is not known statically and is unbounded, the analysis needs to manipulate summary abstract addresses that may denote several concrete addresses. The analysis of a write into a summary address needs to account for the effect of a modification to any address it describes, thus it will result in a weak update. On the other hand, the analysis also manipulates non-summary abstract addresses: such an abstract address denotes a single concrete address [10]. Thus, the analysis of a write into a non-summary address uses a strong update, and preserves more precise information than a weak update to a summary address. In this paper, we use the hash symbol to denote abstract symbols used in analyses like an abstract address $a^2$. Since the difference between summary and non-summary abstract addresses influences only on the analysis of singular FCT patterns, and since we are interested in plural FCT patterns, we consider only non-summary abstract addresses in the rest of this section.

The analysis often uses a single abstract object to represent several concrete objects that do not have exactly the same set of fields. Therefore, we make an abstract object denote a set of abstract fields that may occur in its corresponding concrete objects, and we mark each abstract field with an annotation: “$!$” (resp., “$?$”) designates its corresponding concrete field must (resp., may) exist. Since abstract objects describe all the possible fields by abstract fields, a field that is not described by any abstract fields must not exist in any corresponding concrete object.

In Figure 7, the abstract states (a), (b), and (c) show invariants at each program point in the first iteration over the loop. The state (a) shows an initial abstract state, where $o1, o2, and arr$ point to abstract objects at addresses $a_1^2, a_2^2$, and $a_3^2$, respectively, which are non-summary abstract addresses.
We now present an analysis to compute invariants such as those shown in Figure 7. It proceeds
preliminarily by abstract interpretation [11] using the abstract states described above. It starts with
the abstract state \( \mathcal{S} \) that describes the initial states: \( v \) stores an unknown value \( T^d \) and \( i \) stores an
unknown number (as \( arr \) is unknown). It then progresses through the program forwards, accounts
for an over-approximation of the effect of each statement, and computes loop invariants as limits of
sequences of abstract iterations over the effect of the loop body.

The first challenge is to analyze precisely the effect of one iteration of the loop body. For the field
lookup operation \( o2[v] \) at line 4, we expect three possible results: \( v_1^o \), \( v_2^o \), and \( \textit{undefined} \) because
\( o2 \) has two abstract fields, \( x^o \) and \( y^o \), and the lookup operation will return \( \textit{undefined} \) when the
field \( v \) is not present in the object \( o2 \). Since the value of \( v \) subsumes the inputs of those three results,
and in each case, the loop body has a different effect, the analysis needs to split the states into three
sets of states characterized by the result of the lookup operation. In abstract interpretation terms, this
means the analysis should perform some \textit{trace partitioning}, so as to reason over the loop body using
disjunctive properties. More precisely, the analysis should consider three cases:

1. If \( v \in o2 \) and \( v = x^o \), since the value of \( v \) designates an abstract field of \( o2 \) that corresponds
to exactly one concrete cell denoted by a non-summary address, this abstract field is copied to \( o1 \) as
a strong update. Therefore, at the end of the loop body, \( o1 \) contains an abstract field \( \{x^o, v_1^o, !\} \) of the abstract states \( \mathcal{S} \). 
2. The case where \( v \in o2 \) and \( v = y^o \) is similar (the second component of \( \mathcal{S} \)).
3. If \( v \notin o2 \), the result of \( o2[v] \) is \( \mathcal{S} \) since the value of \( v \) does not designate a field in \( o2 \). Thus,
after line 4, \( o1 \) may contain abstract fields designated by the value of \( v \) whose values are \( \mathcal{S} \). The
last state \( (T^d, \emptyset) \) of \( \mathcal{S} \) corresponds to this case.

This partitioning operation turns one abstract state into a disjunction of several abstract states that
cover the initial abstract state. In our implementation, this partitioning is carried out in two stages:
first, the analysis discriminates executions depending on whether \( v \) is the name of a field of \( o2 \); second,
when \( v \) is the name of a field of \( o2 \), the analysis produces a disjunction over the abstract fields of \( o2 \).

The second challenge is to compute precise approximations for unions of sets of states, as \textit{abstract
joins} (merging of partitions and control flow paths) and \textit{widening} (union of abstract iterates to let the
analysis of loops converge).

We observe that joining partitioned abstract states early would cause a precision loss, so that the
analysis needs to delay their join. For example, let us assume that the analysis joins the results that
correspond to the three sets of states at the end of the loop body at line 5. Then, the resulting abstract
object would become the one in Figure 8, and the third field \( (T^d, \{v_1^o, v_2^o, \mathcal{S}\}, ?) \) means that the
value of any field in the object is either \( v_1^o \), \( v_2^o \), or \( \mathcal{S} \); this abstraction fails to capture the precise field
consequence relation. Thus, instead of joining all the analysis results at the end of the loop body,
our analysis maintains two abstract objects for the object pointed by \( o1 \) as described in \( \mathcal{S} \).
In order to avoid overly large sets of disjuncts caused by delayed joins, the analysis also requires an efficient join algorithm, which is able to merge abstract states while preventing the imprecision shown in Figure 8. To do this, we provide a join condition that states when abstract objects can be merged without causing the precision loss discussed above. Essentially, our analysis does not join objects with possibly overlapping abstract fields, when their respective abstract values are not comparable in one direction or the other. For example, at \( a \), our join algorithm finds a matching of two abstract objects \( o_1 \) in \((x^\sharp, \in)\) and \((y^\sharp, \in)\) and they are joined because the abstract field names \( x^\sharp \) and \( y^\sharp \) are not overlapping. On the contrary, at the same point, our join algorithm does not find any matching for the abstract object \( o_1 \) in \((\top^\sharp, \notin)\), and it is not joined with any other because the abstract field name \( \top^\sharp \) overlaps with other abstract field names \( x^\sharp \) or \( y^\sharp \) and its value \( \odot^\sharp \) is not comparable with either of the abstract values \( v_1^\sharp \) or \( v_2^\sharp \).

To ensure the convergence of abstract iterates, a widening operation over abstract objects is necessary. The widening algorithm is based on a similar principle as the join algorithm, but instead of merging two abstract objects, the analysis applies widening to them. Since the widening algorithm also relies on a join condition, it also does not lose the field correspondence relation. For example, at the loop head after the second iteration, the analysis applies widening to the state from the first iteration \( i \) and to the state from the second iteration \( i \). As the join algorithm does, the widening algorithm also finds two matchings for \( o_1 \) in \( i \) and \( i \): the empty object in \( i \) with each of the objects in \( i \). Each matching satisfies the join condition because the widening of an empty object with an object does not have the precision loss discussed above. Because each field does not need any widening, the result of widening for those two matchings are the same as the one in \( o_1 \) in \( i \).

4. LANGUAGE: SYNTAX AND SEMANTICS

We define a core language that can define FCT patterns via field lookup and update.

4.1. Syntax

The full syntax and semantics of a core JavaScript language are defined in [2]. To encode the essential behaviors of FCT patterns, we use the following language:

\[
i ::= \begin{cases} 
  l^i x = e^i & \text{assignment} \\
  l^i x = \{ \}^i & \text{object initialization} \\
  l^i x = x^i[x]^i & \text{field lookup} \\
  l^i x[x] = x^i & \text{field update} \\
  l^i x = \text{iterInit}(x)^i & \text{for-in loop} \\
  l^i x = \text{iterNext}(x, x)^i & \\
  l^i x = \text{iterHasNext}(x)^i & \\
  l^i \text{merge}(x)^i & \text{a note for the end of an FCT pattern} \\
  l^i \text{while}^i(e)^i l^i & \text{loop} \\
  l^i l^i & \text{sequence} \\
\end{cases}
\]

\[
e ::= \begin{cases} 
  k & \text{string constant} \\
  x & \text{variable} \\
  e + e & \text{string concatenation} \\
\end{cases}
\]
We define the semantics of a program 
Also, if \( \sigma \) we simply assume a non-deterministic order of the fields. The instruction 
the field \( x_2 \) of object \( x_2 \) is stored at \( x \), field update \( x_1 [x_2] = x_3 \) where the value of the field \( x_3 \) is stored at the field \( x_2 \) of object \( x_1 \), loop while \( (e) \) where the loop body \( i \) is repeatedly executed while the value of the given condition expression \( e \) is a non-empty string, and sequence \( i_1 ; i_2 \) where the two instructions \( i_1 \) and \( i_2 \) are executed sequentially.

The for-in loop statement for \((y \text{ in } e)\) \( i \) is desugared into a sequence of simpler instructions. Since the semantics of the for-in statement iterates the fields of the given object \( e \) with each field name as the index value \( y \), the instruction \( x_1 = \text{iterInit}(x_2) \) generates a list of fields of object \( x_2 \), \( x_1 = \text{iterNext}(x_2, x_3) \) returns the next field to visit, and \( x_1 = \text{iterHasNext}(x_2) \) checks whether any field is not yet visited. For example, the following for-in loop:

```javascript
for ( var v in o2 ) { o1[v] = o2[v]; }
```

is roughly desugared into the following code:

```javascript
t = \text{iterInit}(o2);
b = \text{iterHasNext}(t);
while (b) {
v = \text{iterNext}(o2, t);
o1[v] = o2[v];
b = \text{iterHasNext}(t);
merge(v);
}
```

Since the order of the fields to visit in for-in loops is not defined in the language semantics [12], we simply assume a non-deterministic order of the fields. The instruction \( \text{merge}(x) \) is a special instruction that represents the end of a loop with the key variable \( x \). The concrete semantics of \( \text{merge} \) is no operation.

An expression \( e \) is a string constant \( k \in V_{str} \), a variable \( x \in X \), or string concatenation \( c_1 + c_2 \).

A concrete program state \( s \in S \) is a pair made of a control state (unique labels for instructions) \( l \in L \) and a memory state \( m \in M \), thus \( S = L \times M \). A trace \( \sigma \) is a finite sequence \( \langle s_0, ..., s_n \rangle \) where \( s_0, ..., s_n \in S \). We write \( S^* \) for the set of traces, and let our concrete domain be \( (\mathbb{D}, \subseteq) = (\mathcal{P}(S^*), \subseteq) \). Also, if \( \sigma \) is a trace, we write \( \sigma_j \) for the last state in \( \sigma \). A memory state \( m \in M = E \times H \) is composed of an environment \( \varepsilon \in E = X \rightarrow V_{val} \) which is a map from variables to values and a heap \( h \in H = V_{addr} \rightarrow O \) which is a map from addresses to objects. A concrete object \( o \in O = V_{str} \rightarrow_{\text{fin}} V_{val} \) is a map from strings to values. A value \( v \in V_{val} = V_{addr} \cup V_{str} \) is either an address or a string. For the sake of brevity, we abuse the notation for \( m(x) \) and \( m(a) \) to respectively denote \( \varepsilon(x) \) and \( h(a) \) where \( m = (\varepsilon, h) \) and \( a \in V_{addr} \).

### 4.2. Concrete Semantics

We define the semantics of a program \( i \) by a transition system \( (S, \tau) \) where \( S \) is a set of program states, and \( \tau \subseteq S \times S \) is a transition relation. We write \( s \rightarrow s' \) to denote \((s, s') \in \tau \), meaning that it starts in a state \( s \), and after one step execution, it goes to state \( s' \). The transition relation \( \tau[i] \subseteq S \times S \) is defined by induction on the syntax of instructions with the semantic function for expressions \( E[e] : M \rightarrow V_{val} \) as follows:

\[
\begin{align*}
\tau[i_1 x = e_1] & \overset{\text{def}}{=} \{ (l_1, m) \rightarrow (l_2, m[x \mapsto v]) \mid m \in M, v \in E[e_1](m) \} \\
\tau[i_1 x = \{ \}_{1}] & \overset{\text{def}}{=} \{ (l_1, m) \rightarrow (l_2, m[x \mapsto a][a \mapsto e]) \mid m \in M, a \in V_{addr}, a \notin \text{Dom}(m), e \in O \} \\
\tau[i_1 x_1 = x_2 [x_3] l_2] & \overset{\text{def}}{=} \{ (l_1, m) \rightarrow (l_2, m[x_1 \mapsto v]) \mid m \in M, v \in \text{lookup}(m(m(x_2)), m(x_3)) \} \\
\tau[i_1 x_1 [x_2] = x_3 l_2] & \overset{\text{def}}{=} \{ (l_1, m) \rightarrow (l_2, m[m(x_1) \mapsto m(m(x_2))[m(x_2) \mapsto m(x_3)]]) \mid m \in M \}
\end{align*}
\]
where the auxiliary function \( \text{lookup} : \mathcal{O} \times \mathcal{V}_{\text{str}} \to \mathcal{V}_{\text{val}} \) returns a field value designated by a given string in a given object or the undefined value when there is no such a field in the object, the auxiliary function \( \text{fields} : \mathcal{O} \to \mathcal{V}_{\text{str}} \) returns an arbitrary field name associated to a given object, and \( \epsilon \in \mathcal{O} \) denotes an empty object. The assignment instruction \( x = e \) assigns the value of \( e \) to \( x \). The object initialization instruction \( x = \{ \} \) creates a new object and assigns its address to \( x \). The field lookup instruction \( x_1 = x_2[x_3] \) assigns the field value of object \( x_2 \) designated by the value of \( x_3 \) to \( x_1 \). The field update instruction \( x_1[x_2] = x_3 \) updates the field of object \( x_1 \) designated by the value of \( x_2 \) with the value of \( x_3 \). The instruction \( x_1 = \text{iterInit}(x_2) \) generates a list of field names of the given object \( x_2 \) and assigns it to \( x_1 \) as an object. The instruction \( x_1 = \text{iterNext}(x_2) \) looks up a next field name to visit from object \( x_2 \) and assigns the next field name to \( x_1 \). The instruction \( x_1 = \text{iterHasNext}(x_2) \) checks whether there is a next field name to visit in object \( x_2 \). If it exists, the instruction assigns a non-empty string to \( x_1 \); otherwise, it assigns an empty string to \( x_1 \). We write \( \text{Dom}(m) \) and \( \text{Dom}(o) \) for the set of addresses of a memory \( m \) and the set of fields of an object \( o \), respectively. We write \( o \setminus s \) to denote a field deletion operation that removes the field named \( s \) from object \( o \). The \( \text{while}(e) \) \( i \) instruction repeats the loop body \( i \) until the given loop condition \( e \) is not satisfied. The value expression \( k \) is evaluated as a constant string. The variable expression \( x \) is evaluated as the value of variable \( x \). The expression \( e_1 + e_2 \) is evaluated as a concatenation of two values of the expressions \( e_1 \) and \( e_2 \). We extend the concrete semantic function to handle a set of states: \( \llbracket i \rrbracket_C(S) = \{ \sigma \cdot s \mid \exists \sigma \in S, \sigma_j \to s \} \).

### 4.3. Field Correspondence Relations

Now, we formalize the definition of field correspondence relations. We utilize a non-standard semantics that annotates each object field with where it has been copied from. This allows us to use a semantics expressed in terms of reachable states at the cost of keeping partial program executions in the states. To this end, we augment fields with their origin information.

A concrete origin \( g \in \mathcal{G} \) stores the location a field was copied from. A concrete environment \( \tau \in \mathcal{E} \) maps each variable to a pair of its value and origins. Other domains are augmented likewise:

- \( \mathcal{G} = \mathcal{V}_{\text{addr}} \times \mathcal{V}_{\text{str}} \) (concrete origins)
- \( \mathcal{S} = \mathcal{L} \times \mathcal{M} \) (program states)
- \( \mathcal{M} = \mathcal{E} \times \mathcal{H} \) (memory states)
- \( \mathcal{E} = \mathcal{X} \to_{\text{fin}} \mathcal{V}_{\text{val}} \times \mathcal{P}(\mathcal{G}) \) (environments)
- \( \mathcal{H} = \mathcal{V}_{\text{addr}} \to \mathcal{O} \) (heaps)
- \( \mathcal{O} = \mathcal{V}_{\text{str}} \to_{\text{fin}} \mathcal{V}_{\text{val}} \times \mathcal{P}(\mathcal{G}) \) (objects)

where \( \mathcal{G} \) stores the location a field was copied from.
These augmented states induce an augmented transition relation $\tau[i] \subseteq \mathcal{S} \times \mathcal{S}$, which is defined with the augmented semantic function for expressions $\mathcal{E}[e] : \mathcal{M} \rightarrow \mathcal{V}_{val} \times \mathcal{P}(\mathcal{G})$:

$$\tau[i]_{x_1=x_2 \ [x_3]} \overset{I}{=} \{(l_1, m) \rightarrow (l_2, m[x_1 \mapsto (v, (a, k))) \mid m \in \mathcal{M}, (a, k) \in m(x_2), a \in m(a), k \in m(x_3), v \in \text{lookup}(o, k)\}$$

$\mathcal{E}[k](m) \overset{\text{def}}{=} (k, \emptyset)$ where $k \in \mathcal{V}_{str}$

$\mathcal{E}[e_1+e_2](m) \overset{\text{def}}{=} (k_1 \cdot k_2, G_1 \cup G_2)$ where $(k_1, G_1) \in \mathcal{E}[e_1](m), (k_2, G_2) \in \mathcal{E}[e_2](m)$

The other cases are the same.

We also extend the augmented semantic function to handle a set of augmented states as follows:

$$\mathcal{E}_C[S] : \mathcal{P}(\mathcal{S}^*) \rightarrow \mathcal{P}(\mathcal{S}^*)$$

$$\mathcal{S} \rightarrow \{\pi \cdot \pi' \mid \exists \pi \in \mathcal{S}, \pi \rightarrow_{\text{aug}} \pi\}.$$ 

where $\mathcal{S} \rightarrow_{\text{aug}} \mathcal{S}'$ denotes $(\pi, \pi') \in \mathcal{S}$.

We can define an abstract relation $\alpha_C : \mathcal{P}(\mathcal{S}^*) \rightarrow \mathcal{P}(\mathcal{S}^*)$ from the augmented semantics to the standard semantics as follows:

$$\alpha_C : \mathcal{P}(\mathcal{S}^*) \rightarrow \mathcal{P}(\mathcal{S}^*)$$

$$\mathcal{S} \rightarrow \{\psi(\pi_0), \ldots, \psi(\pi_n) \mid \pi_0, \ldots, \pi_n \in \mathcal{S}\}$$

where $\psi : \mathcal{S} \rightarrow \mathcal{S}$ is a function that removes the augmented information from a given state.

Then, properties described by the augmented semantics imply properties described by the standard semantics.

**Theorem 4.1 (Implication of Abstraction Relation).** For a given program $i$, the program semantics characterized by the least fixpoint of the augmented semantic function has a corresponding program trace in the program semantics characterized by the least fixpoint of the standard semantic function:

$$\text{lfp}[i]_C = \alpha_C(\text{lfp}[\mathcal{E}_C]).$$

We can now formally define field correspondence relations:

**Definition 4.1 (Field Correspondence Relations).** A state $\pi \in \mathcal{S}$ augmented with field correspondence relations admits a field correspondence relation $(\pi_0, k_0 \triangleright \pi_1, k_1)$ for objects $\pi_0, \pi_1 \in \phi(\pi)$ and strings $k_0, k_1 \in \mathcal{V}_{str}$ if and only if the following condition holds:

$$\exists v \in \mathcal{V}_{val}, \exists X \subseteq \mathcal{G}, \pi_1(k_1) = (v, X) \land (a, k_0) \in X \land \pi(a) = \pi_0$$

where $\phi(\pi) \rightarrow \{\pi \mid a \in \mathcal{V}_{addr}, \pi \in \mathcal{S}(a)\}$ collects a set of objects in a given state $\pi$.

**Example 4.1 (Field Correspondence Relations).** We consider the following simple code fragment that makes field correspondence relations from object $o1$ to object $o2$:

```plaintext
1  v1 = o1[x];
2  v2 = o1[y];
3  o2[z] = v1 + v2;
```

where variables $x, y,$ and $z$ respectively denote string constants $x, y,$ and $z$. At line 1, by the augmented semantic function for a field lookup instruction, variable $v1$ keeps a value from the field of object $o1$ and its origin information $\{a, x\}$ where $a$ is an address pointing to object $o1$ and $x$ is the field name where the value loaded from. Similarly, variable $v2$ keeps a value and its origin information $\{a, y\}$ at line 2. Since the origin information from $v1$ and $v2$ are merged at line 3 by the augmented semantic function for string concatenation, the state at the end of the program admits the field correspondence relations $(o1.x \triangleright o2.z)$ and $(o1.y \triangleright o2.z)$.

We introduce the field correspondence relations as a tool to measure analysis precision of FCT patterns. Since we have shown how our abstraction can precisely infer the field correspondence relations in Section 3, we define abstractions based on the standard semantics in the rest of the paper.
5. COMPOSITE ABSTRACTION

In this section, we formally define a composite abstraction to reason over FCT patterns and to infer precise field correspondence relations. The composite abstraction consists of three components: a partitioning abstraction, an object abstraction, and a string abstraction. The partitioning abstraction supports separate reasoning about the executions in an FCT pattern. The object abstraction describes accurate properties over fields, so as to disambiguate the field correspondence relations even after abstract joins. Lastly, the string abstraction describes object field names, so as to disambiguate them.

Structure of the abstraction. Our composite abstraction is defined on top of a standard abstraction for JavaScript heaps. We now define this abstraction and fix the notations that we use throughout the rest of the paper. Essentially, the abstraction of traces is built on top of an abstraction of memory states in Section 5.1. An abstract memory is made of an abstract environment that maps variables to abstract values and of an abstract heap that maps abstract addresses to abstract objects. An abstract value comprises of an abstraction for a set of strings and an abstraction for a set of addresses. Abstract objects are defined in Section 5.2 and abstract strings in Section 5.3. To summarize, the abstract domains are defined as follows:

\[
\begin{align*}
M^\sharp & = \ E^\sharp \times H^\sharp & \text{abstract memory states} \\
E^\sharp & = X \rightarrow \gamma_{\text{val}} V^\sharp & \text{abstract environments} \\
H^\sharp & = V^\sharp_{\text{addr}} \rightarrow \mathbb{O}^\sharp & \text{abstract heaps} \\
\mathbb{O}^\sharp & : \text{abstract objects defined in Section 5.2 based on } V^\sharp_{\text{str}}, V^\sharp & \\
V^\sharp_{\text{str}} & = V^\sharp_{\text{str}} \times V^\sharp_{\text{addr}} & \text{abstract strings defined in Section 5.3} \\
V^\sharp_{\text{addr}} & : \text{abstract addresses, parameter of the analysis} \\
D^\sharp & : \text{abstract traces defined in Section 5.1 based on } M^\sharp
\end{align*}
\]

We assume that the concretization function \( \gamma_{\text{addr}} : V^\sharp_{\text{addr}} \rightarrow \mathcal{P}(V^\sharp_{\text{addr}}) \) for the address abstract domain is given. Furthermore, the concretization function for strings \( \gamma_{\text{str}} : V^\sharp_{\text{str}} \rightarrow \mathcal{P}(V^\sharp_{\text{str}}) \), the concretization function for object \( \gamma_{\mathbb{O}} : \mathbb{O}^\sharp \rightarrow \mathcal{P}(\mathbb{O}) \), and the concretization function for traces \( \gamma : D^\sharp \rightarrow D \) are defined together with the corresponding abstract domains in the rest of this section. Based on these, the abstractions of the domains that are already fully specified are as follows:

\[
\begin{align*}
\gamma_{\mathbb{E}} : V^\sharp & \rightarrow \mathcal{P}(V_{\text{val}}) \\
(\epsilon^\sharp, a^\sharp) & \mapsto \gamma_{\text{str}}(\epsilon^\sharp) \cup \gamma_{\text{addr}}(a^\sharp) \\
\gamma_{\mathbb{E}} : E^\sharp & \rightarrow \mathcal{P}(E) \\
(\epsilon^\sharp) & \mapsto \{ \epsilon \in E | \forall x \in X, \epsilon(x) \in \gamma_{\mathbb{E}}(\epsilon^\sharp(x)) \} \\
\gamma_{\mathbb{H}} : H^\sharp & \rightarrow \mathcal{P}(H) \\
h^\sharp & \mapsto \{ h \in H | \forall a^\sharp \in V^\sharp_{\text{addr}}, a \in \gamma_{\text{addr}}(a^\sharp), h(a) \in \gamma_{\mathbb{O}}(h^\sharp(a^\sharp)) \} \\
\gamma_{M} : M^\sharp & \rightarrow \mathcal{P}(M) \\
(\epsilon^\sharp, h^\sharp) & \mapsto \{ (e, h) | e \in \gamma_{\mathbb{E}}(\epsilon^\sharp), h \in \gamma_{\mathbb{H}}(h^\sharp) \}.
\end{align*}
\]

5.1. Partitioning Abstraction

A trace partitioning abstraction (or, for short, partitioning abstraction) splits a set of traces based on a specific trace abstraction so as to reason more accurately on smaller sets of executions. We first set up a general partitioning framework, then define two instances with two trace abstractions that provide two stages of partitioning we used in Section 3. We use the notations for traces introduced in Section 4.1.

In the following, a trace partitioning abstraction is an instance of the following definition:

Definition 5.1 (Partitioning Abstraction). We let \( T^\sharp \) and \( \gamma_{T} : T^\sharp \rightarrow D \) define a trace abstraction that is covering (i.e., \( D = \cup \{ \gamma_{T}(t^\sharp) \mid t^\sharp \in T^\sharp \} \)) and we use the store abstraction \( M^\sharp \) and \( \gamma_{M} : M^\sharp \rightarrow \mathcal{P}(M) \) defined above. Then, the partitioning abstraction parameterized by these two abstractions is...
defined by the domain \( \mathbb{D}^\sharp = \mathbb{T}^\sharp \to \mathbb{M}^\sharp \) and the concretization function \( \gamma \) defined by:

\[
\begin{align*}
\gamma : & \quad \mathbb{D}^\sharp \to \mathbb{D} \\
\quad X^\sharp & \mapsto \{ \sigma \in \mathbb{S}^* \mid \forall t^\sharp \in \mathbb{T}^\sharp, \sigma \in \gamma_{\mathbb{T}^\sharp}(t^\sharp) \Rightarrow \sigma \upharpoonright M \in \gamma_{\mathbb{M}^\sharp}(X^\sharp(t^\sharp)) \}
\end{align*}
\]

where \( \sigma \upharpoonright M \) denotes the memory state of the last state in \( \sigma \).

Intuitively, this abstraction lets us tie abstract store properties (described by elements of \( \mathbb{M}^\sharp \)) to abstract traces properties (described by elements of \( \mathbb{T}^\sharp \)).

**Trace abstraction by field existence.** The first instance of the partitioning abstraction abstracts traces depending on the existence or absence of a field in an object. It is based on the following trace abstraction:

**Definition 5.2** (Abstract Trace Partitioning based on Field Existence). The trace abstraction \( \mathbb{T}_{fe}^\sharp \) is defined by the following abstract elements and abstraction relations:

- a quadruple \( (l, x, y, p) \), where \( l \in \mathbb{L} \), \( x \) is a variable, \( y \) is a variable (pointing to an object) and \( p \in \{ \in, \notin \} \), denotes all the traces that go through the control state \( l \) with a memory state such that the membership of the field, the name of which is the value of \( x \), in the object pointed to by \( y \) is characterized by \( p \);
- the element \( \mathbb{T}^\sharp \) abstracts any trace.

The concretization of an abstract trace is defined as follows:

\[
\begin{align*}
\gamma_{\mathbb{T}_{fe}^\sharp} : & \quad \mathbb{T}_{fe}^\sharp \to \mathbb{P}(\mathbb{S}^*) \\
(l, x, y, \in) & \quad \mapsto \mathbb{S}^* \cdot \{ \langle (l, m) \rangle \mid m \in \mathbb{M}, m(x) \in \phi(m(m(y))) \} \cdot \{ \langle (l', m) \rangle \mid l \neq l', m \in \mathbb{M} \}^* \\
(l, x, y, \notin) & \quad \mapsto \mathbb{S}^* \cdot \{ \langle (l, m) \rangle \mid m \in \mathbb{M}, m(x) \notin \phi(m(m(y))) \} \cdot \{ \langle (l', m) \rangle \mid l \neq l', m \in \mathbb{M} \}^* \\
\mathbb{T}^\sharp & \quad \mapsto \mathbb{S}^* 
\end{align*}
\]

where \( \phi(o) \mapsto \{ k \mid k \in \mathbb{V}_{str}, v \in o(k) \} \) collects a set of field names in a given object \( o \), and \( o(\cdot) : \mathbb{V}_{str} \to \mathbb{V}_{val} \) returns the value of a given field name of object \( o \).

**Example 5.1.** As an example, we consider the following JavaScript code fragment:

```javascript
1  let t = o1[x];
```

where the variable \( o1 \) designates an object that has a single field \( a \), the value of variable \( x \) is unknown, and \( l \) is a control state after the first statement. The abstract traces \( (l, x, o1, \in) \) and \( (l, x, o1, \notin) \) describe all the traces that can be observed at the end of the code fragment. The abstract trace \( (l, x, o1, \in) \) denotes the set of traces such that the value of variable \( x \) designates a field in \( o1 \) at the control state \( l \), whereas the abstract trace \( (l, x, o1, \notin) \) describes the set of traces such that the object \( o1 \) does not have a field designated by the value of variable \( x \) at the control state \( l \).

**Trace abstraction by variable value.** The second instance of the partitioning abstraction discriminates traces based on the value of a given variable at a specific control point. To describe information about a specific variable, this partitioning abstraction is parameterized by a value abstraction defined by a domain \( \mathbb{V}^\sharp \) and a concretization function \( \gamma_{\mathbb{V}} : \mathbb{V}^\sharp \to \mathbb{P}(\mathbb{V}_{val}) \):

**Definition 5.3** (Abstract Trace Partitioning based on Variable Value). The trace abstraction \( \mathbb{T}_{vv}^\sharp \) is defined by the following abstract elements and abstraction relations:

- a triple \( (l, x, \upsilon^\sharp) \), where \( l \in \mathbb{L} \), \( x \) is a program variable, and \( \upsilon^\sharp \) is an abstract value \( \upsilon^\sharp \in \mathbb{V}^\sharp \), describes the traces that visit \( l \) with a memory state such that the value of \( x \) can be described by \( \upsilon^\sharp \);
- the element \( \mathbb{T}^\sharp \) abstracts any trace.

Then, the concretization of an abstract trace is defined as follows:

\[
\begin{align*}
\gamma_{\mathbb{T}_{vv}^\sharp} : & \quad \mathbb{T}_{vv}^\sharp \to \mathbb{P}(\mathbb{S}^*) \\
(l, x, \upsilon^\sharp) & \quad \mapsto \mathbb{S}^* \cdot \{ \langle (l, m) \rangle \mid m \in \mathbb{M}, m(x) \in \gamma_{\mathbb{V}}(\upsilon^\sharp) \} \cdot \{ \langle (l', m) \rangle \mid l \neq l', m \in \mathbb{M} \}^* \\
\mathbb{T}^\sharp & \quad \mapsto \mathbb{S}^*
\end{align*}
\]
Example 5.2. As an example, we consider the same JavaScript code fragment as in Example 5.1:

```
1  t = o1[x];
```

We recall that variable `o1` designates an object that has a single field `a`, that the value of variable `x` is assumed to be unknown, and that `l` stands for a control state after the first statement. The abstract element \((l, x, T^f)\) denotes the set of traces such that the value of variable `x` is unknown at the given control state `l`. This corresponds to all the traces that reach the end of this code fragment.

**Combination of trace abstractions.** Trace abstractions can be combined into a reduced product abstraction, so as to tie abstract store properties to conjunctions of abstract trace properties. This leads to the formal definition of the two-stage partitioning abstraction discussed in Section 3:

**Definition 5.4 (Combination of Abstract Traces).** An abstract trace characterized by a combination of two abstract traces is a reduced product \([13]\) of their trace abstractions.

Thus, the combination of two abstract traces is defined by:

\[
T^f \overset{\text{def}}{=} T^f_{fe} \times T^f_{vv}.
\]

Moreover, its concretization is defined as follows:

\[
\gamma_{T^f}((l, x, y, p), (l, x, v^d)) \overset{\text{def}}{=} \{ \sigma \mid \sigma \in \gamma_{T^f_{fe}}(l, x, y, p), \sigma \in \gamma_{T^f_{vv}}(l, x, v^d) \}
\]

where \(\sigma \in S^*\) is a trace.

Our analysis uses \(T^d \overset{\text{def}}{=} T^d_{fe} \times T^d_{vv}\), which means that it ties store abstractions to characterizations of traces based both on field existence and variable values.

Example 5.3. We consider the same JavaScript code fragment as in Example 5.1 and in Example 5.2:

```
1  t = o1[x];
```

The product partitioning abstraction divides the execution traces that can be observed at the end of this code fragment into two sets of traces depending on the result of the statement at line 1. Indeed, there are two possible results on the statement: either variable `x` designates the field `a` in object `o1` or it does not. Abstract traces \(((l, x, o1, e), (l, x, a))\) and \(((l, x, o1, \not e), (l, x, T^f))\) respectively describe these two sets of traces. The abstract trace \(((l, x, o1, e), (l, x, a))\) denotes the set of traces such that the lookup expression in the first statement returns the value of field `a` in object `o1` because two components of the abstract trace describe that

- \((l, x, o1, e)\): object `o1` has a field designated by the value of variable `x`, and
- \((l, x, a)\): the value of variable `x` is `a`.

The other abstract trace \(((l, x, o1, \not e), (l, x, T^f))\) denotes the set of traces such that the lookup expression fails to lookup a field in object `o1` and returns the `undefined` value because two components describe that

- \((l, x, o1, \not e)\): object `o1` does not have a field designated by the value of variable `x`, and
- \((l, x, T^f)\): the value of variable `x` is unknown.

Example 5.4. We recall the example that we have shown in Section 3:

```
1  var i = arr.length;
2  while ( i-- ) {
3     v = arr[i];
4    o1[v] = o2[v];
5  }
```
The concretization of $\gamma_{ij}$ at a given control state $i$ is defined in Figure 9. Figure 9. Concretization of abstract objects

We assume that the values initially stored in the array $\text{arr}$ are unknown, and let $l_i$ be the control states after the $i$-th statement. By applying our trace partitioning abstraction only to the lookup expression at line 4, we observe three trace abstract properties after this statement, as shown at point $\odot$ in Figure 7. The abstract properties correspond to the partitions which are defined by $\{(l_2, v, o_1, \varepsilon), (l_2, v, x^2)\}$, $\{(l_2, v, o_1, \emptyset), (l_2, v, y^2)\}$, and $\{(l_2, v, o_1, \emptyset), (l_2, v, T^2)\}$.

- $\{(l_2, v, o_1, \varepsilon), (l_2, v, x^2)\}$ denotes the set of traces such that an object $o_1$ has a field designated by the value of variable $v$ and the value of variable $v$ is described by abstract value $x^2$ at a given control state $l_2$.

- $\{(l_2, v, o_1, \emptyset), (l_2, v, y^2)\}$ denotes the set of traces such that an object $o_1$ does not have a field designated by the value of variable $v$ and the value of variable $v$ was unknown at a given control state $l_2$.

5.2. Object Abstraction

The object abstraction forms the second layer of our composite abstraction, and describes the fields of JavaScript objects and their contents. A JavaScript object consists of a (non-fixed) set of mutable fields. The main operations on an object are field lookup, field update, and field deletion. A concrete object is a map $o \in O = V_{\text{str}} \rightarrow_{\text{fin}} V_{\text{val}}$.

To accurately handle absent fields, our object abstraction tracks cases where a field is definitely absent. Similarly, to handle lookup of definitely existing fields precisely, the object abstraction annotates such fields with the predicate “$\gamma$”. Fields that may or may not exist are annotated with the predicate “$\gamma$”. The lookup of such a field may return a value or the undefined value. Following the conventions set in the beginning of the section, we use an abstraction for values that is defined by the domain $\forall^t$ and the concretization function $\gamma_{str} : \forall^t \rightarrow P(\forall_{val})$. Moreover, we rely on an abstraction for string values that is defined by the finite height domain $\forall^t_{str}$ and the concretization function $\gamma_{str} : \forall^t_{str} \rightarrow P(\forall_{str})$.

**Definition 5.5 (Abstract Object).** An abstract object $o^\sharp \in O^\sharp$ is a logical formula described by the following grammar:

$$
\begin{align*}
o^\sharp &::= \ell \mid \lnot o^\sharp \\
p &::= \epsilon \mid (k^\sharp \rightarrow E, v^\sharp) \\
l &::= p \mid l \land l \mid l \lor l \\
k^\sharp &\in \forall^t_{str} \\
v^\sharp &\in \forall^t_{str}
\end{align*}
$$

The concretization of $\gamma_{ij}(o^\sharp)$ of an abstract object $o^\sharp$ is defined in Figure 9.

An abstract field $p$ is either $\epsilon$, which represents an object with unknown fields, or $(k^\sharp \rightarrow E, v^\sharp)$, which represents any object such that the membership of fields the names of which are represented...
by \( k^x \) is described by \( E \) and the values of the corresponding fields (if any) by \( v^x \). Note that \( E \) may be \(!\) (must exist) or \( ?\) (may exist). A logical formula \( l \) describes a set of objects, either as an abstract field \( p \), or as a union or intersection of sets of objects. A conjunction of abstract fields represents a set of concrete JavaScript objects. A disjunction \( l_0 \lor l_1 \) represents two abstract objects \( l_0 \) and \( l_1 \) as for object \( o2 \) in the abstract state at point \( 1 \) in Figure 7. Because the objects represented by an abstract field \( p \) may have an unbounded number of fields, the concretization of abstract objects \( \gamma_{O^x} \) bounds the set of fields with \( \text{Dom}(o) \subseteq \text{Dom}_{x^o}^{|l|} \). The auxiliary function \( \text{Dom}_{x^o}^{|l|}(l) \) represents a set of fields that are defined in a given logical formula \( l \), which expresses that a field is definitely absent if the field is not defined in \( l \). For example, the concretization of an abstract field \( \gamma_p((x^2 \mapsto !, v^x)) \) represents a set of objects, where the values of the fields designated by the abstract string \( x^2 \) are represented by the abstract value \( v^x \) and the other fields are unknown, whereas the abstract object concretization \( \gamma_{O^y}((x^2 \mapsto !, v^x)) \) represents the set of objects such that the names of all fields are described by \( x^2 \), that is any field, the name of which is not described by \( x^2 \), is absent from the object. The conjunction and disjunction have the usual meaning.

**Example 5.5.** We consider the following JavaScript code fragment:

```javascript
1 if (c) {
2   o[ab] = "x";
3 } else {
4   o[bc] = "y";
5 }
```

where the value of variable \( c \) is unknown, and the value of variables \( ab \) and \( bc \) are a string \( a \) or \( b \), and a string \( b \) or \( c \), respectively. The following abstract object \( o^d \) describes all the objects that can be observed at the end of this code fragment:

\[
(ab^d \mapsto ?, v_1^x) \lor (bc^d \mapsto ?, v_2^x)
\]

where \( ab^d \) denotes a set of concrete strings \( \{a, b\} \), \( bc^d \) denotes a set of concrete strings \( \{b, c\} \), \( v_1^x \) denotes a concrete string value "x", and \( v_2^x \) denotes a concrete string value "y". When we consider a concrete object \( o \in \gamma_{O^y}(o^d) \), the following three properties hold:

- \( \text{lookup}(o, a) \in \{x, \odot^x\} \)
- \( \text{lookup}(o, b) \in \{x, y, \odot^x\} \)
- \( \text{lookup}(o, c) \in \{y, \odot^x\} \)

where an auxiliary function \( \text{lookup} : O \times \text{V}_{str} \to \text{V}_{val} \) that returns a field value designated by a given string in a given object or the \text{undefined} value when there is no such a field in the object. Since all the abstract fields are annotated with \( ? \), the lookup function may return \( \odot^x \). Because two abstract fields are connected by disjunction, the concrete object may have values \( x \) or \( y \) in the field \( b \).

**Example 5.6.** The object box notation used in Figure 7 is interpreted as follows:

```
\[
\begin{array}{ccc}
  x^2 & v_1^x & ? \\
  y^2 & v_2^x & ? \\
\end{array}
\]
```

\[\Rightarrow ((x^2 \mapsto ?, v_1^x) \land (y^2 \mapsto ?, v_2^x)) \lor (T^d \mapsto ?, \odot^x).\]

### 5.3. String Abstraction

The third layer of the composite abstraction is the string abstraction based on creation sites of string values. Since the set of field names of a JavaScript object is not fixed, it is critical to precisely disambiguate the fields of objects.

We observed that because every field name at run-time is either a string constant or a composition of constants, we can use a simple abstraction to classify strings characterized by their creation sites. Thus, a classified string is either a constant or a set of constants constructed by string operations such as concatenation and replace. The creation-site based string abstraction is parameterized by a basic string abstraction so that a given basic string abstraction is used to abstract the classified strings. While most string abstractions may merge two different string values by a join operation, our
creation-site string abstraction does not merge two different values when they are distinguished by their creation sites. The basic idea of our creation-site string abstraction is similar to the allocation-site abstraction [14, 15], which is commonly used to abstract a set of memory locations in pointer analyses. To represent creation sites of string values, we assume that each instruction in a given program has a unique label $\iota \in \mathbb{L}$. The concrete creation sites $\mathbb{I}$ are tree structure defined as follows:

$$i \in \mathbb{I} ::= \text{L}(\iota) \mid \text{S}(\iota, i) \mid \text{N}(\iota, i_1, i_2)$$

A creation site of a constant string is a leaf node $\text{L}(\iota)$ with its unique label $\iota$ as its value. A creation site of a string constructed by a composition operation is a node with one child $\text{S}(\iota, i)$ or with two children $\text{N}(\iota, i_1, i_2)$ denoting a unary or a binary operation, respectively. In both cases, the labels indicate the location at which the operation is performed and the children describe the string operands.

Then, we extend the concrete domain using the creation-site information as follows:

$$\mathbb{V}_e = \mathbb{V}_{\text{val}} \times \mathbb{I} \quad \mathbb{E}_e = X \rightarrow_{\text{fin}} \mathbb{V}_{\text{val}} \times \mathbb{I} \quad \mathbb{Q}_e = \mathbb{V}_{\text{str}} \rightarrow_{\text{fin}} \mathbb{I} \times \mathbb{V}_e$$

Every value is augmented with its creation site. Since a for-in loop iterates over a set of fields in an object with their names as index values, we also keep a creation-site information for each field name. Thus, the field value is defined by a product of $\mathbb{I}$ and $\mathbb{V}_e$. Because all the creation sites are kept with values, we do not need to change the semantics of the field lookup and update operations.

Now, we define a creation-site abstraction, which abstracts a set of concrete creation sites characterized by a unique label to an abstract creation site:

**Definition 5.6 (Creation-Site Abstraction).** An abstract creation site is a unique label $\iota \in \mathbb{L}$.

$$\mathbb{I}^\sharp = \mathbb{L} \cup \{\top^\sharp, \bot^\sharp\}$$

The concretization of the creation-site abstraction $\gamma_{\mathbb{I}}$ is defined as follows:

$$\begin{align*}
\gamma_{\mathbb{I}} & : \mathbb{I}^\sharp \rightarrow \wp(\mathbb{I}) \\
\iota & \mapsto \{\text{L}(\iota)\} \cup \{\text{S}(\iota, i) \mid i \in \mathbb{I}\} \cup \{\text{N}(\iota, i_1, i_2) \mid i_1, i_2 \in \mathbb{I}\}
\end{align*}$$

The creation-site abstraction ignores the kinds of the concrete creation sites and it abstracts a set of creation sites characterized by its unique label $\iota$ to an abstract creation site.

**Definition 5.7 (Creation-Site Based String Abstraction).** For a given creation-site abstraction $\mathbb{I}^\sharp$ and $\gamma_{\mathbb{I}}$, and a string abstraction $\mathbb{V}_{\text{str}}^\sharp$ and $\gamma_{\text{str}}$, the creation-site based string abstraction is:

$$\mathbb{V}_{\text{sa}}^\sharp = \mathbb{I}^\sharp \rightarrow_{\text{fin}} \mathbb{V}_{\text{str}}^\sharp$$

The corresponding concretization is defined as follows:

$$\begin{align*}
\gamma_{\text{sa}} & : \mathbb{V}_{\text{sa}}^\sharp \rightarrow \wp(\mathbb{V}_{\text{sa}}) \\
\nu_{\text{sa}} & \mapsto \{(i, v) \mid i \in \mathbb{I}^\sharp, v \in \gamma_{\mathbb{I}}(\nu_{\text{sa}}(i^\sharp), v \in \gamma_{\text{str}}(\nu_{\text{str}}(i^\sharp))\}
\end{align*}$$

**Example 5.7.** As an example, we use a reduced product of a constant string abstraction and a prefix string abstraction as a basic string abstraction $\mathbb{V}_{\text{str}}^\sharp = \mathbb{V}_{\text{const}}^\sharp \times \mathbb{V}_{\text{prefix}}^\sharp$ and consider the following simple JavaScript code fragment with a loop:

```javascript
1 var i = 10;
2 var v = "x" + i;
3 while ( --i ) {
4     v = "y" + v;
5 }
```

When we assume a flow-sensitive analysis of the above code with our creation-site based string abstraction $\mathbb{V}_{\text{sa}}^\sharp$, we can consider the following abstract environment for variable $v$ as a result of the analysis at the end of the loop:

$$v \mapsto \{i_1 \mapsto \langle x, x\star \rangle, i_2 \mapsto \langle \top_{\text{const}}, y\star \rangle\}$$
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The abstract value of variable \( v \) is represented by a set of basic abstract string values \( \langle x, xL^* \rangle \) and \( \langle \top \text{ const}, "yL"^* \rangle \), each of which respectively denotes a single constant string “\( x \)” and a set of strings starting with “\( y \)”. Since each basic abstract string value came from distinct creation sites \( t_1 \) and \( t_2 \), the values are kept as distinct elements instead of being merged as a single abstract value.

In the rest of the paper, \( \mathcal{V}^2_{\text{str}} \) denotes the creation-site based string abstraction rather than \( \mathcal{V}^2_{sa} \).

### 6. ABSTRACT SEMANTICS AND ANALYSIS

We now study the algorithms that infer invariants such as those shown in Figure 7. These rely on the trace partitioning abstraction defined in Section 5.1, on the object abstraction defined in Section 5.2, and on the string abstraction presented in Section 5.3. We first describe the algorithms on the object abstraction that may create partitions and join abstract states while avoiding significant precision losses in Section 6.1. Then, we present the algorithms on the partitioning abstraction that introduce partitions and their joins to achieve a precise analysis of the FCT patterns in Section 6.2.

#### 6.1. Analysis Algorithms Operating on the Object Abstraction

For the simplicity of the algorithms, we maintain the invariant that each abstract object should have in “disjunctive normal form”. Thus, each logical formula is a disjunction of “conjunctive abstract objects” that consist of a conjunction of abstract fields or the empty abstract field \( \epsilon \). We let \( c^2 \) denote a conjunctive abstract object. Moreover, when \( o^2 \) is a disjunctive abstract object, we write \( c^2 \in o^2 \) to denote a conjunctive abstract object \( c^2 \) that is a sub-term of \( o^2 \).

**Basic object lookup and update operations.** We first define abstract counterparts of basic object operations: to lookup a field, to update a field, and to check whether an object contains a field. In this paragraph, we describe functions that do not modify partitions shown in Figure 10, and we describe abstract operations that modify the structure of partitions in the next paragraph.

The abstract lookup operation \( \text{lookup}^2 \) combines the results of two operations \( \text{lookup}^2_{o} \) and \( \text{lookup}^2_{p} \), which abstract the configurations where the field is present and absent, respectively. Each of these two

\[
\text{lookup}^2 : \mathcal{O}^2 \times \mathcal{V}^2_{\text{str}} \rightarrow \mathcal{V}^2 \\
\text{lookup}^2_{o}(o^2, k^2) = \text{lookup}^2_{o}(o^2_1, k^2) \sqcup \text{lookup}^2_{o}(o^2_2, k^2) \\
\text{lookup}^2_{p}(o^2_1 \lor o^2_2, k^2) = \text{lookup}^2_{p}(o^2_1, k^2) \sqcup \text{lookup}^2_{p}(o^2_2, k^2) \\
\text{lookup}^2_{r}(c^2, k^2) = \bigcap \{v^2_n | (k^2_n \rightarrow \imath, v^2_n) \in c^2, k^2 \sqsubseteq k^2_n \} \quad \text{if } \exists (k^2_n \rightarrow \imath, \lambda) \in c^2, k^2 \sqsubseteq k^2_n \\
\text{lookup}^2_{p}(c^2, k^2) = \bigcup \{v^2_n | (k^2_n \rightarrow \imath, v^2_n) \in c^2, k^2 \sqsubseteq k^2_n \} \quad \text{otherwise} \\
\text{lookup}^2_{o}(c^2, k^2) = \bigcup \{v^2_n | (k^2_n \rightarrow \imath, v^2_n) \in c^2, k^2 \sqsubseteq k^2_n \} \quad \text{otherwise} \\
\text{lookup}^2_{r}(c^2, k^2) = \bigcap \{v^2_n | (k^2_n \rightarrow \imath, v^2_n) \in c^2, k^2 \sqsubseteq k^2_n \} \quad \text{otherwise} \\
\text{lookup}^2_{p}(c^2, k^2) = \bigcup \{v^2_n | (k^2_n \rightarrow \imath, v^2_n) \in c^2, k^2 \sqsubseteq k^2_n \} \quad \text{otherwise} \\
\text{lookup}^2_{o}(c^2, k^2) = \bigcup \{v^2_n | (k^2_n \rightarrow \imath, v^2_n) \in c^2, k^2 \sqsubseteq k^2_n \} \quad \text{otherwise}
\]

Figure 10. Functions that manipulate normalized abstract objects
functions proceeds by induction over the structure of abstract objects. The abstract update operation \( \text{update}^a \) relies on a strong update function \( \text{update}^a(c^a, k^a, v^a) \), which performs the following two steps:

1. for all \( \langle k^a_n \rightarrow \neg v^a_i \rangle \in c^a \), if \( k^a \subseteq k^a \), \( c^a[k^a \mapsto (1, v^a)] \); if \( k^a \supseteq k^a \), \( c^a[k^a \mapsto (?, v^a \cup v^a)] \); otherwise, \( c^a \).
2. \( c^a[k^a \mapsto (1, v^a)] \).

Last, \( \text{contains}^a \) provides an abstract test for the existence of a field described by an abstract string.

### Operations that may create partitions

Figure 11 shows the semantic functions that may create partitions when analyzing general loops and for-in loops:

- \( \text{lookup}^a \) creates a partition that corresponds to the case where a field is present. The call \( \text{lookup}^a(o^a, k^a) \) returns a set of pairs made of a field name and a value in \( o^a \), where each pair is designated by \( k^a \).
- \( \text{alookup}^a \) creates a partition corresponding to the case where a field is absent. The call \( \text{alookup}^a(o^a, k^a) \) returns the singleton pair of a field name and the undefined value when there is an absent field designated by \( k^a \) in \( o^a \). Otherwise, it returns the empty set.
- \( \text{fields}^a \) returns a set of the fields of an object. The call \( \text{fields}^a(o^a) \) returns a set of field names of \( o^a \) that are to be iterated by for-in loops.

The functions \( \text{lookup}^a \) and \( \text{alookup}^a \) generate partitions for general loops at a field lookup instruction. The function \( \text{fields}^a \) plays the same role for for-in loops.

The following lemmas prove the soundness of the functions \( \text{lookup}^a \), \( \text{alookup}^a \), and \( \text{fields}^a \).

**Lemma 6.1** (Soundness of the lookup functions). Given an abstract object \( o^a \) and an abstract string value \( k^a \), the union of two lookup functions computes an over-approximation of the concrete counter part \( \text{lookup} : \bigcup_{o \in \gamma_{o^a}(o^a), k \in \gamma_{\text{str}}(k^a), v \in \text{val}, v \in \text{lookup}(o,k) \Rightarrow \exists (k^a_n, v^a_n) \in V, k \in \gamma_{\text{str}}(k^a_n) \wedge v \in \gamma_{\text{val}}(v^a_n) \}

where \( V = \text{lookup}^a(o^a, k^a) \cup \text{alookup}^a(o^a, k^a) \).

**Lemma 6.2** (Soundness of the field collection function). Given an abstract object \( o^a \), the function \( \text{fields}^a \) computes an over-approximation of the concrete counter part \( \text{fields} \) :

\[ \forall o \in \gamma_{o^a}(o^a), \exists k^a \in \text{fields}^a(o^a), \text{fields}(o) \in \gamma_{\text{str}}(k^a) \]
Join algorithm. We now discuss the abstract join algorithm that over-approximates the concrete union of the concretizations of two abstract objects. Such an over-approximation is not unique, and there exists generally no best solution, thus this algorithm aims at avoiding significant precision losses. For instance, in Figure 7, the analysis computes \( o_2 \) at point \( \circ \) by joining the three objects \( o_2 \) of \( \circ \).

The join algorithm takes two abstract objects in “disjunctive normal form” and computes an over-approximation of all the concrete objects they represent. Given two such abstract objects \( o_0 \) and \( o_1 \), the join algorithm first searches for a matching between the conjunctive components of \( o_0 \) and of \( o_1 \), that can be merged without a significant precision loss. Such pairs of components are characterized by a join condition that we discuss below. When two conjunctive abstract objects \( c_0 \) and \( c_1 \) satisfy this condition and can be joined, they are replaced with a new conjunctive abstract object, where each abstract field approximates abstract fields of \( c_0 \) and of \( c_1 \) as follows:

\[
c_0^1 \sqcup c_1^1 = \{ k^2 : (E_1 \sqcup E_2, v_1 \sqcup v_2) \mid k^2 \in \text{fields}^2(c_0^1) \cup \text{fields}^2(c_1^1), \quad v_1^1 = \text{lookup}^1(c_0^1, k^2), \quad v_2^1 = \text{lookup}^1(c_1^1, k^2), \quad (E_1, \_ ) = c_0^1(k^2), \quad (E_2, \_ ) = c_1^1(k^2) \}
\]

where the \( \text{fields}^d \) function collects all the fields in a given object, and the join of two predicates \( E_1 \sqcup E_2 \) is \( \top \) when both \( E_1 \) and \( E_2 \) are \( \top \), and \( \bot \) for all the other cases. When \( c_0^1 \) and \( c_1^1 \) do not satisfy the condition, the join algorithm returns a disjunction.

The join algorithm decides whether to merge two abstract object fragments using the join condition. Let us consider the join of a pair of abstract fields. When the name of either of these fields subsumes the name of the other that is different from itself, their names and values can be merged conservatively but the resulting abstract field may fail to capture an optimal field correspondence relation. For example, the result of joining two abstract fields \( (x^1, \_ ) \) and \( (\top^2, ?, v_2^1) \) is \( (\top^2, ?, v_2^1) \) because the name \( \top^2 \) subsumes the name of the other field \( x^1 \). Thus, we avoid joining abstract objects containing such pairs of abstract fields as characterized by the definition below:

**Definition 6.1** (Join Condition). Two sets of abstract fields \( P_1^2 \) and \( P_2^2 \) are correlated if and only if \( \forall k^2 \in N(P_1^2), \forall k^2 \in N(P_2^2), \gamma_{\text{str}}(k_1^2) \cap \gamma_{\text{str}}(k_2^2) \neq \emptyset \) where \( N(P^2) \) (resp., \( V(P^2) \)) denotes the names (resp., values) of the fields in \( P^2 \).

Two abstract objects \( c_0^1 \) and \( c_1^1 \) satisfy the join condition if and only if, for all the correlated abstract fields \( P_1^2 \) and \( P_2^2 \) in \( c_1^1 \) and \( c_2^1 \), either of the following three conditions holds:

- \( N_1^1 = N_2^1 \)
- \( N_1^1 \subseteq N_2^1 \land V_1^2 \subseteq V_2^2 \), or, symmetrically \( N_2^1 \subseteq N_1^1 \land V_2^1 \subseteq V_1^1 \)
- \( N_1^1 \cap N_2^1 \neq \emptyset \land V_1^1 = V_2^1 \)

where \( N_1^1 = \{ \gamma_{\text{str}}(k^2) \mid k^2 \in N(P_1^2) \} \), \( N_2^1 = \{ \gamma_{\text{str}}(k^2) \mid k^2 \in N(P_2^2) \} \), \( V_1^2 = \bigcup V(P_1^2) \), and \( V_2^2 = \bigcup V(P_2^2) \).

We write \( o_0^1 \simeq o_2^1 \) to denote the fact that the abstract objects \( o_0^1 \) and \( o_2^1 \) satisfy the join condition. For example, \( o_2 \) at the third disjunct at \( \circ \) does not satisfy the join condition with \( o_2 \) in either of the other two disjuncts at that point. On the other hand, the abstract objects corresponding to \( o_2 \) in the first two disjuncts at \( \circ \) satisfy this condition, and will be joined together.

Figure 12 shows the algorithm of the join operator \( \text{join}^d \) defined by the join algorithm and the join condition.

**Theorem 6.1** (Soundness of the join algorithm). Given two abstract objects \( o_0^1 \) and \( o_1^1 \), the abstract join computes an over-approximation of the union of the two abstract objects:

\[
\forall i \in \{0, 1\}, \forall o \in \mathcal{O}, o \in \gamma_{\text{str}}(o_i^1) \Rightarrow o \in \gamma_{\text{str}}(\text{join}^d(o_0^1, o_1^1)).
\]

Widening algorithm. In addition to over-approximation of concrete unions like \( \text{join}^d \), widening also ensures termination of abstract iterates. It relies on an algorithm that is similar to that of \( \text{join}^d \) except that it applies a widening \( \triangledown : \forall^d \times \forall^d \rightarrow \forall^d \) operation when a pair of abstract fields should...
get merged as they satisfy the join condition (Definition 6.1). Therefore, the widening of $c_0^f$ and $c_1^f$ is defined as follows:

$$c_0^f \sqcup c_1^f = \{k^2 \mapsto (E_1 \cup E_2, v_1 \sqcup v_2) \mid k^2 \in \text{fields}^f(c_0^f) \cup \text{fields}^f(c_1^f),
\quad v_1^f = \text{lookup}^f(c_0^f, k^2),
\quad v_2^f = \text{lookup}^f(c_1^f, k^2),
\quad (E_1, -) = c_0^f(k^2),
\quad (E_2, -) = c_1^f(k^2) \}$$

where the \text{fields}^f function collects all the fields in a given object, and the join of two predicates $E_1 \cup E_2$ is \emph{!} when both $E_1$ and $E_2$ are \emph{!}, and \emph{?} for all the other cases.

The widening algorithm ensures the termination of abstract iterates when the height of the baseline string abstraction is finite because the second join condition ($N_1^f \subseteq N_2^f$ or $N_2^f \subseteq N_1^f$) is satisfied for at most finitely many iterations.

\textbf{Theorem 6.2} (Widening algorithm termination). The widening algorithm computes an over-approximation of its arguments and ensures the termination of abstract iterates.

\subsection*{6.2. Analysis Algorithms Operating on the Partitioning Abstraction}

We now present the static analysis algorithms that create partitions dynamically, as we have shown in Section 3. The functions that we define below rely on the operations on abstract objects presented in Section 6.1.

Our analysis is based on a standard flow-sensitive abstract interpretation approach, which utilizes the partitioning abstraction $\mathbb{D}^f = \mathbb{T}^f \rightarrow \mathbb{M}^f$ defined in Section 5.1. In this setup, we let the abstract semantics of an instruction $i$ be a function $[i]^f : (\mathbb{T}^f \times \mathbb{M}^f) \rightarrow \mathbb{P}(\mathbb{T}^f \times \mathbb{M}^f)$ that takes an abstract pre-condition as an input and returns a conservative abstract post-condition. Since new partitions may be created at any point during the analysis, this abstract semantic function returns a set of abstract memories paired with their corresponding abstract trace elements.

In the following, we discuss the analysis of loops that contain plural FCT patterns. Note that the analysis algorithm for general loops that contain plural FCT patterns is also applicable to loop-free code fragments that contain plural FCT patterns.

\textbf{Identifying key variables by a syntactic pre-analysis.} A precise analysis of loops requires an accurate knowledge of key variables. In order to identify key variables of FCT patterns, we use a syntactic pre-analysis, which identifies variables that are used as index variables in field lookup and update instructions in the loop body. When the pre-analysis identifies $x$ as a key variable of an FCT pattern, it adds the \text{merge}($x$) instruction at the end of the loop. For example, the pre-analysis result of the \texttt{while} loop in Figure 6(a) is shown in Figure 14(a). Because $v$ appears in both a field lookup and a field update in the loop body, it is identified as a key variable. On the contrary, because $i$ is used only for a field lookup, it is not a key variable.
Figure 13. Example cases for (a) the field lookup instruction with the key variable \( v \), (b) the iterNext instruction, and (c) the merge instruction by the key variable \( v \) with the first post-state of both (a) and (b):

\[
\begin{align*}
& \text{pre-condition} \quad \begin{array}{c}
T^x, T^y \\
\odot & q^x \quad v^x \quad \uparrow \\
\odot & w^2 \quad v^2 \quad \uparrow \\
\odot & q^2 \quad v^2 \quad \uparrow \\
\odot & \vdots \quad \vdots \quad \vdots
\end{array} \\
\text{post-condition} \quad \begin{array}{c}
\{q^v, c\} \rightarrow o_1 \rightarrow \cdots \\
\{w^v, c\} \rightarrow v^v \rightarrow v^v \rightarrow v^v \rightarrow v^v \rightarrow o^v
\end{array}
\end{align*}
\]

\[
\begin{align*}
& \text{pre-condition} \quad \begin{array}{c}
T^x, T^y \\
\odot & q^x \quad v^x \quad \uparrow \\
\odot & w^2 \quad v^2 \quad \uparrow \\
\odot & q^2 \quad v^2 \quad \uparrow \\
\odot & \vdots \quad \vdots \quad \vdots
\end{array} \\
\text{post-condition} \quad \begin{array}{c}
\{q^v, c\} \rightarrow o_1 \rightarrow \cdots \\
\{w^v, c\} \rightarrow v^v \rightarrow x^v \rightarrow o^v
\end{array}
\end{align*}
\]

\[
\begin{align*}
& \text{pre-condition} \quad \begin{array}{c}
q_2 \rightarrow \odot \quad a^2 \quad \uparrow \\
\odot & q^2 \quad v^2 \quad \uparrow \\
\odot & w^2 \quad v^2 \quad \uparrow \\
\odot & \vdots \quad \vdots \quad \vdots
\end{array} \\
\text{post-condition} \quad \begin{array}{c}
x_2 \rightarrow \odot \quad a^2 \quad \uparrow \\
\odot & q^2 \quad v^2 \quad \uparrow \\
\odot & w^2 \quad v^2 \quad \uparrow \\
\odot & \vdots \quad \vdots \quad \vdots
\end{array}
\end{align*}
\]

Figure 14. Desugared versions of while and for-in loops shown in Figure 6

**Analysis of general loops.** Using the pre-analysis result, the analysis creates partitions when it encounters a field lookup indexed by a key variable.

It essentially creates one partition per possible (defined or undefined) abstract value produced as the result of the lookup operation. For example, Figure 13(a) shows such cases when the field lookup may return either the field \( \{(q^2, v^2)\} \) or the field \( \{(w^2, v^2_2)\} \), or the undefined value \( \{\odot^2\} \) (if the field is absent in the object). The variable \( x_1 \) is temporarily created to hold the result of the lookup. Each generated partition corresponds to a field correspondence relation. The partitions are merged at the end of the loop body by the merge instruction as shown in Figure 13(c). The abstract semantics of the field lookup instruction \( x_1 = x_2[x_3] \) is as follows:

\[
[x_1 = x_2[x_3]]^p_{\text{for-in}}(t^x, m^x) =
\{(l, x_3, x_2, c), (l, x_3, k^x), m_0^x) | \exists a^x \in m^x(x_2), \exists (k^x, v^x) \in \text{lookup}^x(m^x(a^x), m^x(x_3)) \}
\]

\[
\cup \{(l, x_3, x_2, \emptyset), (l, x_3, k^x), m_0^x) | \exists a^x \in m^x(x_2), \exists (k^x, v^x) \in \text{lookup}^x(m^x(a^x), m^x(x_3)) \}
\]

where \( l \) denotes the syntactic program point of the instruction.

**Analysis of for-in loops.** The desugared version of the for-in loop in Figure 6(b) is shown in Figure 14(b). The semantics of the for-in statement is as follows: it iterates over the fields of a given object \( o_1 \), and lets the index variable \( v \) range over their names. To mimic this behavior, the instruction \( \nu = \text{iterInit}(o_1) \) generates the list of the field names of object \( o_1 \); then, \( \text{iterHasNext}(\nu) \) checks whether there exists a field that has not been visited yet, and finally, \( \text{iterNext}(\nu, t) \)
returns the next field name to visit. Since the order that a for-in loop visits fields is undefined in the language semantics [12], we simply assume a non-deterministic visiting order. We add merge (v) at the end of each loop to denote the end of the FCT pattern with the key variable v. In order to reason over distinct fields separately, the analysis performs dynamic partitioning during the analysis of the instruction v = iterNext (o1, t), and generates partitions for each possible field name. Because the analysis needs to analyze field names in each partition precisely so that it can analyze the field lookup instruction at line 5 precisely, it collects a set of field names in the given object o1, and generates partitions for each field name in this set. In Figure 13(b), we illustrate such a case. The partitions are merged at the end of the loop body, in the same way as for the while loop case. The abstract semantics of the iterNext and merge instructions are as follows:

\[ \llbracket \text{iterNext} \rrbracket_p ((l, x, x_2), \{t^l, m^l\}) = \llbracket (l, x, x_2) \rrbracket (t^l, m^l) \]

where l denotes the syntactic program point of the instruction.

**Analysis of loops.** We now define the abstract transfer function for loops. The abstract semantics of the while instruction is defined as follows:

\[ \llbracket \text{while} (e) i \rrbracket_p (t^l, m^l) = \text{fix^t}_p (t^l, m^l) \]

where the abstract transfer function for partitioning \( \llbracket \llbracket \llbracket \rrbracket_p \rrbracket_p \rrbracket_p \) is defined by:

\[ \llbracket \llbracket \llbracket \rrbracket_p : (T^l \times M^l) \rightarrow (T^l \times M^l) \]

\[ \langle t^l_a, m^l_a \rangle \rightarrow \langle t^l_0 \rangle \cup \{m^l \mid (t^l, m^l) \in S^l, t^l \subseteq t^l_0 \} \}

where \( S^l \)

\[ \llbracket \llbracket \llbracket \rrbracket_p (t^l_a, m^l_a) \]

and the abstract semantic function for expressions \( \llbracket e \rrbracket_E : M^l \rightarrow V^l \) are shown in Figure 15. This analysis terminates and computes a sound over-approximation for the set of concrete program behaviors as shown in the following theorems.

**Theorem 6.3** (Soundness of transfer functions). The abstract transfer functions are sound as the following property holds for any instruction i:

\[ \forall t^l \in T^l, \forall m^l \in M^l, \forall m \in \gamma_{M^l} (m^l), \exists (\llbracket i \rrbracket_p(t^l, m^l), \gamma [i] (m) \in \gamma_{M^l} (m^l). \]

**Theorem 6.4** (Analysis soundness and termination). Given program i and an abstract initial state \( m^l \), the computation of \( \llbracket i \rrbracket_p (T^l, m^l) \) terminates, and the derived post-condition is sound:

\[ \gamma (T^l, m^l) \subseteq \gamma (\llbracket i \rrbracket_p (T^l, m^l)) \]

where \( \gamma (T^l, m^l) = \gamma_{M^l} (m^l). \)
\( x = e_i \) \( \| t^f, m^\sharp \) = \{(t^f, m^\sharp [x \mapsto [\| e_i ]^f_E (m^\sharp)])\}
\( x = \{\} \| t^f, m^\sharp \) = \{(t^f, m^\sharp [a^\sharp \mapsto \epsilon^\sharp][x \mapsto a^\sharp])\}\}
\( a \in \gamma_{\text{str}}(a^\sharp) \) with a new address \( a \)
\( x_1 = x_2 \) \( [x_3] \) \( | t^f, m^\sharp \) = \{
\((l, x_3, x_2, x_3), (l, x_3, k^\sharp)), m^\sharp_0) | \exists a^\sharp \in m^\sharp(x_2), \exists (k^\sharp, v^\sharp) \in \text{plookup}^\sharp(m^\sharp(a^\sharp), m^\sharp(x_3)),
\}
\( m^\sharp_0 = m^\sharp[x_2 \mapsto \epsilon^\sharp][x_3 \mapsto k^\sharp] \}
\( \cup \{(l, x_3, x_2, x_3), (l, x_3, k^\sharp)), m^\sharp_0) | \exists a^\sharp \in m^\sharp(x_2), \exists (k^\sharp, v^\sharp) \in \text{allookup}^\sharp(m^\sharp(a^\sharp), m^\sharp(x_3)),
\}
\( m^\sharp_0 = m^\sharp[x_2 \mapsto \epsilon^\sharp] \}
\( x_1 [x_2] = x_3 \) \( | t^f, m^\sharp \) = \{
\((t^f, m^\sharp[x_1 \mapsto \text{update}^\sharp(m^\sharp(a^\sharp), m^\sharp(x_2), m^\sharp(x_3)))])\}
\( x_1 = \text{iterInit} (x_2, x_3) \) \( | t^f, m^\sharp \) = \{(t^f, m^\sharp)\}
\( x_1 = \text{iterNext} (x_2, x_3) \) \( | t^f, m^\sharp \) = \{
\((l, x_1, x_2, x_3), (l, x_1, k^\sharp)), m^\sharp_0) | \exists a^\sharp \in m^\sharp(x_2), \exists k^\sharp \in \text{fields}^\sharp(m^\sharp(a^\sharp)), m^\sharp_0 = m^\sharp[x_1 \mapsto k^\sharp] \}
\( x_1 = \text{iterHasNext} (x_2, x_3) \) \( | t^f, m^\sharp \) = \{(t^f, m^\sharp[x_1 \mapsto \top_{\text{str}}])\}
\( \text{merge}(v) \) \( | t^f, m^\sharp \) = \{
\((\top_{\text{str}}, \top_{\text{str}})), m^\sharp\} \}
\( \text{merge}(v) \) \( | t^f, m^\sharp \) = \{(t^f, m^\sharp)\}\}
\( \text{while}(e) \) \( | t^f, m^\sharp \) = \text{fix}^\sharp_{(t^f, m^\sharp)} \lambda(t^f, m^\sharp). (t^f, m^\sharp) \cup \{i_1 \}^\sharp_t(t^f, m^\sharp)
\( i_1 \) \( i_2 \) \( | t^f, m^\sharp \) = \{(t^f, m^\sharp) | (t^f, m^\sharp) \in i_1 \) \( i_2 \) \( | t^f, m^\sharp \) \}
\( k \) \( | t^f, m^\sharp \) = \text{such that } k \in \gamma_{\text{str}}(k^\sharp)
\( x \) \( | t^f, m^\sharp \) = \text{m}\)
\( e_1 + e_2 \) \( | t^f, m^\sharp \) = \text{e}_1 < > E_{\gamma}(m^\sharp) \). \text{e}_2 < > E_{\gamma}(m^\sharp)

where \( \epsilon^\sharp \) denotes an abstract empty object and \( \sharp : (\forall_{\text{str}} \times \forall_{\text{str}}) \rightarrow \forall_{\text{str}} \) is an abstract string concatenation function.

Figure 15. The full abstract transfer functions \( | i | \) and the abstract semantic functions for expressions \( [e] \).

7. OPTIMIZING THE ANALYSIS BY AVOIDING RE-COMPUTATIONS

In this section, we discuss an important implementation technique, that is required to ensure the scalability of a static analysis based on our composite abstraction. As the analysis of an FCT pattern requires the use of partitioning technique, it also naturally induces a duplication of computations. In particular, when the analysis of an FCT pattern needs to resolve the effect of a function call for a partition, this results in the composite abstraction distinguishing more calling contexts, which in turn results in the analysis of the function body being repeated many times. However, when these function calls have the same effective arguments, these re-computations are unnecessary. This phenomenon poses a threat to the scalability of static analyses based on composite abstraction. To avoid this potential analysis cost issue, it is important to mitigate the cost of such re-computations. In the following of this section, we present a technique that effectively eliminates duplicated function body analyses in a context sensitive analysis based on composite abstraction.

A Simple FCT Pattern Inducing Function Re-Analysis. We consider the simple JavaScript program in Figure 16. The code contains an FCT pattern of \( o_1 f(v) = g(o_2 [v]) \) at lines 7–9 where variable \( o_1, o_2, v \) are the corresponding variables in the FCT pattern, \( f(v) \) on the left-hand
var h = "foo", o1 = { }, o2 = { x: 1, y: 2 };

function k() {
  return h;
}

for (var v in o2) {
  t0 = o2[v];
  t1 = k();
  o1[v] = t0 + t1;
}

Figure 16. A simple FCT pattern that contains a function call.

function k() {

(8, x): {h ⇒ "foo", v ⇒ "x", t0 ⇒ 1}
(8, y): {h ⇒ "foo", v ⇒ "y", t0 ⇒ 2}

return h;

(8, x): {rtn ⇒ "foo", h ⇒ "foo", v ⇒ "x", t0 ⇒ 1}
(8, y): {rtn ⇒ "foo", h ⇒ "foo", v ⇒ "y", t0 ⇒ 2}

}

Figure 17. Input/output states for function k caused by two partitions "x" and "y" with its calling context 8.

side corresponds to the identity function, and g(o2[v]) on the right-hand side corresponds to the concatenation of two values produced by the lookup operation at line 7 and the function call at line 8.

The analysis based on composite abstraction partitions the analysis of the loop body, so as to reason separately over distinct occurrences of field lookup operations in the FCT pattern. Failure to distinguish the field lookup operations would cause the loss of field correspondence relations. The analysis based on composite abstraction performs dynamic partitioning during the analysis of the FCT pattern at lines 7–9, hereby distinguishing calling contexts. We let the line numbers that correspond to call-sites designate the calling contexts. The analysis generates two partitions named x and y for the lookup operation at line 7. In each partition, the values of variables v and t0 are "x" and 1, and "y" and 2, respectively. Since the analysis merges the partitions only at the end of the loop body, the function call at line 8 is computed twice, namely once for each partition.

We describe input/output analysis states for function k in Figure 17. Each input or output state is labeled by a pair that consists of the call site line number, and the partition name. For example, there are two input states distinguished by a pair of the calling context 8 and partitions x and y as in (8, x) and (8, y). The call site name 8 designates all the executions that reach the function from a call at line 8. In each partition, the value of variable h is "foo" and the values of variable v are "x" and "y", respectively.

Analyzing the body of function k once per partition is unnecessary here, since both calls produce the same information. Indeed, the body of the function only looks up the value of variable h, and returns this value (we note rtn the return value in the output state). Therefore analyzing the body of this function twice will produce twice the very same results. In larger codes, a similar effect would likely cause even larger numbers of useless function body re-analyses, and be detrimental to the overall analysis scalability as the number of times the body of the function is analyzed is multiplied by the number of calling contexts and partitions in the FCT pattern where the call occurs.
function k() {
    (8, x): {h \mapsto \text{"foo"}, v \mapsto \text{"x"}, t0 \mapsto 1}
    return h;
    (8, x): {rtn^w \mapsto \text{"foo"}, h^r \mapsto \text{"foo"}, v \mapsto \text{"x"}, t0 \mapsto 1}
}
and values of each variable came from the corresponding variables in the input state of the function. Since the analysis of function \( k \) reads variable \( h \), the first element of the pair consists of variable \( h \) and its value "foo". Likewise, the second element of the pair denotes the information that are written during the analysis, variables of which were annotated with a superscript \( w \) in the augmented output state and values of each variable came from the corresponding variables in the output state of the function. Since the analysis of function \( k \) writes into variable \( rtn \), the second element of the pair consists of variable \( rtn \) and its value. We respectively call the first and second element of the pair the summary condition and the summary output of the summary.

Since all the values in the summary condition equals to the corresponding values in the input state of function \( k \) for the context \((8, y)\), we instantiate the analysis result from the summary. The value of variable \( h \) in the summary condition is "foo", which means that the analysis read the variable \( h \) and its value "foo" during the course of the analysis. Since the value of variable \( h \) of the input state for the context \((8, y)\) is "foo", we confirm that the analysis with the input state for the context \((8, y)\) compute the same information as the summary output, and thus we can use the summary to compute the analysis result of the input state.

To instantiate the summary, we overwrite the summary output on top of the input state. The summary output provides the information that is written during the analysis of the function. Thus, an overwrite of the summary output on the input state generates the output state of the analysis of the function as follows:

\[
\{ rtn \mapsto "foo", h \mapsto "foo", v \mapsto "y", t0 \mapsto 2 \}.
\]

The instantiated output state equals to the analysis result for the second context \((8, y)\) as we shown in Figure 17.

Localized Summary-based Analysis. We present the analysis algorithm for the localized summary-based analysis technique. The localized summary-based analysis technique consists of two steps: a generation step, and an instantiation step. Since a conditional summary of a function is generated by the analysis of the function, we use a top-down approach. We analyze a program from the beginning, and we generate a summary of a function on demand. The instantiation of the conditional summary effectively eliminates duplicated computation during the analysis.

Without loss of generality, we consider an abstract semantic function for a function \( F^\# : M^\# \to M^\# \) that takes an input memory state and returns an output memory state of the function. We assume that a memory state is a map from variables to abstract values \( M^\# : X \to M^\# \). We write \( i_A : A \to X \) to denote the inclusion function of \( A \) in \( X \). The inclusion function of \( A \) is the restriction to \( A \) of the identity function on \( X \), which means \( i_A = i_A|_A \) where \( i_A : X \to X \) is an identity function. We write \( F \setminus A \) to denote \( F \circ i_B \) where \( B = \text{Dom}(F) \setminus \{x\} (x \in X) \), and \( S^c \) for the complement of a set \( S \).

Now, we define information that are written during the analysis of the abstract semantic function \( F^\# \) with an input state \( m^\#_{\pre} \in M^\# \):

**Definition 7.1 (Defined Variables).** A variable \( x \in X \) is defined during the analysis of the abstract semantic function \( F^\# \) with an input memory state \( m^\#_{\pre} \) if the following property holds:

\[
F^\#(m^\#_{\pre})(x) \neq m^\#_{\pre}(x).
\]

A variable \( x \) is defined during the analysis of the semantic function \( F^\# \) if and only if the value designated by the variable has been changed during the computation of the semantic function.

By the definition of defined variables, we can collect the set of defined variables \( D \in \mathcal{P}(X) \):

\[
D \overset{\text{def}}{=} \{ x \in X \mid F^\#(m^\#_{\pre})(x) \neq m^\#_{\pre}(x) \}.
\]

**Example 7.1 (Defined Variables).** We consider the simple JavaScript program in Figure 16. During the analysis of function \( k \) with the following input state, variable \( rtn \) is defined variable because the analysis of \( \text{return } h \) statement at line 3 changes the value of variable \( rtn \):
\[
\{ h \mapsto "foo", v \mapsto "x", t0 \mapsto 1 \}
\]

3 \textbf{return} h;

\[
\{ \text{rtn} \mapsto "foo", h \mapsto "foo", v \mapsto "x", t0 \mapsto 1 \}
\]

We define information that are read during the analysis of the semantic function \( F^\sharp \) with an input state \( m^\text{pre}_1 \in \mathbb{M}^\sharp \):

\textbf{Definition 7.2 (Used Variables).} A variable \( x \in \mathbb{X} \) is used during the analysis of the abstract semantic function \( F^\sharp \) with an input memory state \( m^\text{pre}_1 \) if the following property holds:

\[
\forall y \in \mathcal{D}, \ F^\sharp(m^\text{pre}_1 \setminus x)(y) \neq F^\sharp(m^\text{pre}_1)(y).
\]

where \( \mathcal{D} \) is the set of defined variables during the computation of \( F^\sharp(m^\text{pre}_1) \).

A variable \( x \) is used during the analysis of the semantic function \( F^\sharp \) if and only if the defined value in the result of the computation is not equal to the corresponding value in the result of the computation without the value of the variable \( x \).

By the definition of used information, we can collect the set of used variables \( U \in \mathcal{P}(\mathbb{X}) \):

\[
U \overset{\text{def}}{=} \{ x \in \mathbb{X} | \forall y \in \mathcal{D}, \ F^\sharp(m^\text{pre}_1 \setminus x)(y) \neq F^\sharp(m^\text{pre}_1)(y) \}.
\]

\textbf{Example 7.2 (Used Variables).} We also consider the simple JavaScript program in Figure 16. During the analysis of function \( k \) with the following input state, variable \( h \) is used variable because the analysis of \texttt{return h} statement at line 3 requires the value of variable \( h \) and cannot produce the value of variable \texttt{rtn} without the value of variable \( h \):

\[
\{ h \mapsto "foo", v \mapsto "x", t0 \mapsto 1 \}
\]

3 \textbf{return} h;

\[
\{ \text{rtn} \mapsto "foo", h \mapsto "foo", v \mapsto "x", t0 \mapsto 1 \}
\]

We extend the semantic function to compute the def/use information also \( F^\sharp_{du} : \mathbb{M}^\sharp \rightarrow \mathbb{M}^\sharp \times \mathcal{P}(\mathbb{X}) \times \mathcal{P}(\mathbb{X}) \).

By the extended semantic function \( F^\sharp_{du} \), we make a conditional summary of an input memory state \( m^\text{pre}_1 \). The extended semantic function computes the original semantic function and its set of defined and used variables as follows:

\[
F^\sharp_{du}(m^\text{pre}_1) = (m^\text{post}_1, \mathcal{D}, U)
\]

where \( F^\sharp(m^\text{pre}_1) = m^\text{post}_1 \) and \( \mathcal{D} \) and \( U \) are sets of defined and used variables for the input memory state \( m^\text{pre}_1 \), respectively.

\textbf{Definition 7.3 (Conditional Summary).} For an input memory state \( m^\text{pre}_1 \), an extended semantic function \( F^\sharp_{du} \), and the computation result of the function \( F^\sharp_{du}(m^\text{pre}_1) = (m^\text{post}_1, \mathcal{D}, U) \), we define a conditional summary of the function as a following pair of a summary condition and a summary output:

\[
(m^\text{pre}_1 \circ i_U, m^\text{post}_1 \circ i_D).
\]

\textbf{Example 7.3 (Conditional Summary Generation).} As an example, we consider the function \( k \) of the simple JavaScript program in Figure 16 and an input memory state \( \{ h \mapsto "foo", v \mapsto "x", t0 \mapsto 1 \} \). As we have shown in Example 7.1 and 7.2, the defined and used variables for function \( k \) are \( \{ \text{rtn} \} \) and \( \{ h \} \), respectively. The output memory state is \( \{ \text{rtn} \mapsto "foo", h \mapsto "foo", v \mapsto "x", t0 \mapsto 1 \} \). Then, the following pair is a conditional summary of the input memory state:

\[
(\{ h \mapsto "foo" \}, \{ \text{rtn} \mapsto "foo" \}).
\]
We collect all the summaries for function $k$ in $S^f_k : M^f \times M^f$ whenever we analyze the function. When we have conditional summaries $S^f_r$ and new input memory state $m^f_{new}$ is given, we check a condition whether we can use the summary or not.

**Definition 7.4** (Summary Instantiation Condition). For a new input memory state $m^f_{new} \in M^f$ and a summary $(m^f_0, m^f_1) \in S^f_r$ of a function $f$, we can use the summary to compute the analysis result instead of computing the semantic function with the new input memory state $F^f(m^f_{new})$:

$$\forall x \in \text{Dom}(m^f_0), \ m^f_{new}(x) = m^f_0(x).$$

**Example 7.4** (Summary Instantiation). As an example of the summary instantiation, we consider the input state for context $\langle 8, y \rangle$ with the summary we have created in Example 7.3. The given input state $\{h \mapsto "foo", v \mapsto "y", t0 \mapsto 2\}$ satisfies the summary instantiation condition because the value of variable $h$ equals to the value in the summary and there is no other variable in the summary input state. Thus, we can generate the analysis result by overwriting the summary output $\{rtn \mapsto "foo"\}$ and the input state $\{v \mapsto "y", t0 \mapsto 2\}$. The generated output state $\{rtn \mapsto "foo", v \mapsto "y", t0 \mapsto 2\}$ is equal to the analysis result as we described in Figure 17.

Given input state satisfies the summary instantiation condition for the summary $(m^f_0, m^f_1) \in S^f_r$, we can compute the output memory state of the function $f$ by instantiating the summary as follows:

$$m^f_1 \uplus m^f_{new} \circ i_{DS}.$$  

**Theorem 7.1** (Correctness). For an abstract semantic function $F^f : M^f \mapsto M^f$ of a function $f$ and a summary $(m^f_0, m^f_1) \in S^f_r$, the following property holds:

$$\forall m^f \in M^f, \forall x \in \text{Dom}(m^f_0), \ m^f_0(x) = m^f(x) \Rightarrow F^f(m^f) = m^f_1 \uplus m^f \circ i_{DS}$$

where $D = \text{Dom}(m^f_1)$.

When we have an input state $m^f$ for an abstract semantic function $F^f$ of a function $f$, we have a conditional summary that can be instantiated, we instantiate the summary to compute the analysis result of the function $f$ to avoid the duplicated computations of the function. Otherwise, we analyze the function and make new summary for the function. By the theorem 7.1, we guarantee that the analysis result that we can obtain from the instantiation of a summary is equal to the analysis result by new input memory state $m^f_{new}$.

8. EVALUATION

This section seeks for an experimental validation that the composite abstraction is necessary and useful for the computation of precise call-graph information. We first introduce our composite abstraction based JavaScript static analyzer CompAbs. Then, we perform two sets of experiments: first, we compare the composite abstraction with state-of-the-art analyzers TAJS and SAFE_{LSA} using micro-benchmarks that represent different categories of FCT patterns; second, we assess the contribution of each layer of our composite abstraction, and of the localized summary-based analysis technique, using jQuery benchmarks as an evaluation subject.

8.1. Experimentation settings

We implemented the analyzer CompAbs, based on our new composite abstraction. CompAbs was built on top of the open-source JavaScript analysis framework SAFE [2].

CompAbs supports several parameters to enable precise abstractions, that we describe in the following paragraphs.

CompAbs is fully context sensitive except for recursive calls, which are unrolled at most $j$ times, where $j$ is a parameter of the analysis. Dynamic unrolling of loops is also bounded by a parameter $k$. 

We implemented the analyzer CompAbs, based on our new composite abstraction. CompAbs was built on top of the open-source JavaScript analysis framework SAFE [2].

CompAbs supports several parameters to enable precise abstractions, that we describe in the following paragraphs.

CompAbs is fully context sensitive except for recursive calls, which are unrolled at most $j$ times, where $j$ is a parameter of the analysis. Dynamic unrolling of loops is also bounded by a parameter $k$. 

Example 7.3.

8.1. Experimentation settings

We implemented the analyzer CompAbs, based on our new composite abstraction. CompAbs was built on top of the open-source JavaScript analysis framework SAFE [2].

CompAbs supports several parameters to enable precise abstractions, that we describe in the following paragraphs.

CompAbs is fully context sensitive except for recursive calls, which are unrolled at most $j$ times, where $j$ is a parameter of the analysis. Dynamic unrolling of loops is also bounded by a parameter $k$. 

The number of nested partitions for nested FCT patterns is bounded by a parameter $l$. Indeed, the partitioning abstraction as we formalized it in Section 5.1 handles a single FCT pattern, so that it would not suffice in the case of nested FCT patterns. When several nested patterns are nested, CompAbs needs to utilize imbricated partitions, which may become too costly. Thus, we let the analysis distinguish at most the $l$ last partitions created, which is adequate to handle up to $l$ nested FCT patterns.

We used different parameters for each experiment. For the first set of experiments, we choose the simplest parameters that only shows the benefit from our composite abstraction. For the second set of experiments, we choose the parameters by experiments to obtain the precise pre-condition that can reduce the analysis of a plural FCT patterns to that of a singular one. The second set of experiments with the parameter shows the necessity of our approach.

To describe strings, CompAbs utilizes an abstraction based on creation sites, and on a reduced product of the domain of string constants and of a domain that abstract strings using prefixes. CompAbs supports its own DOM modeling. Unlike the existing DOM models in SAFE, we precisely support specific DOM modeling for Chrome browser version 55 and event models for initialization such as readystatechange, DOMContentLoaded, and load events. Thus, the analysis result will not compute an over-approximation of features of an arbitrary set of browsers, but will compute a precise over-approximation of the executions observed with one specific browser. We tested our DOM modeling during the experiment on jQuery programs, and faithfully implemented DOM models to compute over-approximation of the real behaviors of the browser. We represent the initial DOM tree as corresponding abstract DOM tree, which precisely keep all the information of the initial DOM tree. On the other hand, we abstract a set of dynamically generated DOM elements to an abstract DOM element depending on its allocation site.

We performed all the experiments on a Linux machine with 4.0GHz Intel Core i7-6700K CPU and 32GB of RAM.

### 8.2. Analysis of micro benchmarks with different loop patterns

The goal of this experiment is to observe the output of the current versions of the state-of-the-art JavaScript static analyzers TAJS and SAFE$_{LSA}$ for each category of FCT patterns introduced in Section 2.

We ran TAJS, SAFE$_{LSA}$, and CompAbs on a number of small diagnostic benchmarks, each of which consists of a loop containing an FCT pattern. We manually wrote the test cases to assess whether an analysis can precisely infer a field correspondence relation or not for each kinds of loops containing an FCT pattern. We used four micro benchmarks, with all combinations of loop types (while and for-in), and of FCT patterns (singular and plural). These four benchmarks do not use DOM-related features. They are set up so that each FCT pattern is being classified in the same category in all three analyzers TAJS, SAFE$_{LSA}$, and CompAbs. At the end of each loop, we attempt to verify the precise field correspondence relation specified by the equality between fields $o.x 
eq o.y$. To make sure that the analysis results can be compared in a fair manner, CompAbs used $j = 0$, $k = 0$, and $l = 1$ as parameters, which leads to merging all recursive calls, using no dynamic unrolling, and distinguishing at most one FCT pattern.

Table I summarizes the results produced by the analysis of these four micro benchmarks. It shows whether each analyzer can precisely infer the field correspondence relation or not. The first and

<table>
<thead>
<tr>
<th>Loop</th>
<th>FCT Pattern</th>
<th>TAJS</th>
<th>SAFE$_{LSA}$</th>
<th>CompAbs</th>
</tr>
</thead>
<tbody>
<tr>
<td>while</td>
<td>Singular</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>for-in</td>
<td>Singular</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>while</td>
<td>Plural</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>for-in</td>
<td>Plural</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table I. The result of the micro benchmarks shows whether each analyzer can precisely infer the field correspondence relation or not. The experiment used while and for-in loops that contains either a singular or a plural FCT pattern.
second columns show the loop kind and FCT pattern category of each program. The remaining columns report whether each analysis successfully infers the precise field correspondence relation or not. TAJS and SAFE fail to infer precise field correspondence relations in the case of plural FCT patterns, which is consistent with our observation that such loops cannot be addressed by using only the unrolling techniques implemented in these tools.

This confirms that the existing analyzers fail to infer precise field correspondence relations for loops with an FCT pattern, which we classified as a plural.

Although our composite abstraction can also precisely analyze a plural FCT pattern that does not occur inside a loop, we could not find such cases in practice, thus we did not include such a test case in our experiment.

8.3. Analysis of jQuery tutorials

The goal of this experiment is to evaluate the necessity and usefulness of each of the three layers of the composite abstraction and of the optimization technique based on conditioned summaries, (Section 7) using jQuery tutorial benchmarks. We compare the call-graph information of each analysis.

We used the abstractions supported by SAFE as a baseline abstraction for this experiment. The baseline analysis does not use partitioning abstraction, and uses a basic object abstraction without disjunctions (unlike the object abstraction shown in Section 5.2). The baseline analysis also does not use creation-site based string abstraction. Instead, it uses only the reduced product of a constant string abstraction and a prefix string abstraction.

We measure the number of programs that have plural FCT patterns so as to assess the necessity of our approach. We also measure the number of programs that can be analyzed in a given time limit so as to assess the scalability. We measure the number of spurious call-sites and spurious call-edges in the result so as to assess the precision. Last, we measure the percentage of coverage so as to assess the coverage of the analysis result. Note that our analysis does not support the eval function that constructs code at runtime and executes it dynamically. Thus, the analysis does not cover the executions caused by the eval function by considering the function call as a no operation.

To evaluate the analysis of FCT patterns in framework libraries, we use the jQuery benchmarks from the experiments performed with TAJS in [5]. This work relies on 71 programs chosen among the jQuery tutorial†, that perform simple operations using jQuery 1.10.0. In order to minimize the impact of DOM modeling on the analysis results, our experiment uses jQuery 1.4.4 that supports all the features required for the benchmarks while using fewer DOM-related features than jQuery 1.10.0. We have also made sure that our DOM model supports all the DOM-related features used by the program in our benchmark suite. The programs are about 7430 lines of code including jQuery.

The results are presented in Table II.

Need for the composite abstraction. First, to validate the need for the abstractions that we propose, we measure how many programs have plural FCT patterns. CompAbs uses $j = 2$, $k = 30$, and $l = 3$ as parameters, which leads to unrolling recursive calls twice, bounding dynamic unrolling depth to 30 (when it can be applied), and distinguishing at most the last 3 sets of partitions that can be caused by 3-nested FCT patterns. We chose the parameters by experiments to compute a precise pre-condition that can reduce the analysis of a plural FCT pattern to that of a singular one. Among 71 benchmarks, we observe that 27 programs have at least one plural FCT pattern. Thus, about 38% of the benchmarks need to handle plural FCT patterns, which may require our composite abstraction (as shown in Section 8.2).

Precision. Second, to assess the analysis precision, we measure the number of spurious call edges in analysis results. We identify spurious call edges in the analysis result of a program by comparison with a dynamic call graph constructed during the concrete execution of the instrumented program in the Chrome web browser. Since the benchmarks are simple and we ran them several times trying to

†http://www.jquery-tutorial.net/
Table II. Scalability and precision for call graph computations compared to each combination of three layers of the composite abstraction. The first column shows the setting of each analysis: $P$ denotes the partitioning abstraction, $O$ denotes the object abstraction, $S$ denotes the creation-site based string abstraction, and $L$ denotes the localized summary-based analysis technique. For example, $P+S$ denotes the extended baseline analysis with our partitioning abstraction and creation-site based string abstraction. The second column shows the number of programs that finished analysis in less than 8 hours, which effectively measures the scalability of the analysis. Note that all the abstract domain combinations that are not presented in this table do not complete analysis of any of these 71 programs within 8 hours. The other columns measure the analysis precision; SE denotes the number of spurious call edges on average, SC denotes the number of spurious call sites on average, and Cov denotes the coverage ratio of actual call sites.

<table>
<thead>
<tr>
<th></th>
<th>Success</th>
<th>SE</th>
<th>SC</th>
<th>Cov(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P+S$</td>
<td>36/71</td>
<td>3.15</td>
<td>39.7</td>
<td>97.21</td>
</tr>
<tr>
<td>$P+O$</td>
<td>68/71</td>
<td>0.03</td>
<td>16.4</td>
<td>99.76</td>
</tr>
<tr>
<td>$P+O+S$</td>
<td>69/71</td>
<td>0.03</td>
<td>15.3</td>
<td>99.97</td>
</tr>
<tr>
<td>$P+O+S+L$</td>
<td>71/71</td>
<td>0.03</td>
<td>14.9</td>
<td>99.97</td>
</tr>
</tbody>
</table>

cover all the possible execution flows, we assume that the dynamic call graphs contain a complete set of call edges. Then, we count the number of call sites for which there exists more than one false edge, i.e., of a call edge reported by the analysis but that occurs in no concrete execution in our sample. Note that the call sites for which there exists one false edge are counted as spurious call sites and they are not counted as spurious edges.

We found spurious call edges in eight subjects (39, 40, 44, 47, 50, 53, 69, and 71) out of 71. We manually investigated them, and observed that dynamic call graphs for five subjects (40, 44, 50, 53, 71) were incomplete because of an HTML parsing problem in the Chrome browser. We confirmed that the spurious call edges from the five subjects disappeared after we revised the HTML documents to bypass the parsing problem. We found that each of the remaining 3 subjects had one call site with spurious call edges, all of which are due to imprecise DOM modeling or infeasible execution flows. Because our DOM modeling does not consider the precise semantics of browser layout engines, the analysis cannot precisely analyze several DOM-related functions such as `querySelectorAll` or `getComputedStyle`. Imprecise analysis results of such function calls affect the analysis results of execution flows, which may cause spurious call edges.

The third to the fifth columns of Table II summarize the precision measurements of 71 benchmarks; SE denotes the number of spurious call edges on average, and SC denotes the number of spurious call sites on average; Cov denotes the coverage ratio of actual call sites. As our analyzer does not support the `eval` function that is extremely hard to account for precisely, it may fail to cover all executions of a given program even though it is designed so as to handle all other JavaScript features in a sound manner. Therefore, the analysis of a given program may fail to achieve 100% of coverage. Moreover, the results of analysis runs that fail to complete within 8 hours do not cover all executions of the program. In this case, the actual number of spurious call edges may be larger than the one in the table.

All the combinations of abstract domains that are not shown in Table II do not complete on any of the 71 programs within the 8 hours timeout. The main issue that hinders the analysis is the large number of spurious callees. The baseline analysis that does not use our composite abstraction gave up the analysis of 50 out of 71 programs due to a large number of spurious call edges. Our analyzer gives up to analyze a program when there are more than 200 function calls at one user call-site. For the rest of the 21 programs, the baseline analysis could cover 74.15% of actual call sites in average within 8 hours due to the computation of a large number of spurious call edges.

**Soundness.** Third, we checked the soundness of CompAbs using dynamic call graphs. The dynamic call graphs include all the built-in function calls and callbacks during the execution of built-in and DOM related functions. However, we excluded callbacks for built-in functions during the execution of the following built-in functions: `RegExp.prototype.test`, `RegExp.prototype.replace`, and `RegExp.prototype.split`. They internally call other built-in functions. For example, `RegExp.prototype.test` internally calls...
RegExp.prototype.exec. These call relations are strongly related to the browser implementation, but are not related to user program behaviors.

Our study confirms that static call graphs of 70 programs out of 71 subsume the corresponding dynamic call graphs. Because the subject (4) uses eval that constructs code at runtime and executes it dynamically, static call graphs could not cover dynamically constructed call edges, for which CompAbs reports possible coverage warnings in such cases.

**Scalability.** Forth, to compare the analysis scalability, we measure the number of programs the analysis of which terminates in less than 8 hours by each combination of three layers of our composite abstraction and the optimization technique in CompAbs. The second column in Table II summarizes the scalability measurements; out of 71 benchmarks, the analysis without our object abstraction completes on 36 programs among 71 within 8 hours; the analysis without our creation-site based string abstraction completes on 68 programs among 71; the analysis with all of the composite abstraction completes on 69 programs; and finally, the analysis with the full composite abstraction and the optimization based on conditioned summaries completes on all 71 programs in our set of experiments. All the combinations of abstract domains that are not shown in the table do not complete on any of the 71 programs within the 8 hours timeout. These results confirm the three components of the composite abstraction are all necessary to ensure that the analysis scales up. The conditioned summary also improves the overall analysis scalability and precision that we describe in the following separate paragraphs.

**Effectiveness of conditioned summaries.** Last, we assess the usefulness of our localized summary-based analysis technique. To show the usefulness of our optimization technique, we compare the analysis time of the composite abstraction with/without the optimization technique. CompAbs without the conditioned summaries completes the analysis of each of the 64 programs within 6 minutes. Over these program the average analysis time is 27 seconds (minimum, median, and maximum are 5, 9, and 315 seconds, respectively). Among the 7 other programs, CompAbs analyzes each of 4 programs within 8 hours, and analyzed each of the rest of 3 programs within 2.1 days. On the other hand, CompAbs with conditionned summaries enabled completes the analysis of each of these 64 programs within 5 minutes, and the average time drops down to 19 seconds (minimum, median, and maximum are 4, 6, and 241 seconds, respectively). Among the 7 other programs, CompAbs analyzes each of 4 programs within 2 hours, and analyzes each of the remaining 3 programs within 8 hours.

The analysis optimization technique based on conditioned summaries reduces the analysis time by 30% on average. In the best case, the analysis time is reduced by 96%. In this case, the analysis takes 38.8 hours without conditioned summaries and only 1.6 hours when conditioned summaries are enabled. We also observed a single case of slow down: for one program among the 71 examples, the analysis time is increased by 94% due to the overhead inherent in the conditioned summaries. In all the other cases, the use of conditioned summaries yield to a faster analysis. The subject P+O+S+L shows that the precision of the optimized analysis was slightly improved compared to the subject P+O+S in Table II. The precision improvement came from the benefit of the localization technique. The localization technique avoids the propagation of the output state which are not relevant to the function body through spurious cycles at the end of a function, and it improves the precision [16, 19].

9. RELATED WORK

SAFE [2] is an analysis framework for JavaScript web applications, which supports DOM modeling [20] and web API misuse detection [21], among others. It is based on abstract interpretation, and supports various analysis sensitivities including $k$-CFA, parameter sensitivity, object sensitivity, and loop-sensitive analysis (LSA) [6]. While its aggressively unrolling LSA works well for programs using simple loops with bounded iterations, we showed that it does not scale for complex loops with unbounded numbers of iterations or imprecise pre-conditions.
TAJS [1, 5] is an open-source static analyzer for JavaScript, which supports DOM modeling [22]. It uses a simple object abstraction, which can be represented by a limited form of conjunctions, without disjunctions. While the object abstraction is clearly designed and highly tuned for their own string abstraction, it does not support various string abstractions for a field name abstraction. In addition, as we described in Section 3, it may lose precision when it disambiguates field correspondence relations after joining the states from loop iterations.

HOO [23] computes a very different abstraction of JavaScript objects, which captures abstract forms of field relations. Indeed, HOO lets symbolic set variables denote unbounded size sets of fields of JavaScript objects to express logical facts on these sets, using specific set abstract domains [24]. For instance, it can express that two objects have exactly the same set of fields, or that the fields of a first object are included into the fields of a second object. Such program invariants are useful to reason over libraries that may be used in a general and unknown context, or in order to implement a modular verifier. By contrast, this approach is less adequate to compute precise information about the result of long and complex initialization routines like the codes our analysis targets.

WALA [25] supports static analysis of JavaScript programs. It performs a conventional propagation-based pointer analysis with techniques that can handle some of the FCT patterns [7, 26].

ACG [27] is a field-based, intentionally unsound call graph analysis. The analysis ignores dynamic field lookup and update instructions, does not track non-functional values, and does not distinguish JavaScript objects since it abstracts all concrete objects into a single abstract object. Thus, ACG achieves a practical level of scalability and precision. Since ACG does not compute an over-approximation of program behaviors, the analysis is not appropriate to verify safety properties in a program. On the other hand, it is useful to support development tools.

10. CONCLUSION

We presented a composite abstraction that can capture precise field correspondence relations by local reasoning about FCT patterns. The composite abstraction consists of three layers of abstractions: the partitioning abstraction that supports separate reasoning about the executions in an FCT pattern, the object abstraction describes accurate properties over fields, so as to disambiguate the field correspondence relations even after abstract joins, and the string abstraction is precise enough to disambiguate field names in an object. While most existing JavaScript analyses unroll loops aggressively, which does not scale for loops that cannot be unrolled, our analysis can infer field correspondence relations precisely even for loops which cannot be unrolled. The results of experiments based on a prototype implementation show that the analysis can avoid a large number of spurious callees caused by the precision loss of the field correspondence relation in jQuery examples.

REFERENCES