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Clinical Trials

• Procedure to assess new drug safety and efficiency

• Need to select (screen) cohort of patients satisfying eligibility

criteria

• Screening usually done manually, very time consuming

(bottleneck in the CT process)

• Generalization of electronic health records (EHRs) can

alleviate such tasks
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Typical Clinical Trial

• Title, Summary, Condition name, Interventions

• List of inclusion and exclusion criteria (free text)

• https://clinicaltrials.gov
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Electronic Health Record (EHR)

EHRs of hospital patients typically contains

• Structured data (age, demographic data, treatments,

physical characteristics : BMI, blood pressure, etc.)

• Unstructured (free text) data (clinical narratives, progress

notes, imaging reports, discharge summaries)
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Data

• Clinical trials descriptions : all on

https://clinicaltrials.gov

• EHRs from patients : 50000 deidentified EHRs (for research,

English) (without matching data)
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Formalization of the matching problem

x ∈ X represents a patient’s EHR

y ∈ Y represents a trial (list of criteria)

Goal :

find f : X × Y → {0, 1}
such that f (x , y) = 1 iff x ∈ Elig(y) (x is eligible for y).
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Metrics ?

Given x1, . . . , xp patient records, y1, . . . , yT trials, and

M ∈ {0, 1}p×T assignment matrix such that Mi ,j = 1 if patient i

participated in trial j and 0 otherwise,

P =
∑
trial j

∑
patient i f (xi , yj)Mi ,j∑

patient i f (xi , yj)

R =
∑
trial j

∑
patient i f (xi , yj)Mi ,j∑

patient i Mi ,j
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Metrics ? (ctd.)

R =
∑
trial j

∑
patient i f (xi , yj)Mi ,j∑

patient i Mi ,j

• Mi ,j 6= 1[xi ∈ Elig(yj)] ; PU learning ?

• Metric of interest : time spent by doctor within acceptable

recall interval

• Leverage common criteria across different trials ?
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Formalization of the matching problem (ctd.)

Each trial = combination of inclusion / exclusion criteria.

z ∈ Z represents a criterion

yj = (z
(1)
j , . . . , z

(nj )
j ) Goal :

find φ : X × Z → {0, 1}
such that φ(x , z) = 1 iff x ∈ Elig(z) (x satisfies z).

And M̃i ,k = Mi ,j for k = 1, . . . , nj , for all trial j .

8



Challenges

• Division into atomic criteria / relation between criteria

(NER)

• Synonyms, misspellings, equivalent formulations

• Still M̃i ,k 6= 1[xi ∈ Elig(zk)]

• No matching data yet. Can we still make progress using

proxys ?
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Intermission : ICD10 classification

International Classification of Diseases (codes with descriptive

sentence to tag patients’ diseases. Essentially used for billing)
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Intermission : ICD10 classification

International Classification of Diseases (codes with descriptive

sentence to tag patients’ diseases. Essentially used for billing)

• Well-posed classification (multilabel or multiclass) problem :

input EHRs, output : ICD code (class)

• CNN works well with input text EHRs (Mullenbach et al.

2018)
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How to represent (vectorize) x and z ?

• To structure or not to structure the data ?

• ICD10 classification : works well with CNNs to represent x

but well-posed and large amount of labeled data.

• Here, x and z is text. Represent x and z in same space

(translation-like problem ?)

• Old-fashioned NLP : use ontology + NER to extract features.

Broadly used for clinical text.
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Ontology + rule based feature

extraction



Ontologies for clinical text

• ICD10 : disease codes with descriptive sentences

• MeSH (Medical Subject Headings) : thesaurus of controlled

vocabulary used for PubMed indexing. Each term has short

description and relations to other terms

• SNOMED CT : hiearchical+relational structure between

classes of concepts

• UMLS : “Meta-thesaurus”. Millions of concept codes

associated with descriptives and relations between them
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Mapping text to clinical concepts

Tools using NER and/or UMLS (parse text and map to concepts)

• MetaMap (https:

//ii.nlm.nih.gov/

Interactive/UTS_

Required/metamap.

shtml)(Figure from

Aronson & Lang

(2010)), cTAKES,

DNorm

• ConText, NegEx :

regex-based tools to

find negative or

context (family) in

medical documents

13
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Finding patients for clinical trials : text search

Garcelon et al. (2016)

• context of rare diseases : text search may be sufficient

• family history important (e.g. father has Crohn disease)

• Text search + negation and context (family) yields good

performance
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Finding patients for clinical trials : use mapping to ontology to

find similar patients

Garcelon et al. (2017)

• context of rare diseases : sparse set of relevant clinical

concepts

• Method : map EHR to UMLS concepts to find representation

vector of patients

• (Incorporate context and negation disambiguation)

• Given patient with rare disease, identify potentially similar

patients based on their EHR

15



Use ontology-based mapping to extract information from clini-

cal trials description

Kang et al. (2017)

• Goal : structure concepts in

EC with terminology

common to EHRs concepts

(“normalization”)

• Specific entity recognition

for eligibility criteria

(relation between criteria,

etc.)

• Fine-tuned on Alzheimer’s

disease eligibility criteria
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Join the dots between CT and EHRs : “the data gap”

Butler et al. (2018)
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Butler et al. (2018)

• Goal : Assess

intersection of

concepts extracted

from EC and EHRs

• Involves manual

unification of the

clinical terms in EC

before concept

extraction

• Also on Alzheimer’s

disease data

• Intersection not so

broad
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Extract information from EHRs: domain specific rules

Adupa et al. (2016)

• EHR information

extraction method for

a given clinical trial

(PARAGON)

• Domain specific rules

(Heart Failure)

• Goal : save time for

prescreening with

high recall
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Deep (representation) learning

methods ?



• Think of Computer Vision

• Now transfer learning works with text too (BERT, ELMO,

etc.)

• Unsupervised methods ? (Word2Vec)

• Yet, not always satisfying in domain-specific tasks (even in

CV)
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Training deep representation of clinical trials with a random

classification task

Bustos & Pertusa (2018)

• Goal : train deep neural network (CNN) to obtain accurate

embedding of clinical text (words)

• Task : classify statements as True or False (Eligible / Not

eligible)

• Data : uses data from clinicaltrials.gov only) to

generate data (labeling given by inclusion/exclusion, data

augmentation through simple sentences)

• Belief in the magic of word embeddings
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Training deep representation of clinical trials with a random

classification task

Bustos & Pertusa (2018)
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Training deep representation of clinical trials with a random

classification task

Bustos & Pertusa (2018)
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Conclusion



Summary, TODOs, challenges and open questions

• Matching unstructured text data (EHRs) to unstructured text

(Clinical Trials)

• Goal : prescreen patients with high recall, and provide

reasonable number of patients for manual screening

• Domain restriction allows information retrieval with

specifically designed rules (e.g., Alzheimer’s or Heart Failure)

• Degree of precision for matching also depends on domain

restriction (e.g., just output patients with “Heart Failure” in

their EHR ?)

• Evaluate baselines (text-search and concept mapping tools)

• Make progress without matching data (other, simpler task

(e.g., classification of diseases))

• Annotate data ?

• Reliably augment the matching data (e.g.with patient

similarity, or leveraging external corpus or ontology)
23



References



Adupa, A. K., Garg, R. P., Corona-Cox, J., Shah, S., Jonnalagadda, S. R. et al.

(2016), ‘An information extraction approach to prescreen heart failure

patients for clinical trials’, arXiv preprint arXiv:1609.01594 .

Aronson, A. R. & Lang, F.-M. (2010), ‘An overview of metamap: historical

perspective and recent advances’, Journal of the American Medical

Informatics Association 17(3), 229–236.

Bustos, A. & Pertusa, A. (2018), ‘Learning eligibility in cancer clinical trials

using deep neural networks’, Applied Sciences 8(7), 1206.

Butler, A., Wei, W., Yuan, C., Kang, T., Si, Y. & Weng, C. (2018), ‘The data

gap in the ehr for clinical research eligibility screening’, AMIA Summits on

Translational Science Proceedings 2017, 320.

Garcelon, N., Neuraz, A., Benoit, V., Salomon, R. & Burgun, A. (2016),

‘Improving a full-text search engine: the importance of negation detection

and family history context to identify cases in a biomedical data warehouse’,

Journal of the American Medical Informatics Association 24(3), 607–613.

Garcelon, N., Neuraz, A., Benoit, V., Salomon, R., Kracker, S., Suarez, F.,

Bahi-Buisson, N., Hadj-Rabia, S., Fischer, A., Munnich, A. et al. (2017),

‘Finding patients using similarity measures in a rare diseases-oriented clinical

23



data warehouse: Dr. warehouse and the needle in the needle stack’, Journal

of biomedical informatics 73, 51–61.

Kang, T., Zhang, S., Tang, Y., Hruby, G. W., Rusanov, A., Elhadad, N. &

Weng, C. (2017), ‘Eliie: An open-source information extraction system for

clinical trial eligibility criteria’, Journal of the American Medical Informatics

Association 24(6), 1062–1071.

Mullenbach, J., Wiegreffe, S., Duke, J., Sun, J. & Eisenstein, J. (2018),

‘Explainable prediction of medical codes from clinical text’, arXiv preprint

arXiv:1802.05695 .

23


	Introduction : matching patients to clinical trials
	Ontology + rule based feature extraction
	Deep (representation) learning methods ?
	Conclusion

