LATTICE EXERCISES

Notation :
— (@, V) is the standard Euclidean inner product of R, that is (@, 0) = >, uv;.
— The Euclidean norm : ||i@||* = (4, @).
— span() denotes the subspace generated by the vectors or the set inside the parentheses. It is
the smallest subspace containing the vectors or the set inside the parentheses.
— B, (V) = {w € R", ||t — @|| <r} is the open ball of R of center ¥ and radius 7.

1. Gram-Schmidt Orthogonalization. (%)

Let by, ... b, € R™. For 1 <i < n, let gj be the orthogonal projection of b; over span(l;l, oo bisg)
in particular, bj = b;. Show that :

1. The Gram-Schmidt vectors [;* ’s are pairwise orthogonal.

2. VOl(gl,...,gn) H’L IHb*H

3. The vectors bl, . b are linearly independent iff the Gram-Schmidt vectors
bf ’s are all non zero.

4. For any 1 <1 <mn, there exist i;1, ..., t;ii—1 such that b = b*~|—Z] 1u”

If l;l, e ,l;n are linearly independent, then the i, ;’s are unique.

2. Filtered Basis. (%)

Let L be a d-rank lattice. Let ¢i,...,¢; € L be linearly independent. For all 1 < i < d, let L; =
span(cy, ..., ) N L.

1. Show that for all i € {1,...,d}, L; is a lattice and that its rank is equal to i.
2. Let2 < ¢ <d. Show that if(gl, e gl 1) 18 a basis of L;_1, there exists Z;Z €L,

—

such that b; ¢ L;_1 and (51, ..., b;) is a basis of L;.
(b1,

3. Deduce the existence of a basis b, . ,bd) of L such that span(gl, . l;;) =
span(cy, ..., ¢) for all 1 <1 <d.

3. Short Bases. (%)
Let L be a d-rank lattice. Let ¢, ..., ¢4 € L be linearly independent. Show that :

1. There exists a basis B = (by,...,by) of L such that |bf|| < ||&| and
span(by, ...,b;) = span(c,...,¢) for 1 <i<d.

2. One can further satisfy : ||bi||2 < ||b¥]|> + 23;11 ]lgj*\]2/4

4. Integral Gram-Schmidt. €
Let 51, - ,gn € Z™ be linearly independent. Let the 51* be its Gram-Schmidt vectors. Show that :
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1 For1<j<i, ;= (b 05)/1b]” € Q.

19 7
2. 165117 = [1bs]* — Z] 1/L”Hb*||2 for1<i<n.
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3. For1<j<i, uj =

4. ]fd() =1 and dk = detlgi,jgk@, gj> fO’l” 1 S k S n, then dkflgz € L(gl, ce ,gk)
for 1 <k <mnandX;=dju;; €7Z for1 <j<u.

5. One can compute all the integers di’s and N; ;’s in polynomial time.

5. Kernel Lattices. (%)

Let A be an m x n matrix over Z. Let L4 be the set of # € Z™ such that £A = 0 (mod ¢). Show
that :

1. Ly is a full-rank lattice in Z™.
2. vol(L,) is an integer dividing q".

8. The dual lattice of L4 is (1/q)Aa where Ay is the set of iy € Z™ such that
yA = ZA' (mod q) for some Z € Z"™, where A denotes the transpose of A.

6. SIS and LWE Lattices. (%)

Let G be a finite Abelian group : we view GG as Z-module, so that the notation ng for (n,g9) € Zx G
is defined. Let g1,..., g, € G. Show that :

1. The set L of (x1,...,xmy) € Z™ such that > " x;9; = 0 in G is a lattice in
7.

2. The rank of L is m.

3. The volume of L divides the order of G.

4. The dual lattice of L is the lattice A defined as the set of all (yi, ..., Ym) € R™
such that there exists a morphism s : G — R/7Z satisfying s(g;) = y; mod 1
for all 1 <i <m. Such a map s is called an additive character of G.

5. The set of additive characters of G is an additive group, isomorphic to G.

7. Computing a Basis. )

For any vectors 51,...,5m € R”, we let : L(I;l, . ,l;m) = {Z:’il ngz,xl € Z}. For 1 < i < m, let
5;* be the orthogonal projection of b; over span((gl, b 1)1) @ in particular, l;* = b;. We define for

(b, s x
||b*||2 fb + 0, and 0 otherwise. Then, for each 1 < i < m : b; = b’ +Z] 1u”

We recall that if the bZ s are in Z" :
— all p;; € Q and can be computed in time polynomial in M, n and m, where M = log(1 +

1§j<i§m:,um-:

max?, [[5]). )
— Given any 1 <1 < n, the size-reduction algorithm can modify b; in polynomial time without

—

changing L(by, . .., by) in such a way that |pij| < 1/2 for all j <1, .
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. Assume first that 51, .. 5 € 7" such that l;* =0 and l;* #0 foralll <i<
— 1. Let 7 be the orthogonal pmjectzon over Span((bl, . ,gm_Q)L). Show
that ’/T(bm 1) —bm L and 7r(b ) = tmm— 1bm_1
. Next, write iy m—1 = 5 as an irreducible fraction. Given (p, q), Euclid’s exten-
ded algorithm computes (u,v) € Z* in polynomml time such that up +vq = 1.
Show that if we replace (l;m 1,b ) by (pbm 1 — qu,vbm L+ ub, m), then
L(bl, e ,b ) does not change and the new Gram-Schmidt vectors satisfy :
b%_, =0 and b, # 0.

. Deduce a polynomial-time algorithm which, given 51, . I; € 7" such that
b* = 0 and b* # 0 forall 1 < i < m — 1, outputs a basis of the lattice
L(by, ... by). Hint : Use size-reduction and make sure that max™, ||b¥|| never

increases during the execution of the algorithm.

. Deduce a polynomial-time algorithm which, giwen bl, cee l;m € 7", outputs a
basis of the lattice L(bl, e ,bm).




