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Abstract—Many combinatorial optimization problems on
sparse graphs do not exhibit the correlation decay property. In
such cases, the cavity method remains a sophisticated heuristic
with no rigorous proof. In this paper, we consider the maximum
matching problem which is one of the simplest such example.
We show that monotonicity properties of the problem allows us
to define solutions for the cavity equations. More importantly,
we are able to identify the ’right’ solution of these equations
and then to compute the asymptotics for the size of a maximum
matching. The results for finite graphs are self-contained.We
give references to recent extensions making use of the notion of
local weak convergence for graphs and the theory of unimodular
networks.

As an application, we consider the random XORSAT problem
which according to the physics literature has a ’one-step replica
symmetry breaking’ (1RSB) glass phase. We derive new bounds
on the satisfiability threshold valid for general graphs (and
conjectured to be tight).

I. I NTRODUCTION

Belief Propagation (BP) is a message-passing heuristic for
solving optimization problems in the context of sparse graphs.
Despite the apparent empirical success of the BP algorithm
for solving a variety of problems, theoretical understanding
of BP is far from complete. The effectiveness of BP depends
on one basic assumption: absence of long-range correlations.
Physicists have developed a non-rigorous approach to deal
with the emergence of long-range correlations: the one-step
replica symmetry breaking (1RSB) cavity method. We will
present some rigorous results confirming predictions made by
this method. In this paper, we study the matching number of
sparse graphs. Some of the predictions of the cavity method [1]
have been rigorously proved in [2]. This problem is particularly
interesting as for some random graphs long-range correlations
appear at zero temperature. Indeed we will also derive partial
results for random XORSAT which is known to exhibit a 1RSB
phase [3], [4].

The main purpose of this paper is to present recent contri-
butions to a rigorous formalization of the cavity method [2],
[5], [6] and [7]. We will concentrate on the finite graph case
and give a self-contained presentation of the computation of
the matching number (Section II). Transferring these results to
infinite graphs is rather standard (Section III) and requires two
main mathematical tools: the notion of local weak convergence
for graphs and the theory of unimodular networks [8]. We will
not present these tools and we refer to the references cited
above for the detailed proofs. In Section III-B, we will explain
why basic methods based on the correlation decay fail at zero
temperature. Finally, we give some applications to irregular

XORSAT in Section IV. In particular, we construct a random
instance where each variable and each clause has degree at
least3; with more variables than clauses and still the instance
is not satisfiable with high probability.

II. M ATCHINGS ON FINITE GRAPHS

We consider a graphG = (V,E). We denote by the same
symbol∂v the set of neighbors of nodev ∈ V and the set of
edges incident tov. A matching is encoded by a binary vector
B = (Be, e ∈ E) ∈ {0, 1}E defined byBe = 1 if and only
if the edgee belongs to the matching. We have for allv ∈ V ,∑

e∈∂v Be ≤ 1. The size of the matching is given by
∑

e Be.
We introduce the family of probability distributions on theset
of matchings parametrised by a parameterz > 0:

µz
G(B) =

z
∑

e
Be

PG(z)
, (1)

where PG(z) =
∑

B
z
∑

e
Be
∏

v∈V 1
(∑

e∈∂v Be ≤ 1
)
. For

a finite graphG, we define the matching number ofG as
ν(G) = max{

∑
eBe} where the maximum is taken over

matchings ofG. For any finite graph, whenz tends to infinity,
the distributionµz

G converges to the uniform distribution over
maximum matchings so that we have

ν(G) = lim
z→∞

∑

e∈E

µz
G(Be = 1). (2)

A. Associated BP message passing

We introduce the set
−→
E of directed edges ofG comprising

two directed edgesu → v and v → u for each undirected
edgeuv ∈ E. For −→e ∈

−→
E , we denote by−−→e the edge with

opposite direction. With a slight abuse of notation, we denote
by ∂v the set of incident edges tov ∈ V directed towardsv. A
set of messagesX is an assignement of numbersXu→v ≥ 0

to every oriented edges in
−→
E . Given a set of messagesX, we

define a new set of messagesY by:

Yu→v =
1

1 +
∑

w∈∂u\v Xw→u

, (3)

with the convention that the sum over the empty set equals
zero. We denote byRG the mapping sendingX ∈ [0,∞)

−→
E

to Y = RG(X). We also denote byR−→e the local update rule
(3): Y−→e = R−→e (X).

Proposition 1. (i) For any finite graphG andz > 0, the
fixed point equation:

X = zRG(X) (4)



has a unique attractive solution denotedY(z).

(ii) The functionz 7→ Y(z) is non-decreasing and the
functionz 7→ Y(z)

z
is non-increasing forz > 0.

(iii) If in addition,G is a finite tree, then for alle ∈ E, the
law of Be underµz

G is a Bernoulli distribution with

µz
G (Be = 1) =

Y−→e (z)R−−→e (Y(z))

1 + Y−→e (z)R−−→e (Y(z))
. (5)

Comparisons between vectors are always componentwise.
Note that the right-hand side of (5) does not depend on the
choice of orientation of the edgee asY(z) solves (4). Before
proving this proposition, let define for allv ∈ V , the following
function of the messages(Y−→e ,

−→e ∈ ∂v),

Dv(Y) =
∑

−→e ∈∂v

Y−→e R−−→e (Y)

1 + Y−→e R−−→e (Y)
(6)

=

∑
−→e ∈∂v Y−→e

1 +
∑

−→e ∈∂v Y−→e

. (7)

In view of point (iii) of Proposition 1, we see that if the graph
G is a tree,Dv(Y(z)) is simply the probability for vertexv
to be covered by a matching distributed according toµz

G. In
particular, whenG is a tree, we can rewrite (2) as

ν(G) = lim
z→∞

1

2

∑

v∈V

Dv(Y(z)). (8)

Proof: For the first point, we follow the proof of Theorem
3 in [5]. Let z > 0 and define the sequence of messages:
X

0(z) = 0 and for t ≥ 0,

Xt+1
u→v(z) =

z

1 +
∑

w∈∂u\v X
t
w→u(z)

. (9)

The sequenceX2t(z) (resp.X2t+1(z)) is non-decreasing (resp.
non-increasing). We definelimt→∞ ↑ X

2t(z) = X
−(z) and

limt→∞ ↓ X
2t+1(z) = X

+(z). For anyY(z) fixed point of
(4), a simple induction shows that

0 ≤ X
2t(z) ≤ X

−(z) ≤ Y(z) ≤ X
+(z) ≤ X

2t+1(z) ≤ z.

We now prove thatX−(z) = X
+(z) finishing the proof of

the first point. Note that we haveX+(z) = zRG(X
−(z)) and

X
−(z) = zRG(X

+(z)). In particular for anyz > 0, we have
X+

−→e
(z)R−−→e (X

+(z)) = X−
−−→e

(z)R−→e (X
−(z)) so that in view

of (6), we have
∑

v∈V

Dv(X
+(z)) =

∑

v∈V

Dv(X
−(z)). (10)

We see from (7) that for eachv ∈ V , Dv is an increasing
function of the(X−→e ,

−→e ∈ ∂v), so that (10) together with
X

−(z) ≤ X
+(z) imply the desired result.

We now prove thatz 7→ X
t(z)
z

and z 7→ X
t(z) are

respectively non-increasing and non-decreasing, this implies
point (ii). We prove it by induction ont: considerz ≤ z′

if X
t(z) ≤ X

t(z′) then by (9) we haveX
t+1(z)
z

≥ X
t+1(z′)
z′

and if X
t(z)
z

≥ X
t(z′)
z′ then again by (9), we haveXt+1(z) ≤

X
t+1(z′).

We consider now the case whereG is a tree. For any
directed edgeu → v, we defineTu→v as the subtree containing
u andv and obtained fromG by removing all incident edges
to v except the edgeuv. A simple computation shows that

µz
Tu→v

(Buv=1)

µz
Tu→v

(Buv=0)
=

z

1 +
∑

w∈∂u\v

µz
Tw→u

(Bwu=1)

µz
Tw→u

(Bwu=0)

.

This directly implies that for a finite tree,Yu→v(z) =
µTz

u→v(Buv=1)

µTz
u→v(Buv=0)

. Then a simple computation shows that

µz
G(Buv=1)

µz
G(Buv=0)

= z


1 +

∑

w∈∂u\v

Yw→u(z)




−1

×


1 +

∑

w′∈∂v\u

Yw′→u(z)




−1

=
Yu→v(z)Yv→u(z)

z
= Yu→v(z)Rv→u(Y(z)),

which directly implies (5).

B. The zero temperature limit

In order to compute the matching number, we must letz
tend to infinity in Y(z) = zRG(Y(z)). Iterating once this
recursion, we getY(z) = zRG(zRG(Y(z))). Note that we
have for anyz > 0,

zRu→v(zX) =
1

z−1 +
∑

w∈∂u\v Xw→u

Hence we can define for anyX ∈ (0, 1]
−→
E , QG(X) =

limz→∞ ↑ zRG(zX) ∈ (0,∞]
−→
E by its local update rule:

Qu→v(X) =
1∑

w∈∂u\v Xw→u

, (11)

with the conventions1/0 = ∞ and the sum over the empty
set equals zero (in particular, ifu is a leaf of the graphG,
thenQu→v(X) = ∞).

By point (ii) of Proposition 1, we can definelimz→∞ ↑

Y(z) = Y ∈ [0,∞]
−→
E and limz→∞ ↓ Y(z)

z
= X ∈ [0, 1]

−→
E .

Then, we have

X = RG(Y) and,Y = QG(X), (12)

provided we can extend the mapsRG andQG continuously
from their respective domains[0,∞)

−→
E and (0, 1]

−→
E to their

compactifications[0,∞]
−→
E and [0, 1]

−→
E respectively. This can

be done easily as follows: if there existsw ∈ ∂u\v with
Yw→u = ∞, then we setRu→v(Y) = 0; and if Xw→u = 0
for all w ∈ ∂u\v, then we setQu→v(X) = ∞.

Lemma 1. Let limz→∞ ↑ Y(z) = Y ∈ [0,∞]
−→
E . ThenY is

the smallest solution to the fixed point equationY = QG ◦
RG(Y).

Proof: Let Z = QG ◦ RG(Z). For any z > 0, we
have for anyX ∈ [0, 1]

−→
E , zRG(zX) ≤ QG(X) so that an



easy induction implies thatX2t(z) ≤ Z whereX2t(z) is the
sequence defined in the proof of Proposition 1. Letting firstt
and thenz tend to infinity, allows us to conclude.

Note that thanks to (7), we can extend the functionsDv(Y)

continuously on[0,∞]
−→
E by settingDv(Y) = 1 as soon as

there existsY−→e = ∞ for −→e ∈ ∂v. To summarize, we have for
eachv ∈ V ,

lim
z→∞

Dv(Y(z)) = Dv(Y) ≤ 1, (13)

whereY is the smallest solution to the fixed point equation
Y = QG ◦ RG(Y) that can be written as:

Yu→v =
1∑

w∈∂u\v
1

1+
∑

w′∈∂w\u Yw′→w

, (14)

with the conventions1/0 = ∞ and 1/∞ = 0 and the sum
over the empty set equals zero.

Lemma 2. We have for anyY ∈ [0,∞]
−→
E and v ∈ V ,

Dv(Y) =
∑

−→e ∈∂v

Y−→e R−−→e (Y)

1 + Y−→e R−−→e (Y)
1 (Y−→e < ∞)

+1 (∃−→e ∈ ∂v, Y−→e = ∞) , (15)

where the first sum on the right-hand side should be understood
as a sum over−→e ∈ ∂v with Y−→e < ∞.

Proof: We only need to conside the case where there
exists−→e ∈ ∂v such thatY−→e = ∞. By the discussion before
the lemma, we have in this caseDv(Y) = 1. Hence we need to
prove that the first term in the right-hand side of (15) vanishes.
This follows form the following fact: let−→e ′ ∈ ∂v\−→e , then
Y−→e = ∞ implies thatR−−→e ′(Y) = 0.

Given a set of{0, 1}-valued messagesI, we define a new
set of{0, 1}-valued messages by:

Ju→v = 1



∑

ℓ∈∂u\v

Iw→u = 0


 ,

with the convention that the sum over the empty set equals
zero. We denote byPG the mapping sendingI to J = PG(I)
and as above,P−→e denotes the local update rule. For the
messagesY ∈ [0,∞]

−→
E (resp. X ∈ [0, 1]

−→
E ) defined in

(12), we define the{0, 1}-valued messagesIY (resp.IX ) by
IYu→v = 1(Yu→v = ∞) (resp. IXu→v = 1(Xu→v > 0). It
follows directly from (12) and the definitions above that

I
Y = PG(I

X), and,IX = PG(I
Y ). (16)

We now show that for any finite graphG, the right-hand
term in (8) is a function ofIX and I

Y only. Note that the
equality in (8) is only valid for finite trees and that in this case,
the fixed point equation (16) has a unique solution. However,
we will see in Section III-B that this is not anymore true for
infinite trees and this multiplicity of solutions is relatedto the
absence of correlation decay. In the rest of this section, wewill
consider any finite graphG (i.e. the analysis is not restricted
to trees). In such case, the fixed point equation (16) has always
a solution and might have several solutions (as in the simple
case of the cycleC3).

For any Y ∈ [0,∞], we defineI(Y ) = 1(Y = ∞)
and still denote byI the function acting similarly on vectors
componentwise, i.e. ifI = I(Y) thenI−→e = I(Y−→e ). We define
for eachv ∈ V andI ∈ {0, 1}

−→
E ,

Fv(I) = 1 ∧
∑

u∈∂v

Iu→v + 1

(
∑

u∈∂v

Pu→v(I) ≥ 2

)
, (17)

wherea ∧ b = min(a, b).

Lemma 3. For Y ∈ [0,∞]
−→
E , we defineY′ = QG ◦ RG(Y).

If Y′ ≤ (resp.≥) Y, then
∑

v∈V

Dv(Y) ≥ (resp.≤)
∑

v∈V

Fv(I(Y)).

Proof: SupposeY′ ≤ Y, then using Lemma 2, we get

∑

v

Dv(Y) ≥
∑

−→e ∈
−→
E

Y ′
−→e
R−−→e (Y)

1 + Y ′
−→e
R−−→e (Y)

1
(
Y ′
−→e < ∞

)

︸ ︷︷ ︸
A

+
∑

v∈V

1 (∃−→e ∈ ∂v, Y−→e = ∞) .

For the first termA, denoteX = RG(Y) so thatY′ =
QG(X).Then we have

A =
∑

−→e ∈
−→
E

Q−→e (X)X−−→e

1 +Q−→e (X)X−−→e

1 (Q−→e (X) < ∞)

=
∑

−→e ∈
−→
E

Q−−→e (X)X−→e

1 +Q−−→e (X)X−→e

1
(
Q−−→e (X) < ∞

)

=
∑

v∈V

∑

−→e ∈∂v

X−→e Q−−→e (X)

1 +X−→e Q−−→e (X)
1
(
Q−−→e (X) < ∞

)

︸ ︷︷ ︸
Bv

.

We now prove that

Bv = 1


 ∑

−→e ∈∂v

1(X−→e > 0) ≥ 2


 . (18)

Indeed if∃w 6= w′ both in ∂v with Xw→vXw′→v > 0, then
we have0 < Q−−→e (X) < ∞ for all −→e ∈ ∂v, so that in this
case we have

Bv =
∑

−→e ∈∂v

X−→e

Q−−→e (X)−1 +X−→e

= 1.

Note now that ifBv > 0, there must exists−→e ∈ ∂v such
that X−→e > 0 and Q−−→e (X) < ∞ and this last constraint
implies that there exists−→e ′ 6= −→e ∈ ∂v with X−→e ′ > 0 and we
finished the proof of (18). Hence we obtain

∑

v

Dv(Y) ≥
∑

v∈V

1


 ∑

−→e ∈∂v

1(X−→e > 0) ≥ 2




+
∑

v∈V


1 ∧

∑

−→e ∈∂v

I(Y−→e )


 .



We are now ready to state our first main result for finite
graphs:

Proposition 2. For any finite graphG, we have
∑

v∈V

Dv(Y) = lim
z→∞

∑

v∈V

Dv(Y(z)) = inf
I

∑

v∈V

Fv(I),

where the infimum is over the solutions ofI = PG ◦ PG(I).

Proof: Let Y = limz→∞ ↑ Y(z) and recall that we
denotedIY = I(Y) so that IY = PG ◦ PG(I

Y ) by (16).
By Lemma 3 and (13), we have

lim
z→∞

∑

v∈V

Dv(Y(z)) =
∑

v∈V

Dv(Y) =
∑

v∈V

Fv(I
Y ).

We need to prove thah ifI = PG ◦ PG(I) then we have∑
v Fv(I) ≥

∑
v∈V Dv(Y). For any suchI, we defineW0 as

follows:

W 0
−→e =

{
∞ if I−→e = 1
0 otherwise.

Then let Wk+1 = QG ◦ RG(W
k) for k ≥ 0. A simple

induction shows thatI(Wk+1) = PG ◦ PG(I(W
k)) = I for

all k ≥ 0. In particular,W0 ≤ W
1 and again by induction,

we see that the sequence{Wk}k is non-decreasing and we
denote byWI its limit. Applying Lemma 3 toWk, we get

∑

v∈V

Dv(W
k) ≤

∑

v∈V

Fv(I).

Taking the limitk → ∞, we obtain
∑

v∈V

Dv(W
I) ≤

∑

v∈V

Fv(I)

MoreoverY being the smallest solution to the fixed point
equationY = RG ◦ RG(Y), we haveY ≤ W

I and using
the fact thatDv is increasing, we get

∑

v∈V

Dv(Y) ≤
∑

v∈V

Dv(W
I) ≤

∑

v∈V

Fv(I),

which concludes the proof.

C. From trees to general graphs

As far as matching number is concerned, our results so far
allow us to compute it for trees only by combining (8) and
Proposition 2. Indeed ifG is a finite tree, it is simple to see
that the solution toI = PG ◦ PG(I) is the unique solution to
I = PG(I) so that we finally have:

ν(G) =
∑

v∈V

1

(
∑

u∈∂v

Iu→v ≥ 2

)
+

1

2
1

(
∑

u∈∂v

Iu→v

)
,

whereI is the unique solution toI = PG(I). We now consider
the more general case of bipartite graphs. Adapting the proof
of Lemma 3 allows us to get the first part of the following
proposition. The second part of the proposition does not follow
directly from our analysis and its proof relies on König-Hall
min-max Theorem and can be found in [9] (see Theorem 1).

Proposition 3. For any finite bipartite graphG = (U, V,E),
we have

∑

u∈U

Du(Y) = inf
I=PG(I)

{
∑

u∈U

1

(
∑

v∈∂u

Iv→u ≥ 1

)

+
∑

v∈V

1

(
∑

u∈∂v

Pu→v(I) ≥ 2

)}
, (19)

and ν(G) =
∑

u∈U Du(Y).

We end this section by a result of Godsil [10] allowing to
reduce the computation of the matching number of any graph
to computations on trees (these results are not needed for the
sequel but help to put them into perspective). We recall God-
sil’s notion of thepath-treeassociated with a rooted graphG:
if G is any rooted graph with rootv, we define its path-treeTG

as the rooted tree whose vertex-set consists of all finite simple
paths starting at the rootv; whose edges are the pairs{P, P ′}
of the form P = v1 . . . vn, P ′ = v1 . . . vnvn+1(n ≥ 1);
whose root is the single-vertex pathv. By a finite simple path,
we mean here a finite sequence of distinct verticesv1 . . . vn
(n ≥ 1) such thatvivi+1 ∈ E for all 1 ≤ i < n. It is
well-known since Godsil’s result [10] that path-trees capture
considerable information about matchings in general graphand
are easier to work with than the graph itself. For a rooted graph
[G, v], let T[G,v] be the associated path-tree. The eventv is
uncovered is equal to

∑
e∈∂v Be = 0.

Proposition 4. For any finite graphG, we have for anyz > 0,

µz
G(v uncovered) =

1

1 +
∑

u∈∂v Y
v
u→v(z)

,

whereYv = zRT[G,v]
Y

v. As a consequence, we haveν(G) =∑
v∈V

1−xv

2 , with xv =
(
1 +

∑
u∈∂v Y

v
u→v

)−1
andY

v is the
smallest solution toY = QT[G,v]

◦ RT[G,v]
(Y).

Note that our results in previous section show that all
quantities are well-defined in the statement of this proposition.
Such results have been used to obtain counting algorithm
for matchings [11] and sublinear-time algorithms [12]. Note
however that Proposition 2 does not apply as eachY

v is
computed on a different tree.

III. M ATCHINGS ON INFINITE TREES

As explained above, an analysis on (path-)trees allows us
to capture most of the information about matchings. In the rest
of this paper, we will deal with sequences of graphs with size
diverging to infinity and compute the asymptotics for their
matching numbers. As shown in [2], [5], this computation
can be done using the local weak convergence of graphs and
then interpreting the Gibbs distribution (1) on infinite trees.
As explained in [6], the analysis made in previous section
extends tounimodular trees [8]. Note in particular that the
operatorsRG, QG or PG extend to infinite graphs. Given the
applications we have in mind, we will here restrict ourselves
to multi-type Galton-Watson trees (GWT).

A. Random bipartite graphs and Multi-type Galton-Watson
trees

We start by describing a simple ensemble of bipartite
graphs between variable and function nodes, which we call



GN = G(N,Λ,Γ), whereN is the number of variable nodes,
Λ(x) =

∑
d≥0 Λdx

d is the variable-node degree distribution
and Γ(x) =

∑
d≥0 Γdx

d is the function-node degree distri-
bution. The number of function nodes isM = Nα with
α = Λ′(1)

Γ′(1) . We refer to [13] Chapter 9.2 for more details.

The following result was first proved in [2].

Proposition 5. For a sequence of graphsGN = G(N,Λ,Γ),
whereΛ andΓ are fixed and withM function nodes, we have

1

M
ν (GN ) → min

x∈[0,1]
F (x),

where

F (x) = 1− Γ

(
1−

Λ′(1− x)

Λ′(1)

)

+
Γ′(1)

Λ′(1)
(1− Λ(1− x)− xΛ′(1− x)) .

We will not give a full proof of this result and refer to [6]
for a proof which extends the analysis made in Section II. The
general idea is first to show that the random graphs considered
are locally tree-like and converge to multi-type Galton-Watson
trees. Using the branching property of the GWT, the recursion
(16) simplifies into a recursive distributional equation (RDE):

I
d
= 1




N Λ̂∑

i=1

Ji


 , J

d
= 1




N Γ̂∑

i=1

Ii


 , (20)

whereI, I1, . . . are i.i.d. Bernoulli random variables with pa-
rameterpI , J, J1, . . . are i.i.d. Bernoulli random variables with
parameterpJ andN Λ̂, N Γ̂ are independent random variables
with the edge-perspective degree profiles:Λ̂(x) = Λ′(x)

Λ′(1) and

Γ̂(x) = Γ′(x)
Γ′(1) . Taking expectation in (20), we get

pI = Λ̂(1− pJ), pJ = Γ̂(1− pI). (21)

Now in order to compute the limit1|U|

∑
u∈U Du(Y) in (19)

(where U is the set of function nodes and|U | = αN ),
we replace the operations1|U|

∑
u∈U (.) and 1

|V |

∑
v∈V (.) by

expectations so that we get:

lim
N→∞

1

|U |

∑

u∈U

1

(
∑

v∈∂u

Iv→u ≥ 1

)
= P




NΓ∑

i=1

Ii ≥ 1




= 1− Γ(1− pI),

whereNΓ is distributed asΓ andI1, I2, . . . are i.i.d. Bernoulli
r.v. with parameterpI ; and

lim
N→∞

1

|U |

∑

v∈V

1

(
∑

u∈∂v

Pu→v(I) ≥ 2

)

=
1

α
P




NΛ∑

i=1

Ji ≥ 2


 = 1− Λ(1− pJ)− pJΛ

′(1− pJ ),

whereNΛ is distributed asΛ andJ1, J2, . . . are i.i.d. Bernoulli
r.v. with parameterpJ . Summing these two terms and using
the expressionpI = Λ̂(1 − pJ), we obtainF (pJ) as defined

in Proposition 5 withpJ solution of the fixed point equation
(21). Now differentiatingF (x), we obtain:

F ′(x) = −
Γ′(1)

Λ′(1)
Λ′′(1− x)

(
Γ̂
(
1− Λ̂(1− x)

)
− x
)
.

We see that any local minimum ofF must satisfy the fixed
point equation (21) so that the expression simplifies to the one
given in Proposition 5.

B. Correlation decay forz → ∞

In this section, we show that the uniform distribution
over maximum matchings will not have the correlation decay
property even for simple GWT and explain why standard
techniques cannot be applied.In this section, the sequence
(Gn = (Vn, En))n∈N is a sequence of finite graphs whose
local weak limit is a GWT with degree distributionΛ with
finite first moment (i.e. there is no typeΓ = Λ).

For any finite graphG, the leaf removal algorithm proceeds
as follows: start with the empty matching and then as long as
there is a pendant edgee = (u, v) with u of degree one,
add this edge to the matching and remove the edgee and
all its adjacent edges from the graph. The algorithm stops
when there is no more pendant edge. The graphG is thus
simplified into a sub-graph with only isolated vertices, matched
pairs and a so-called core denoted byC(G) with minimum
degree at least2. LetLR(G) be the number of isolated vertices
produced by the leaf-removal algorithm onG. As explained
in [14], there exists a maximum matching containing the
matched pairs produced by the leaf-removal algorithm. Hence
in this maximum matching, theLR(G) isolated vertices will
be exposed and we get the bounds:

LR(G) ≤ 1− 2ν(G) ≤ LR(G) + |C(G)|.

It is clear that these bounds will be tight if we can prove
that |C(Gn)|/|Vn| → 0. We now relate this condition to a
simple RDE. The analysis of the leaf-removal algorithm has
been done in [14, Section 4] (see also [15, Proposition 15] for
a more closely related framework). The idea is to analyze the
leaf-removal step by step where in one step, all the pendant
edges of the current graph are removed. We denote byGk the
graph obtained afterk steps. We now put labels on the vertices.
First, all isolated vertices ofG are of typeL. After k ≥ 0 steps,
for all the pendant edgese = (u, v) of Gk with u of degree
one inGk andv of degree at least2, we say thatu is of type
L (a leaf ofGk) andv is of typeN (v will be covered, i.e. not
exposed). All the pendant edgese = (u, v) of Gk with both
u andv of degree one inGk are of typeP (they are paired).
Let Lk(G) (resp.Nk(G), Pk(G)) denote the sets of vertices of
typeL (resp.N,P ) afterk steps. Then the number of isolated
vertices produced by the leaf-removal algorithm afterk steps
is given byLRk(G) = |Lk(G)| − |Nk(G)| and we have the
bounds:

|C(G)| ≤ |V | − |Lk(G)| − |Nk(G)| − |Pk(G)|. (22)

The computations of the limitslimn
|Lk(Gn)|

|Vn|
, limn

|Nk(Gn)|
|Vn|

andlimn
Pk(Gn)
|Vn|

can be done thanks to a simple analysis on the
limiting tree. Consider a GWT; for anyv children of the root◦,
let pk (resp.qk) be the probability thatv is of typeL (resp.N )
after k-steps of the leaf-removal algorithm. By constructionv



is of typeN after k steps if and only if one of its children is
of type L after k steps, hence we haveqk = 1 − Λ̂(1 − pk).
Similarly, v is of type L after k steps if and only if all its
children are of typeN afterk− 1 steps, hencepk = Λ̂(qk−1).
Hence for allk ≥ 1, we havepk = Λ̂(1 − Λ̂(1 − pk−1))
andp0 = 0. Sincex 7→ Λ̂(1− Λ̂(1−x)) is non-decreasing,pk
converges top, the smallest solution to the fixed point equation
x = Λ̂(1− Λ̂(1 − x)) andqk converges toq = 1− Λ̂(1 − p).
A careful analysis (done in [15, Proposition 15]) shows that

P(◦ ∈ Lk) = Λ(qk−1) + (1− qk−1 − pk)Λ
′(qk−1),

P(◦ ∈ Nk) = 1− Λ(1− pk)− pkΛ
′(qk−1),

P(◦ ∈ Pk) = pkΛ
′(qk−1),

and a simple coupling argument shows that these quantities
correspond tolimn

|Lk(Gn)|
|Vn|

, limn
|Nk(Gn)|

|Vn|
and limn

|Pk(Gn)|
|Vn|

respectively.

We consider the case where the fixed point equationx =
Λ̂(1−Λ̂(1−x)) has a unique solution, namelyp = p∗ wherep∗

is the unique solution to the fixed point equationx = Λ̂(1−x).
In this case, we haveq = 1− p so that by (22), we get

lim
n→∞

ν(Gn)

n
= 1− Λ(1− p∗)−

p∗

2
Λ′(1− p∗). (23)

Indeed if p = p∗, then p∗ is the unique minimum of the
functionF defined in Proposition 5 and (23) is in accordance
with Proposition 5. In words, the leaf-removal algorithm leaves
a core of sizeo(n) and produces a maximum matching on the
complementary part of the core.

We now consider the case, wherep < p∗. In this case, we
need to consider the RDE associated to the fixed point equation
Y = QG ◦ RG(Y) see (14). This RDE has been solved in
[15, Theorem 8]. In particular, ifminx∈[0,1] F (x) = F (p)
whereF is defined in Proposition 5, then this RDE has a
unique solution. In this case, the correlation decay still holds
and a standard coupling argument similar as described above
is sufficient to compute the limit of the matching number.
In words, in this case, although the size of the core is
macroscopic, we see that the number of uncovered vertices
on the core iso(n).

As soon asminx∈[0,1] F (x) < F (p), there exists no
(almost) perfect matching on the core and the correlation decay
property fails. The introduction of the measure (1) allows us to
find the right solution to the RDE by lettingz tend to infinity.

IV. A PPLICATION: IRREGULAR XORSAT

In this section, we consider the XORSAT decision problem
(see Chapter 18 in [13]). An instance is given by a pair(H, b),
whereH is a M ×N binary matrix andb is a binary vector
of sizeM . The XORSAT decision problem requires to answer
the question: does there exist a solution to the linear system
Hx = b, i.e. doesb belongs to the image ofH?

The following lemma will allow us to make a connection
between this problem and our result for matchings. We in-
terpret the matrixH as the biadjacency matrix of a bipartite
graph withM function nodes andN variable nodes and an
edge between variable nodei and function nodea iff Hia = 1.
We define the binary rankrk2(H) as the rank calculated over
GF (2).

Lemma 4. LetG be the bipartite graph associated toH, then
we haverk2(H) ≤ ν(G).

Proof: Note that for anyk × k submatricesS of H, we
have inGF (2), det(S) =

∑
σ∈Σk

∏k
i=1 Si,σ(i), so that we can

havedet(S) > 0 only if there exists a perfect matching in the
subgraph corresponding toS. The result follows from the fact
that there exists ark2(H)× rk2(H) non-singular submatrix of
H.

We will consider random large instance of the XORSAT
problem. We chooseb uniformly at random so that for a given
H, the probability thatb belongs to the image ofH is simply
2rk2H−M . We denote byH(N,Λ,Γ) the biadjacency matrix of
the graphG(N,Λ,Γ).

Corollary 1. Consider a random XORSAT instance
(H(N,Λ,Γ), b) then the probability for this instance to
be satisfiable goes to zero asN tends to infinity as soon as
maxx∈[0,1]H(x) > 0, where

H(x) = Γ

(
1−

Λ′(1 − x)

Λ′(1)

)

−
Γ′(1)

Λ′(1)
(1− Λ(1− x)− xΛ′(1− x))

We actually conjecture that

Conjecture 1. We have asN tends to infinity

rk2(H(N,Λ,Γ))− ν(G(N,Λ,Γ)) = o(N). (24)

This conjecture is known to hold in the particular ofk-
XORSAT, whenΛ is a Poisson distribution andΓ is determin-
istic equals tok [16], [17] (see also [3] and [4]). Indeed it is
easy to see that whenG is a finite tree, there is equality in
Lemma 4 and (24) has been proved if one replacesrk2 by the
(regular) rankrk [15].

We end our paper with a numerical example illustrating
Corollary 1. We consider a case where all function nodes
or variable nodes can have degrees3 or 15 only. More
precisely, the variable-node degree distribution isΛ(x) =
4
5x

3 + 1
5x

15 and the function-node degree distribution is
Γ(x) = bx3 + (1 − b)x15 with b = 5/4 − 9/(20α) where
α = M/N is the ratio of the number of clauses to the
number of variables. Asα increases, the number of constraints
increases and the XORSAT problem becomes less likely to be
satisfiable. Applying Corollary 1, we find that forα > α∗,
the random XORSAT instance becomes non-satisfiable with
0.963025298 < α∗ < 0.963025299 (see Figure 1). It is
interesting to note thatα∗ < 1 so that the number of
variables is (much) larger than the number of clauses but still
the instance is not satisfiable. If Conjecture 1 is true, then
α∗ should be the threshold for satisfiability of this random
XORSAT problem.

A. 1RSB computation at zero temperature

In this section, we follow the non-rigorous approach made
in Section 19.3 of [13]. Indeed points (a) and (b) of Exercise



Fig. 1. Functionx 7→ H(x) for α = 0.98; 0.97; 0.96; 0.95; 0.94

19.4 is an easy extension of the computation made in the
section 19.3 and tells us that the complexity is given by:

Σtot = 1−
Λ′(1)

Γ′(1)
Γ

(
1−

Λ′(1 − x)

Λ′(1)

)
− Λ(1− x)− xΛ′(1− x)

where x solves x = Γ̂
(
1− Λ̂(1− x)

)
. It is claimed in

Exercise 19.4 [13], that the relevant solution isx = 1 but
this claim cannot be correct in such generality. If this was the
case, we would haveΣtot = 1 − Λ′(1)

Γ′(1) = 1 − α and then
XORSAT would be satisfiable with high probability as long
as α < 1 contradicting Corollary 1. This suggests a picture
quite different from what is described in [13]. We describe it
for our example with degrees3 and 15. First assuming that
our conjecture is correct, the satisfiability threshold should be
αS = α∗ so that

Σtot =

{
1− α for α < α∗

0 otherwise.

Note in particular, that the complexityΣtot is ’discontinuous’
at α∗.
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