
Deep-Learning Do-It-Yourself



What is machine learning? What is data science?

The process of learning from data ?



What is machine learning? What is data science?

Not so clear…



Supervised Un-Supervised

Simpler question: what do machine learning people do?

Regression Generative modelsClassification Clustering



Supervised Classification & Regression

Goal: Find a function that outputs the right class/value for an object
~x

{~x1, ~x2, ~x3, . . . , ~xn}Labeled data:
~x 2 Rd

fW (~x)

{y1, y2, y3, . . . , yn}{ y 2 R or y 2 N

Given a dataset with label, find a function that can assign labels to new unlabelled data

ClassificationRegression



Cats vs dogs classification

? 0 = dog 
1 =  cat



MNIST dataset classification

? 0,1,2,3,4,5,6,7,8,9



Regression: predicting house price



Medical applications for regression



Medical applications for classification
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news & views

The goal of machine learning, broadly 
speaking, is to design a computer code 
— the eponymous machine — capable 

of discovering meaningful structure in 
data. The last decade saw a game-changing 
revolution unfold in this field: with the 
development of deep neural networks1, 
tasks that were considered inaccessible to 
automated learning became possible. This 
prompted fierce competition in the artificial 
intelligence market, but it also brought 
promise to many areas of data-intensive 
fundamental science — with physics being 
no exception. Current machine-learning 
systems are not yet able to divine the laws of 
general relativity from planetary data, but 
they are able to reliably recognize human 
faces, detect objects in photographs and even 
beat world champions of Go2. And now, 
writing in Nature Physics, two groups have 
used artificial neural networks to recognize 
different phases of matter and localize 
associated phase transitions3,4.

Juan Carrasquilla and Roger Melko3 
used a type of neural network commonly 
used to classify images. To illustrate how it 
works, consider a set of images of cats and 
dogs, each labelled 1 or 0, respectively. The 
network then uses this set and the labels to 
construct a function that takes pixels of each 
image as an input and returns an output of 
1 for cats and 0 for dogs. If this function 
is later given a previously unseen image, it 
should return an output corresponding to the 
presence of a dog or cat in the new image. In 
Carrasquilla and Melko’s study the labels dog 
and cat were replaced by the low-temperature 
phase and high-temperature phase of a 
condensed-matter model. The training set 
was not given by pixels of an image, but by 
an equilibrium configuration of the model 
obtained from Monte Carlo simulations. 
In another paper, Evert van Nieuwenburg 
and co-workers4 showed that if the set of 
configurations can be ordered on a line — 
representing the temperature, for example — 
then these phases can be learned without 
even knowing the labels. Both works offer an 
exciting perspective on studying unexplored 
phases of matter and phase transitions in 
systems with unknown order parameters.

It should be 
stressed that saying 

one applied machine learning 
to a given problem is about as generic as 
saying that one used numerical simulations. 
It is clear to every researcher in physics 
that there are many kinds of numerical 
simulations. Depending on the system and 
the question of interest, it requires insight 
and experience to find the right numerical 
simulation and carry it out with sufficient 
care in order to be able to truly advance 
our understanding of a given problem. The 
same is true for applications of tools of 
machine learning.

A wide range of tools stemming from 
machine learning have recently been used 
in physics-related studies. Carrasquilla 
and Melko represented phases of matter 
with a two-layer feed-forward neural 
network. They also showed that in some 
cases, including Ising lattice gauge theory, 
this architecture fails, and instead a 
convolutional neural network succeeds. 
Van Nieuwenburg et al. used a similar 
two-layer feed-forward neural network, but 
showed that a much more basic method 
of principal component analysis succeeds 
in some of the examples. A different 
application of machine learning in physics 
aims at reducing the dimension of a Hilbert 
space by representing the wavefunction 
using a restricted Boltzmann machine, with 
weights obtained through reinforcement 

learning5. Another 
group recently showed 

that a support vector machine can 
be used to classify which particles 
in a glassy system are susceptible to 
rearrangement6. Decision forests have been 
used to classify metals from insulators 
based on the hybridization function, 
combined with kernel ridge regression 
to predict correlation functions in many-
body physics7. For the quantum systems 
considered by van Nieuwenburg et al., 
the neural network was trained on the 
entanglement spectrum instead of directly 
on the wavefunction. This is a type of data 
preprocessing that was exploited in another 
recent study predicting the quantum 
energies of molecules, using sparse linear 
regression on approximated electron 
densities after preprocessing with the 
so-called scattering transform8.

Clearly, this new trend brings with it 
a host of machine-learning terms that 
an average physicist encounters only 
very rarely. We can, however, anticipate 
that soon all these terms will be taught 
in undergraduate physics along with 
Monte Carlo methods and the Fourier 
transform. When it comes to a new set 
of tools, it is not only important for the 
physics community to learn about them, 
but also for it to build an intuition and 
understanding of which of the tools are 
applicable to which question and system. 
Machine learning is not a magic box — in 
order to be valuable in physics its results 
need to be interpreted and validated. So 
far the first studies have opened up a set 

MACHINE LEARNING

New tool in the box
A recent burst of activity in applying machine learning to tackle fundamental questions in physics suggests that 
associated techniques may soon become as common in physics as numerical simulations or calculus. 

Lenka Zdeborová

Machine learning

A new tool in the box!







Supervised Un-Supervised

What are the task solved by machine learning people?

Regression Generative modelsClassification Clustering

Most data are actually unlabelled!



Un-Supervised Clustering

Find « groups » in unlabelled datas



Un-Supervised Clustering

https://challengedata.ens.fr/en/home



Un-Supervised Clustering



Un-Supervised Generative models
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Many applications to generative models

https://medium.com/@Synced/generative-face-completion-cfa85cc4e835

Cleaning data: image completion



Many applications to generative models



Supervised problems

Let’s introduce some of the machine learning vernacular…

Today’s lesson



Goal: Find a function that outputs the right class/value for an object
~x

{~x1, ~x2, ~x3, . . . , ~xn}Labeled data:
~x 2 Rd

Supervised machine learning

W 2 Rp

fW (~x)

Ideal : Find                  such that the prediction error is minimal among all unseen vectors 

{y1, y2, y3, . . . , yn}{ y 2 R or y 2 N

has many parameters, denoted W 2 Rp
fW (~x)

fW (~x)



Goal: Find a function that outputs the right class/value for an object
~x

{~x1, ~x2, ~x3, . . . , ~xn}Labeled data:
~x 2 Rd

Supervised machine learning

W 2 Rp

fW (~x)

{y1, y2, y3, . . . , yn}{ y 2 R or y 2 N

has many parameters, denoted W 2 Rp
fW (~x)

Instead : Find                  such that the prediction error is minimal among all vectors in the dataset

Ideal : Find                  such that the prediction error is minimal among all unseen vectors 
fW (~x)

fW (~x)



Example for cats and dog  classification

Ideally: find a function 

fW (~x)

That minimise the error on 
all possible images of cats 

and dogs!

Define the loss as 
loss(FW (.), ~xi, yi) = (FW (~xi)� yi)

2

Cannot do this: I do not have access to ALL images in the 
universe, and most of them are not labeled anyway

We want to minimise the 
population risk defined as R

pop

(FW (.)) = E
population

(FW (~x)� y)2



Example for cats and dog  classification

Define the loss as 
loss(FW (.), ~xi, yi) = (FW (~xi)� yi)

2

We are actually minimizing the wrong function (but we have no choice)

Instead: find a function 

fW (~x)

That minimise the error on 
the images on the dataset

We want to minimise the 
empirical risk defined as Rempirical(FW (.)) =

1

N

datasetX

i

(FW (~xi)� yi)
2



The workhorse: Empirical Risk Minimisation

Rempirical(W ) =
1

N

datasetX

i

`(W, (~xi), yi)

R
population

(W ) = E`(W, (~x), y)

Minimize

Rationale: it should be close to 



Questions?

Statistics: How close is the empirical risk to the population risk ?

Computational: How do we minimise the empirical risk?



Statistics: How close is the empirical risk to the 
population risk ?

Generalization bound
Theorem (Vapnik, Chervonenkis, 1968; . . . )
Under conditions [omitted], with high probability

VCd dimension = capacity of your classifier

supW2✓|Remp

n (W )�Rpop

(W )|  Cst

r
V C log n

n

Error on 
 unseen data = Error on 

 training data +

Additional term
Decay with number of training sample
Increase with complexity of function f

Generalisation error

{

Training error

{



Statistics: How close is the empirical risk to the 
population risk ?

Those results are cool and beautiful, 
but they have no practical 
consequence. No one uses 
generalization bounds.

Error on 
 unseen data = Error on 

 training data +

Additional term
Decay with number of training sample
Increase with complexity of function f

Generalisation error

{

Training error

{
Yann LeCun, Facebook IA 



In practice

* Training set: used to train the classifier 
* Validation set (optional): choose between different methods, finite-tune parameters, 
* Testing set: predict the generalization error

No cheat: do not use the test set to train your algorithm!

Divide the labelled set into training, validation and testing sets



No cheat: do not use the test set to train your algorithm!



Questions?

Statistics: How close is the empirical risk to the population risk ?

Computational: How do we minimise the empirical risk?



Computational: How do we minimise the empirical risk?

Example 1: binary classification with the perceptron (Rosenblath 1958)

W W



Computational: How do we minimise the empirical risk?

Example 2: Multi-layered networks)

W

W; W,



Minimising the cost function by gradients descent

~✓t+1 = ~✓t � �rR(~✓t)

~

✓

t+1 = ~

✓

t � �

X

i

1

N

rl(~✓t; ~xi, yi)

Standard (or "batch") gradient descent 

Compute the gradient by averaging the derivative of the loss is the entire training set

If γ small enough, converge to a (possible local) minima



Minimising the cost function by gradients descent

~✓t+1 = ~✓t � �rR(~✓t)

~

✓

t+1 = ~

✓

t � �

X

i

1

N

rl(~✓t; ~xi, yi)

Standard (or "batch") gradient descent 

Compute the gradient by averaging the derivative of the loss is the entire training set

If γ small enough, converge to a (possible local) minima



Minimising the cost function by gradients descent

~✓t+1 = ~✓t � �rR(~✓t)

If γ small enough, converge to a (possible local) minima

Stochastic (or « mini-batch") gradient descent 

Compute the gradient by averaging the derivative of the loss in a mini-batch 

1) Divide the training set into P batch of size  B
2) For each batch, do

~

✓

t+ 1
P = ~

✓

t � �

X

i in mini batch

1

B

rl(~✓t; ~xi, yi)

3) One « epoch » (t->t+1) means running the algorithm through all mini-
batches

https://en.wikipedia.org/wiki/Gradient_descent


Why Mini-batch gradient descent? 

~

✓

t+ 1
P = ~

✓

t � �

X

i in mini batch

1

B

rl(~✓t; ~xi, yi)

	•	The model update frequency is higher than batch gradient descent:                  
faster and memory efficient  (often nothing else is actually possible) 

	  
•	 Effective noise in the dynamics helps optimization/regularization: works better 

than full batch minimisation in practice 



Many mini-batch algorithms 
(but we shall discuss them later)



That’s all for today

Supervised learning

Empirical risk minimisation

Training, Validation, and Test sets

Gradient descent

Mini-batch Gradient descent


