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Abstract

Modeling person interactions with their surroundings
has proven to be effective for recognizing and localizing
human actions in videos. While most recent works focus
on learning short term interactions, in this work, we con-
sider long-term person interactions and jointly localize ac-
tions of multiple actors over an entire video shot. We con-
struct a graph with nodes that correspond to keyframe ac-
tor instances and connect them with two edge types. Spa-
tial edges connect actors within a keyframe, and temporal
edges connect multiple instances of the same actor over a
video shot. We propose a Graph Neural Network that ex-
plicitly models spatial and temporal states for each person
instance and learns to effectively combine information from
both modalities to make predictions at the same time. We
conduct experiments on the AVA dataset and show that our
graph-based model provides consistent improvements over
several video descriptors, achieving state-of-the-art perfor-
mance without any fine-tuning.

1. Introduction

Understanding human actions involves analyzing how a
group of people interact with each other over a period of
time. People are often motivated by a goal, and their actions
at any time may depend on their previous actions as well as
actions of other people around them. For instance, a per-
son entering their home usually follows this sequence: first
opens the door, enters, and then closes it; actions such as
handshake or kiss require two people; or in a conversation
where someone is talking, other people are (hopefully) lis-
tening. Fig. 1 presents how a scene between two characters
evolves over time. We see that a woman enters the kitchen,
prepares a drink and walks along with a man before sharing
a drink.

The range of human activities is fairly complex and is
best presented as a hierarchy. In particular, atomic ac-
tions [11] such as simple body movements or object manip-
ulation (e.g. pour water) are composed to create complex
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Figure 1. Multiple frames of a video shot depicting the evolu-
tion of actions (left to right, top to bottom) between two peo-
ple. We highlight the people using detection boxes and present
a temporally ordered set of salient atomic actions performed by
each person at the sides. Note that the characters perform mul-
tiple actions simultaneously, e.g. enter, walk by the woman and
stand, talk to by the man. The original video may be viewed at
https://youtu.be/CrlfWnsS7ac?t=1394.

activities that are often described using the goal (e.g. bake a
cake). We are interested in studying the interplay between
people performing such atomic actions as they are a funda-
mental aspect of visual understanding. In particular, we are
interested in analyzing actions from three categories: per-
son movement such as stand or walk; person-object manip-
ulation such as carry (an object) or text-using-a-cellphone;
and person-person interactions such as hug or listen-to. We
study atomic actions performed by characters in videos ob-
tained from old films.

Modeling context has an important standing in visual
recognition tasks for both humans and machines [35, 47].
For example, in scene understanding, evidence of a car can
help disambiguate the presence of a sidewalk [37], or pres-
ence of a blue sky may indicate that the foreground object
is an airplane or a bird [7]. Classically, context has been
modeled with Conditional Random Fields (CRFs) [23], but
in the past few years, we see a transition towards simulta-
neously learning feature representations [69]. A variety of
neural architectures that operate on graph structures, Graph
Neural Networks (GNNs) [19, 29, 59, 62] have been intro-
duced. A typical GNN initializes latent state vectors for
each of its nodes and performs several steps of message
propagation before producing node-level or graph-level out-
puts.
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In this paper, we propose to jointly infer the actions
performed by several people at multiple time steps with
graph neural networks. We explicitly model the interac-
tions between people appearing in a single frame and the
evolution of actions for each character within a video shot
(consecutive frames from the same camera). A video shot
is decomposed into a graph. Each node corresponds to a
short temporal segment (typically one second) for each per-
son, and edges between these nodes represent their spatial
(within keyframe) and temporal (across keyframe) relation-
ships. We propose a novel graph message passing mecha-
nism to encode different contextual information through ex-
plicit separation of hidden states. Our model analyzes and
makes predictions for all characters in the shot, typically
ranging from 2 to over 10 seconds.

Compared to existing works that model short-term in-
teractions with graph networks (e.g. [68, 2]), our approach
has following benefits. Our method jointly predicts actions
performed by all people in a video shot as opposed to pre-
dictions for single person/keyframe from an arbitrarily long
video input (LFB [57]) or fixed 3-sec clips [8, 10, 49]. This
allows us to better model interactions and leverage long
term context as opposed to short term relations. Our model
is a unified framework that properly integrates both spatial
and temporal context into a single graph as opposed to sep-
arate networks in [68]. To the best of our knowledge, shot-
level joint prediction of multi-person actions in a unified
graph framework has not been attempted before.

In summary, we make the following key contributions:
(i) we propose a novel method for jointly infering actions
performed by several people using Graph Neural Networks
that incorporates spatio-temporal context (Sec. 3); (ii) we
show that modeling and learning dependencies between
people at the shot level learns long range patterns not avail-
able at the frame level; and (iii) we present thorough eval-
uation and ablation studies demonstrating consistent im-
provements for different feature backbones, achieving a
new state-of-the-art performance on the challenging AVA
dataset (Sec. 4).

2. Related Work

We survey related works in action recognition, meth-
ods that perform spatio-temporal action localization on the
Atomic Visual Actions (AVA) dataset, and those that incor-
porate context. We also review works that employ GNNss,
especially in the context of action recognition.

Action recognition A very popular and broad field in
computer vision is classifying and localizing human ac-
tions. The goal of action classification is to predict the ac-
tion category of a short video clip typically of a few seconds
(e.g. Kinetics [4], UCF-101 [42], HMDB-51 [21]). On the
other hand, action localization is more challenging and aims

at localizing each action instance either spatially [
porally [15] or both [56]. Early action classification meth-
ods employed handcrafted video descriptors [24, 51]. How-
ever, in recent years, deep convolutional neural networks
(CNN) that learn spatio-temporal patterns either with two
streams for appearance and motion [8, 40, 52], or with an
end-to-end 3D CNN [4, 48, 60, &] are showing improve-
ments in performance.

Previous methods on action detection estimate tempo-
ral boundaries directly [66], refine temporal proposals [61],
or produce tracklet/frame level predictions with a post-
processing module [41]. Spatial localization is achieved by
detecting actors with stand-alone person detectors [8, 49] or
with region proposal network (RPN) modules [9, 10, 1 1]in
an end-to-end CNN architecture.

], tem-

Methods on AVA Existing approaches on spatio-
temporal action localization such as [9, 10, 11, 44, 49,

] extend state-of-the-art video classification networks
(e.g. I3D, often pre-trained on Kinetics [4]), for spatial lo-
calization. The typical pipeline consists of a CNN back-
bone that generates spatio-temporal feature maps, an ac-
tor proposal network to detect and generate actor tubes, a
region-of-interest (ROI) pooling layer to extract actor fea-
tures from the shared feature maps, and a final 3D tail net-
work to classify these tubelet features.

Guetal. [11]use I3D head (up to Mixed_4e) to make
predictions without an 13D tail, while features are pooled
and passed on to another CNN block in [9]. Improved
tubelet linking algorithms are proposed in [26, 28]. Re-
cently, long-range patterns in videos are exploited by cre-
ating a feature bank [57], or appearance and motion cues
are modeled effectively with a two stream architecture that
operates at slow and fast frame rates [8]. Our work is com-
plementary to these as we focus on joint modeling of spatio-
temporal relations between multiple people using features
from pre-trained models.

Modeling context Group activity recognition in videos
has gained interest in recent years [58]. Previous work in
this direction jointly estimates the correlation matrix with
multi-label training for individual persons [ 18] or uses gen-
erative models [70] to reconstruct the scene and estimate
group activities. A probabilistic soft logic is also used
by [32] to express actions performed by a group, where
Hinge-loss Markov Random Fields are used to reason over
them.

Another interesting direction in action recognition mod-
els interactions between people and objects appearing in the
scene [10, 44, 49, 55, 17, 34, 16]. In the absence of ob-
ject level annotations, Actor Centric Relation Network [44]
considers each cell in the feature map as a potential object.
The joint representation of people and objects is then used
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Figure 2. Normalized label correlation heat maps between atomic actions from the AVA dataset. Darker colors indicate higher correlation.
From left-to-right: (a) Within Box: explores correlations in the multi-label setting; (b) Within Frame: explores actions that are performed
simultaneously; (c) Within Shet: presents longer temporal correlations between actions by the same character. Please see the supplementary

material for all actions. Best viewed on screen.

to learn interactions. More sophisticated attention modules
are employed to learn such relations by Girdhar et al. [10]
or Ulutan et al. [49]. Treating box proposals as queries and
shared feature maps as a memory bank, a (self-)attention
scheme is employed to update proposal features based on
the context information containing other people and objects
in the scene. Biswas et al. [2] combine a recurrent network
on scene features with a graph neural network to model
inter-person relations, however, predict actions at only one
timestep. Our work is related to these approaches, but we
operate on long-term spatio-temporal contexts.

Graph neural networks The basic idea in graph net-
works is to iteratively update the hidden representation
of each node based on the aggregated information propa-
gated from its neighborhood. Many variants of graphs net-
works exist in the literature that differ primarily on how
the information is propagated between nodes. Node states
are updated using convolutional [20] or recurrent feed-
forward [29] operations on its neighborhood. Attention
mechanism is also used to weight incoming messages [50].

Graph networks have been successfully applied for many

computer vision tasks including image captioning [05], vi-
sual question answering [46], situation recognition [27, 43],
and action recognition [38, 39, 54, 63, 68]. To recog-

nize human actions using skeletons, spatio-temporal graphs
learn the relationships between human joints in space and
time [38, ]. Recurrent networks have also been ap-
plied on a graph for action forecasting by modeling spatio-
temporal relations [45]. Graph (or tree) structures have been
used to: discover a hierarchy of body structures for under-
standing actions [33]; model object-object interactions by
encoding their spatial extent [14], or model human-object
interactions through factors [16].

Perhaps most similar to our work, Zhang et al. [68] also
use a graph to model spatio-temporal relations between peo-

)

ple. Their model (a) predicts actions in a single keyframe;
(b) involves a Graph Convolution Network that computes
actor representations inside a 3 second window; and (c)
features a separate attention-based model for person-person
and person-object interactions. In contrast, we present a
unified framework that (a) jointly infers actions of all actors
in a video shot, (b) updates GNN states using a gated re-
current model (GRU), (c) uses dense temporal connections,
and (d) effectively combines spatial and temporal informa-
tion through a modified message passing mechanism.

3. Modeling Spatio-Temporal Context

We begin this section by motivating our idea based on
correlations in the AVA dataset. Sec. 3.1 introduces no-
tation and discusses how we link person detections across
time. Our graph-based approach to model spatio-temporal
context is presented in Sec. 3.2.

Motivation We are interested in modeling correlations
between actions performed by multiple people in a video
shot. To justify our goal further, we analyze correlations and
dependencies among different action categories in the AVA
dataset [ 1 1]. Within the multi-label setting (Fig. 2 left), peo-
ple perform multiple actions simultaneously. For example,
driving and answering the phone, or lieing/sleeping and tex-
ting have high correlations. Similarly, different people often
perform the same (swinm) or complementary (give and fake)
actions within a frame (Fig. 2 center). When analyzing how
actions of different people change over the long-term, we
notice a strong diagonal indicating that most atomic actions
last longer than one second (Fig. 2 right), sometimes for
entire shot duration. We observe correlations between cer-
tain action sequences such as enter and close (door) or sing,
dance, and play musical instrument.
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Figure 3. Overview of our proposed framework for action detection. We construct a graph for a video shot with person detections as its
nodes, initialized with some visual (3D-CNN) representation, and two types of edges. Spatial edges are created between every person in
a frame to capture their interactions. Relations between actions over time are learned using fully connected edges across each track. The
GNN propagates information and updates the hidden representations of the nodes iteratively. An output layer uses final representations to
predict actions performed by all people in the shot. Fully connected temporal edges are shown only for few nodes to avoid clutter.

Preliminaries Each video is divided into shots — contigu-
ous frames captured from the same viewpoint. We denote
person bounding boxes at a particular time ¢ within a shot
as B, = {bj}/_,, where .J is the total number of boxes at
time ¢. A feature encoding method 2 : B; — A} (e.g. an
I3D network [4]) is used to represent these boxes. Each
person at any time bz is performing multiple actions de-
noted as ¥V C {y1,...yr},yi € {0,1} where L is the
number of action categories. In contrast to most previous
work [8, 9, 28, 57], our emphasis is on developing a model
® : X, — ), independent of various feature backbones ().

3.1. Linking people across time

Extending context to time requires linking person bound-
ing boxes from the same character within a shot. Given
person detections at every keyframe, we use a simple ap-
pearance based tracker to link them over time (spatial over-
lap may be used if detections are available at every frame).
We perform tracking by associating high confidence person
boxes across two consecutive keyframes successively. To
learn appearance features, we train a deep Siamese CNN
using the triplet loss [13] that ensures that images of the
same person have a lower Euclidean distance as compared
to images of different people. While training, we select a
batch of person detections randomly, and compute the loss
over hard positive and negative pairs for each anchor [13].

During inference, we first compute distances between all
pairs of boxes in two successive keyframes and merge them
in an online fashion. We solve the assignment problem us-
ing the Hungarian algorithm [22] (ensuring 1:1 mappings)
and retain matches whose distance is lower than a thresh-

old (chosen on validation set). Finally, the associated boxes
are merged with active tracks while the unassociated boxes
either create a new track or end an existing track.

3.2. Modeling context as a graph

Given person detections B at several keyframes in a shot
and temporal links across these boxes, we construct an undi-
rected graph G = (N, ). Each person detection is con-
sidered as a node, and we create two types of edges be-
tween them: (i) spatial edges are created between boxes
(nodes) that appear in the same keyframe; and (ii) tempo-
ral edges connect boxes that correspond to the same person
over time using the tracking described earlier. Note that
these edges create fully-connected graphs in space and time
respectively. Fig. 3 presents an overview of our method.

Graph Neural Network Each box (node) is associated
with a localized video representation x;, € R? (e.g. 13D),
where k = {1,..., [N}, and |NV| is the number of boxes in
the shot or nodes in the graph.

We initialize the hidden states of each node in R” as

hY = ReLU(WinieX) » )

where Wi,;; embeds local region-pooled representation fea-
tures xy, into the node state vector. Note that we expect the
correlations between multiple labels associated with each
box to be captured by this feature vector. Different from
classical GNNs, we split the hidden state h{ into two parts:
hY . € RP/2 is reserved to represent information from
the spatial context (C'), while h%ct € RP/2 from tempo-
ral context (C}).



Message propagation In the next step of the GNN, nodes
create and send messages to their neighbors via a message
propagation scheme for multiple iterations. Typically, each
node of a GNN collects messages from all its neighbors. We
modify this process to maintain separate spatial and tempo-
ral messages. In particular, the spatial and temporal mes-
sages accumulated by a node & at the p*® propagation step

are
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Here Ng(k) and Nr(k) is the set of spatial and temporal
neighbors of node k, and W, W are linear layers that ex-
tract useful information to pass to the spatial and temporal
neighbors respectively. We ignore writing biases for brevity.
Note that the messages are generated by utilizing the com-
plete hidden states h¥ ~! € RP, thus allowing communica-
tion between spatial and temporal contexts.

As the temporal window considered for atomic actions
is small (one second), we see that many actions persist over
several keyframes (see Fig. 2 right). To model this behav-
ior, we load the diagonal of W with an identity matrix, as it
encourages averaging state representations for the same per-
son over time and empirically helps improve performance.

State update Node hidden states are updated using sepa-
rate gated recurrent cells (GRU) [5, 29] for spatial and tem-
poral contexts, whose parameters are shared at each node.
They are concatenated to form the final state as

h} , = GRUs(m} o b} ), 4)
h? . = GRUr(m? . ,h? ), (5)
hi =i o shy o] 6)

Message propagation and update steps are performed P
times.

Computing action predictions We use a combination of
initial h) and final hidden states h’ to allow the model to
effectively predict actions that do not need spatio-temporal
context (e.g. work on a computer) along with actions that
benefit from such context (e.g. hug a person). This also
follows studies on including residual connections in graph
networks [3]. We combine the states and max-pool across
spatial and temporal cues to obtain final node representa-
tions

drc, = W& (hi o, +h) o), (7
br,c, = Wﬁ(hﬁct +h) ), @®)
¢r = max (as - dr.c.,ar - dr,C,) - ©

Here, ag = o(W&" ¢y c,) and similarly o are self-
attention factors that trade-off importance of spatial and
temporal cues, and o(-) is the sigmoid function. Finally,
the joint node representation ¢y, is passed through a linear
classifier to obtain a probability for the presence of label [,

Pk = c(Wher) , (10)

where W), € RP is a linear classifier for each label I =

{1,...,L}.

As mentioned before, we are primarily interested in
learning the mapping ® from feature to label space. To pre-
vent overfitting, we apply dropout after computing the ini-
tial and final states h) and hf’. We also balance the GNN
messages by applying LayerNorm [!], and ensure that the
{5 norm of the hidden states does not decay at each step of
propagation.

Loss function and class weights As each person box is
associated with several actions, we use the Binary Cross-
Entropy loss to train our model. The loss is computed si-
multaneously on all nodes of the graph

N L
1
=71 |N‘ZZO(I yik - log pik + (1 — yir) - log(1 — pix) ,

k=11=1

an
where «; are weights used to balance the positive instances
(yir = 1) against the negative, y; is ground-truth indicat-
ing whether box k is performing action [, and pyj is the
predicted probability. We set oy = max(1,log(|D|/|Dil))
where | D] is the total number of training samples, and |D;|
is the number of samples where action [ is observed (y;, =

1).

Action detection inference The joint probability of a per-
son k with detection score pget, performing an action [
IS Pk - Pdet,k- We find that simply multiplying the two
scores performs better than selecting detections based on
some threshold. This approach is used to compute evalua-
tion metrics for all methods.

4. Experiments and Results

We first present a short overview of the dataset, followed
by some implementation details. Results and discussions
on a variety of ablation studies, comparison against state-
of-the-art, and qualitative results are included thereafter.

4.1. AVA dataset

We evaluate our model on the “Atomic Visual Actions”
(AVA) benchmark [ | 1] for multi-person, multi-label spatial
action localization. The dataset consists of 430 15-minute
movie clips sourced from YouTube, and is split into 235
train, 64 validation and 131 test videos. Annotations



are available at one second intervals for all people in the
keyframes. Each person is annotated with multiple action
labels concerning their pose and interactions with other peo-
ple and objects. The annotations also include person iden-
tifiers (ID)' that associate boxes within a short time inter-
val. We follow the standard evaluation protocol and predict
actions at every one second interval on 60 classes. Perfor-
mance is reported using mean average precision (mAP) with
an IoU threshold of 0.5.

4.2. Implementation Details and Context-free Base-
line

Shot detection We perform shot detection on the videos
by computing the displaced frame difference [67], and using
a simple threshold. Examples of shots are provided in the
appendix. While we detect most hard cuts (abrupt changes
in viewpoint), dissolves and slow fades that are popular in
older movies are missed. Nevertheless, as temporal links
across such missed detections are unlikely (due to differ-
ences in appearance), the graphs are disconnected and do
not suffer from misinformation.

Clip representations Our method is complementary to
approaches that train or fine-tune deep CNNs [8, 9, 10,

, 28, 57] on the AVA dataset. Specifically, we demon-
strate that our model effectively captures spatio-temporal
context for various representations. We evaluate our method
on several features extracted from publicly available mod-
els: (i) preI3D: an 13D model, pre-trained on the Kinet-
ics dataset [4]; (ii) I3D: a model fine-tuned on AVA, pro-
vided by Ulutan et al. [49]; (iili) ACAM: an 13D model that
has been extended to incorporate scene context via atten-
tion [49]; and (iv) SlowFast’: a state-of-the-art video rep-
resentation model fine-tuned on AVA [8].

We extract a box feature x; using 3D CNNs that implic-
itly analyze durations longer than a single frame. For mod-
els based on I3D, we follow [49] and represent the video
clip around the keyframe using I3DHead. We compute box
representations by ROI-Pooling these video features fol-
lowed by an I3DTail. To each box feature, we append a
max-pooled frame representation to capture global frame
context. For SlowFast, we extract features from the second-
last layer, and use ROI-Align to represent boxes. We notice
that SlowFast box features do not see additional benefits
from scene context.

As we will show, our model is able to achieve consis-
tent improvements in performance without requiring heavy
computational efforts of further fine-tuning the backbone
CNNs. Training our model only takes a few hours on a
single TitanX GPU.

'Only for train and validation sets. We need tracking for evaluation.
2SlowFast Model Zoo: R101, Kinetics 600, 8x8, 28.2 mAP on val v2.1.

Person detection For a fair comparison, we use person
detections provided on the AVA dataset by Wu et al. [57].
The detector is a Faster-RCNN model [36] with ResNeXt-
101-FPN [30] backbone pre-trained on ImageNet [6] and
COCO [31] datasets and fine-tuned on AVA bounding
boxes. The detections achieve 93.9AP @0.5IoU on the val-
idation set [57]. We extract features on the predicted person
boxes and use them for evaluation as well as training. For
each ground-truth box, we assign its label to a predicted de-
tection with highest IoU overlap. This ensures that bound-
ing boxes are consistent across train and test.

Temporal linking of person detections We fine-tune a
ResNet-50 [12] CNN to compute feature representations for
person boxes in consecutive frames. The input is a person
detection crop resized to 160 x 80. The embedding layer
has an output dimension of 128, and is obtained through a
linear layer after the global average pooling. We adopt hard-
negative mining within a batch for computing the triplet
loss, and use a margin of 0.5 [13]. We fine-tune the CNN
with the Adam optimizer for 25 epochs, a batch size of 50,
an initial learning rate of 0.0002 decreased by a factor of
0.1 after 15 and 22 epochs. While linking, we associate
only those boxes that have a similarity score greater than
7 = 0.35. Our temporal links on the AVA validation set
obtain 96.4% precision and 73.5% recall.

Context-free baseline As a baseline that does not use any
context, we propose to use a two-layer perceptron (MLP) to
predict the actions performed by each person independent
from one another. Specifically, for any box with feature xx,
we compute the probability for action class ! as

pi = 0(We, - ReLU(WhoxXy)) - (12)

Is
Action detection Both the MLP and our model use a
hidden dimension of 512. We use a batch size of 50 for
the MLP corresponding to 50 individual person detections,
while a batch size of 5, corresponding to all people appear-
ing in 5 video shots is used for the Spatio-Temporal GNN.
During training, we construct batches with video shots lim-
ited to a maximum duration of 10 seconds. However, our
model can be applied on entire shots at test time. We find
that the number of GNN propagation steps P = 2 works
well for our task. We train the models for 250K iterations
with SGD, a learning rate of 0.01, and adopt multi-step
decay by a factor of 0.1 after 150K and 200K iterations.
We implemented our model in PyTorch and will release the
code and shot boundaries.

Computational costs We report wall clock time for our
Pytorch 1.0.1 implementation on an Intel(R) Xeon(R) CPU
E5-2650 v3 @ 2.30GHz and a GTX Titan X (12 GB RAM)



GPU. One training epoch takes roughly 200s (50s to load
pre-computed features and 150s for the forward and back-
ward passes). During validation, our model loads necessary
features and computes predictions over all graphs in about
27s, averaging ~3ms for each video shot (graph).

4.3. Results: Ablations and Comparisons

We conduct several ablation studies to justify the pro-
posed modifications to GNNs. We also show improvements
obtained at various levels of contextual information. GNN
Spatial (GNN-S) considers inter-person interactions in one
keyframe (a 3s feature extraction window); GNN Tempo-
ral (GNN-T) considers long-term temporal context across
the entire video shot; and GNN Spatio-Temporal (GNN-
ST) considers both within-keyframe and across-time con-
texts. Unless mentioned otherwise, all the ablation stud-
ies are conducted with SlowFast features [8] on the AVA
v2.1 validation set. Finally, in this section, we compare our
model against state-of-the-art and present some qualitative
results.

Learning details for AVA In Table 1, we show the im-
pact of two modifications that improve performance for
both the baseline and our final model (GNN-ST). We adopt
both these modifications for all following experiments.
(i) Det*Act: Person detections are often filtered using a low
threshold to obtain a high recall on action detection. How-
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Figure 4. Effect of varying the number of GNN propagation steps.
P = [1,2,3,4], corresponding to the four bars for each model.
We choose P = 2 for all other experiments.

Table 2. Ablation study for the GNN Spatio-Temporal model
showing the importance of: (i) fully-connected temporal edges vs.
connecting adjacent keyframes, and (ii) explicit modeling of hid-
den states vs. combining information from spatial and temporal
context into one hidden state.

Fully-Connected Separate val v2.1 mAP
Temporal Edges Hidden States 13D  SlowFast

1 - - 21.11  29.06
2 v - 21.37  29.08
3 v 2D 2144  29.03
4 - v 21.70  29.37
5 v v 22.00 29.61

Table 3. Our model consistently improves performance indepen-
dent of features or detections. Results on multiple features with
boxes by [57] (AVA val v2.1) and SlowFast features with ground-
truth boxes from v2.1 and v2.2. GNN Spatial is comparable
to [68].

. Detections FRCNN [57] gt-v2.1 gt-v2.2
ticed that such 1 fid b t
ever,. e nO. e at such fow confidence boxes presen Features |prel3D 13D ACAM SlowFast SlowFast
varying action scores that degrade overall performance.
While [8, 57] only keep detections > 0.9, computing a MLP 12776 20.16 2133 28.13 | 33.74 3421

GNN-S 13.04 20.77 21.84  28.65 3442  35.00
GNN-T 1431 2139 2236  29.09 35.06 3532
GNN-ST | 14.51 22.00 22.58  29.61 35.24 35.69

joint detection and action probability provides a consider-
able performance improvement. (ii) PosW: refers to the
class balancing weights for the positive class (a;) in the loss

AW~

function. As the dataset is highly imbalanced, we observe
noticeable improvements using the weights during learning.

Table 1. Ablation study showing the impact of learning details that
improve both our baseline and proposed model.

Det*Act PosW. MLP GNNST
- v 27.19 28.31
v - 26.46 28.88
4 4 28.13 29.61

Effect of propagation steps Our GNN models propagate
messages and update hidden node representations P times.
We study the effect of P on our models in Fig. 4. Since
our graphs are fully connected in both space and time, we
observe that P = 2 is a good choice.

Variations in the GNN architecture We perform exper-
iments to measure the impact of edge connections and sep-
arate hidden state representations for spatial and temporal

contexts (see Table 2). Comparing row 2 with row 5 sug-
gests that having separate hidden states (spatial and tem-
poral) that are combined through attention is beneficial. In
fact, without this separation, we see that temporal context
dominates spatial, and they do not complement each other
(Table 2 row 2 is comparable to Table 3 row 3). Further-
more, the obtained benefits are not merely due to the in-
creased model capacity (Table 2 row 3, 2D has twice the
capacity). Secondly, fully connected temporal edges help
improve message flow compared to connections between
adjacent nodes (see Table 2 rows 1 vs. 2, and 4 vs. 5).

Consistent improvement across features and detections
The first set of columns in Table 3 presents results using
alternative feature backbones with person detections pro-
vided by Wu et al. [57]. The second set of columns shows
performance with ground-truth detections. The last column
reports results for AVA version v2.2.



Table 4. Ablation study with SLOWFAST features showing the per-
formance improvement for each action group defined by the AVA
dataset. Numbers indicate mAP (%). The last column corresponds
to numbers shown in Table 3.

Model Pose  PObj  PPer Overall
1 MLP 4876 1946 28.75  28.13
2 GNN Spatial 4941 19.61 2994  28.65
3 GNN Temporal 50.17 20.10 29.99  29.09
4 GNN Spatio-Temporal 50.99 20.25 31.03 29.61

Across the rows of Table 3, we compare our models
against the MLP baseline. Note that the results indicated
in MLP match their original papers. Rows 2 and 3 show the
benefits of spatial and temporal context as compared to the
MLP and indicate that long-range temporal context outper-
forms spatial context within a keyframe. Row 4 shows that
our model effectively combines the two contexts to achieve
a consistent 1.5-1.8% absolute gain in mAP, on a variety of
features and detections.

Person-person interactions see largest improvement
The action labels in the AVA dataset stem from three main
categories: (i) Pose groups actions related to person pose,
(ii) PObj groups actions related to person-object interac-
tions, and (iii) PPer groups actions related to person-person
interactions. We present improvements by our models in
each of these three categories in Table 4. Overall, we
observe larger improvements for person-person (+2.3%)
and person-pose (+2.2%) action classes, and less gain for
person-object actions (+0.8%). This is consistent with our
expectations since our model is specifically designed to
handle multi-person actions and interactions performed in
groups, e.g. martial art.

The number of training samples differs greatly for
classes from the AVA dataset — few hundred to hundreds
of thousand instances. We observe higher gains for classes
with more training samples, i.e. +2% on average for classes
with >1K samples vs. +0.9% for others. This further
indicates the potential for improvement if our model is
trained with additional data, for example, using the re-
cently released annotations on the Kinetics dataset, AVA-
Kinetics [25].

Structured Model [68] Previous work on using context
works within a 3-second window. Actor representations are
obtained by pooling features within that window, and action
predictions are made by attending to other people and ob-
jects in the keyframe. As the code for [68] is not available,
and owing to differences in detections and backbones, we
are unable to reproduce results. [68] is comparable to GNN
Spatial (Table 3 row 2) that also uses temporally pooled
features, followed by message passing on nodes within the

Table 5. Increase in performance in mAP (absolute %) based on
shot duration (short = 1-5s, long = 6-10s).

Duration GNN-T/MLP GNN-ST/MLP GNN-ST/GNN-S

Short 0.94 1.27 0.95
Long 1.34 2.19 1.40

Table 6. Impact of automatic vs. ground-truth detections and
tracks.

GNN-T GNN-ST
v2.1  v22 v2.1 v22

Automatic 35.06 35.32 3524 35.69
Ground-truth 35.04 35.32 3525 35.69

Tracking

Table 7. Top-5 action classes with improvement (mAP %) over the
MLP.

GNN Spatial GNN Temporal ~ GNN Spatio-Temporal
close (door/box) 4.6 sing to 6.1 swim 7.1
listen to (person) 2.9 close (door/box) 4.8 martial art 4.7
martial art 2.6 martial art 3.5 dance 43
write 2.1 play music instr 3.1 play music instr 4.2
take obj. from per.2.0 hug (person) 3.0 sing to 4.2

keyframe. Different from [68], the goal of our paper is to
incorporate long-term temporal context over the course of a
video shot.

Shot duration To analyze whether our model truly ben-
efits from long-term context, we separate shots based on
their durations into two groups: short (1-5s) and long (6-
10s). Table 5 shows the difference in performance between
several pairs of models, i.e. the gain in performance for
GNN Spatio-Temporal against the MLP baseline is 2.19%
for longer shots, and 1.27% for shorter ones. Across all
models, we see that modeling long-term context in shots
with multiple keyframes shows higher improvement.

Performance on ground-truth boxes The quality of per-
son detections play a large influence in action detection per-
formance on the AVA dataset. While we use detections
provided by Wu et al. [57] for a fair comparison, we also
presented results on ground-truth detections in the last two
columns of Table 3. A large gap between results with
ground-truth (GT) vs. predicted boxes hints towards the
complexity due to localization.

In Table 6, we further analyze the influence of our auto-
matic tracking method. In particular, our approach results
in reliable tracks as we see negligible differences in perfor-
mance while using ground-truth or automatically predicted
tracks.

Per-class accuracy We show the performance improve-
ment for each action label as a bar graph in Fig. 5. In Ta-
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Figure 5. Per class performance comparison between the MLP and our GNN Spatio-Temporal model. Columns are sorted and categorized
based on AVA action groups: person-object interactions, person-person interactions, and person-pose related actions.

Figure 6. Keyframes with action labels bend/bow, play musical instrument, and hug a person where our GNN Spatio-Temporal model is
able to use the context to achieve a better prediction rank (see discussion). Note that we present the improvement in rank for a single action,
for a single person to improve clarity. Our models predict all actions of all actors in the video shot at once.

ble 7, we list the top 5 actions that benefit most with dif-
ferent kinds of context. Our spatial model benefits from the
presence of other people in the scene performing similar
(martial art) or complementary actions (listen to). For our
temporal model, we observe improvements for actions that
last longer (e.g. sing, play instrument), but also actions that
follow a sequence (e.g. close (a door)). We see a combina-
tion of these factors help our spatio-temporal model.

Comparison with state-of-the-art We report perfor-
mance of our model with state-of-the-art (SOTA) ap-
proaches in Table 8. Different choices for CNN architec-
tures and different detectors make direct comparison diffi-
cult in most cases. We also note that advances in video rep-
resentation models (LFB [57] and SlowFast [8]) can benefit
multi-label spatial action localization. While several meth-
ods [10, 44, 49, 68] have used context at varying degrees,
most of them are limited to a short temporal span covered
by modern 3D CNNs. When applied with features such as
SlowFast [8] (28.2% v2.1, 29.0% v2.2), our model achieves
a new state-of-the-art on the AVA benchmark (29.6% v2.1,
30.0% v2.2).

Table 8. State of the art comparison on AVA dataset. FRCNN:
Faster RCNN [36] detections; RPN: region proposal network; Inc-
V1: Inception-V1; NL: non-local network [53]; 2S: two-stream,
S3D: gated separable 3D network [60]; GCN: Graph Convolu-
tional Network [20]; GNN ST (Ours) is on features from SlowFast
model trained on v2.1.

Method Backbone vl V2.2
val test wval
Single frame FRCNN R-50 147 - -
AVA I3D, FRCNN R-50 156 - -
Better Baseline 13D Inc-V1, RPN 22.8 219 -
Deformable Tubes 3D R-50, RPN, DTRN 258 - -
LFB I13D-R101-NL, FRCNN-101 27.7 27.2 -
SlowFast Networks  SlowFast R-101 8x8, NL 28.2 - 29.0

Methods that explicitly use spatial or temporal context

ACRN S3D, R-50 174 - -
Action Transformer 13D Inc-V1, Transf. 25.0 249 -
Recurrent Tubes 2S VGG-16, LSTM 219 - -
Structured Graphs I13D-R50-NL, GCN 222 - -
ACAM 13D Inc-V1, FRCNN R-101 22.7 - -

GNN-ST (Ours) SlowFast R-101 8x8, NL  29.6

30.0 29.9

Qualitative Results We visualize some results from our
models in Fig. 6. As the evaluation metric is mAP, we com-



pare the rank at which a positive sample (when action is
in ground-truth) appears for that class. We present ranks
for the baseline MLP, and our models: GNN Spatial, GNN
Temporal, and GNN Spatio-Temporal. Note that lower rank
is better. The figure shows increase in rank for a single ac-
tion and for a single actor to improve clarity, however, note
that our models predict actions for all people over the entire
video shot. Additional examples are in the supplementary
material.

5. Conclusion

We presented an approach to jointly model and predict
actions performed by several people in a video shot. In par-
ticular, a graph structure was used to represent person detec-
tions in keyframes, and fully connected spatial and temporal
edges were used to model context. We presented a Graph
Neural Network that explicitly models spatial and temporal
contexts by tracking the states separately, performs a cou-
ple steps of message propagation, and produces outputs by
effectively combining the contextual information. We per-
formed experiments on the Atomic Visual Actions (AVA)
dataset, achieving consistent gains in performance across
multiple video descriptors and detection types, and set a
new state-of-the-art on the dataset.
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Table 9. Hyperparameters used in different stages of our model

Pre-processing Temporal linking Action detection: Graph Neural Network
Shot detection threshold 7 | Similarity threshold  0.35 #Propagation steps 2
Training time 25 epochs Training time 250,000 iterations
Optimizer Adam Optimizer SGD
Scheduler x0.1 at 15, 22 epochs | Scheduler x0.1 at iter 150K, 200K
Triplet loss margin 0.5 # propagation steps (P) 2

Graph hidden state (D) 1024

A. Hyperparameters

Table 9 presents a summary of all hyperparameters used in this work.

B. Qualitative Results

We present qualitative results for predicting actions using SlowFast features and ground-truth person boxes as we use
detections from previous work. We compare the rank at which a positive (action is in ground-truth) sample appears for each
class as the primary metric for evaluation is mean average precision. We present ranks for our baseline MLP, and all our
models: GNN Spatial, GNN Temporal, and GNN Spatio-Temporal. Note that lower rank is better. As indicated in the main
paper, note that our models predict actions for all people over the entire video shot, even if the figure shows increase in rank
for a single action and for a single actor. This is done to improve clarity.

We show examples of success and failure cases for six classes from each AVA action group — Fig. 7 for person movement
or pose classes; Fig. 8 for person-object interactions; and Fig. 9 for person-person interactions. Columns 1 and 2 show
improvement in rank, while column 3 shows the failure cases where the rank increases. Most failure cases correspond to poor
image resolution, presence of only a single person in the frame, or are often dominated by other action labels.

C. Data Insights

We present a few example shot boundaries and complete label correlation matrices that provide additional insights into
the dataset used in this work.

Example shot detections. Fig. 10 shows example of shot detection on the AVA videos. In most cases we are able to detect
the shot boundary precisely. The average shot duration is 5.46 seconds. We will release these annotations for future works.

In the figure, we show a temporal span of several YouTube videos (id indicated above), with keyframes that belong to
the same shot. The temporal extent of each shot is indicated in seconds below it. The last row shows a failure case where
a smooth dissolve makes it hard to find the abrupt cut transitions typically used to create video shots. Nevertheless, as our
temporal links are unlikely to join these people across a failed boundary, we operate on spatio-temporal graphs that only span
the extent of each shot.

Label correlations. Fig. 11 shows normalized correlations between labels from all classes. These are similar to Fig. 2 of
the main paper that showed correlations between manually selected classes. We see a similar trend as before. Within box
correlations show that multiple labels occur together simultaneously. Within frame correlations indicate that multiple people
in a frame are likely to perform the same activity, except for a few classes such as give object to person, carry/hold, listen to,
or talk to. Across two simultaneous frames, we see a very strong diagonal correlation, indicating that even though the actions
are atomic (small and localized), they occur for more than 1 second (keyframe). Finally, we see a slightly weaker diagonal,
and more cross-label correlations in the shot. For example, sit, stand, talk to, and watch all show correlations with almost all
other classes in the dataset.
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. action group concerning person movement or pose actions.
bend/bow at the waist; dance; get up; jump/leap; sit; and swim (from top to bottom). Columns 1 and 2 show improvements in rank (action
probability scores) using our GNN Spatio-Temporal model, while the last column shows some failure cases.

14



GNN Temporal: 565
GNN 5T: 529

GNN Temporal: 448

GNN ST: 46

answer phone

GHN Temporal: 55 GNN Tempor
GHMN 5T: 69 . p GNN 5T: 280

GNN Temporal: 64
GNN ST: 48 g

cut

MLP: 63527

GNN Temporal: 1790
GNN ST: 1085 N MLP: 573

NN Tempora

NN Temporal: 253 GNN ST: 750

GNN 5T: 254

play musical instr.

MLP: 694
Temporal: 262 3
GNN ST: 329 Temporal: 1531
& GHN ST: 1329
GHN Temporal: 2692
GNN ST: 5133

smoke

GHN Temporal: 470
. MLP: 64152

GNN Temporal: 506
24105

GNN Temporal: 64045
GNN 5T: 10300

pull an object

MLP: 200 MLP: 3010

GNM Temporal: 2770
GNM ST: 3872

GNN Temporal: 126
GNM ST: 166

A action group concerning person-object interactions. Each row shows: answer phone;
cut; play musical instrument; smoke; pull an object; and read (from top to bottom). Columns 1 and 2 show improvements in rank (action
probability scores) using our GNN Spatio-Temporal model, while the last column shows some failure cases.
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Figure 9. Example predictions for classes from AVA action group concerning person-person interactions. Each row shows: hand clap;
hand shake; hug a person; listen to; sing to; and talk to (from top to bottom). Columns 1 and 2 show improvements in rank (action
probability scores) using our GNN Spatio-Temporal model, while the last column shows some failure cases.
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