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Abstract
We study the problem of visual relation detection in images. We call visual relation a
triplet of the form (𝑠𝑢𝑏𝑗𝑒𝑐𝑡, 𝑝𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒, 𝑜𝑏𝑗𝑒𝑐𝑡) where the predicate is typically a prepo-
sition (e.g. “under”, “in front of”) or a verb (e.g. “hold”, “repair”) that links a pair of
objects (𝑠𝑢𝑏𝑗𝑒𝑐𝑡, 𝑜𝑏𝑗𝑒𝑐𝑡). As visual relations are semantic units of intermediate gran-
ularity between objects and scenes, better recognizing and localizing visual relations
could in turn help develop more accurate and interpretable models for higher-level
tasks in image understanding such as image retrieval, captioning or visual question
answering.

Yet, detecting visual relations is a challenging task. Learning detectors for visual
relations in a fully-supervised set-up requires pairs of bounding boxes to be annotated
for all the predicates in the vocabulary. This is extremely costly, especially when
the vocabulary of objects and predicates is large. Also, in such set-up, the triplets
typically follow a long tail distribution, raising the issue of learning detectors when
there is few or no training data. Second, visual relations are subject to important
internal variability: in the visual world, the same relation can have different visual
appearance, while the same visual entity can be described by different words.

In the first part of this thesis, we address the problem of learning with less su-
pervision by developping a weakly-supervised model to detect visual relations using
only image-level annotations. Our model is compositional and can be used to predict
unseen visual relations. We also develop a new visual representation of a relation
that generalizes well to unseen relations. Finally, we introduce an evaluation dataset,
UnRel, for Unusual Relations, that enables us to evaluate without the problem of
missing annotations. Our experiments show that, given pre-trained object detectors,
object relations can be learnt from weak image-level annotations without a significant
loss of recognition performance.

In the second part of this thesis, we tackle the issue of variability of visual appear-
ance of a relation. For this, we complement the compositional module with visual
phrase detectors, that are more robust to change of appearance. We also change
our formulation from a classification into a fixed number of categories of relations
to learning joint visual semantic embeddings. This allows us to generalize to open
vocabulary of predicates, through the use of pre-trained word embeddings. Finally, a
central contribution of this part is the introduction of analogy reasoning to transfer
visual phrase embeddings from seen to unseen visual relations. Experimental results
demonstrate the improvement brought by visual phrase embeddings over a purely
compositional model and validate the benefits of our transfer by analogy to retrieve
unseen triplets.
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Résumé
Nous nous intéressons au problème de détection de relations visuelles dans les images.
Une relation visuelle peut être formulée par un triplet de la forme (sujet, prédicat,
objet), où le prédicat est typiquement une préposition (par exemple “au-dessous de”,
“devant”) ou un verbe (par exemple “tenir”, “réparer”) qui décrit le lien entre une
paire d’objets (sujet, objet). Les relations visuelles constituent des unités sémantiques
intermédiaires entre les objets pris de manière isolée et les scènes visuelles complexes
où plusieurs objets interagissent. En cela, l’amélioration des modèles de détection
de relations visuelles pourrait à son tour aider à développer des modèles plus précis
et interprétables pour des tâches complexes de compréhension d’image, telle que la
recherche automatique d’image ou la description de contenu visuel.

Cependant, la détection des relations visuelles est une tâche difficile. Première-
ment, l’entrainement de modèles fortement supervisés nécessite l’annotation exhaus-
tive des relations visuelles pour l’ensemble des paires d’objets dans les images d’en-
trainement ; ce type d’annotations est très coûteux, d’autant plus dans le cas où le
vocabulaire d’objets et de prédicats est étendu. Par ailleurs, de nombreuses relations
visuelles sont peu fréquentes, posant la question de la généralisation des détecteurs
aux triplets peu voire pas observés dans les images d’entrainement. Deuxièmement,
les modèles développés doivent être robustes face aux variations d’apparence visuelle
au sein d’une même relation et à la diversité des descriptions textuelles.

Dans la première partie de cette thèse, nous développons un modèle d’apprentis-
sage de relations visuelles faiblement supervisé, utilisant seulement des annotations
au niveau de l’image. Notre modèle, compositionnel, sépare la détection des objets de
la prédiction des prédicats, ce qui permet de généraliser à des relations visuelles non
observées à l’entrainement. De plus, nous introduisons une base de données d’évalua-
tion, UnRel, constituée de relations rares, qui nous permet de contourner le problème
d’annotations manquantes source de bruit au moment de l’évaluation. Nous montrons
expérimentalement que, étant donné des détecteurs d’objets pré-entrainés, il est pos-
sible d’apprendre des détecteurs de relations visuelles en utilisant des annotations
faiblement supervisées au niveau de l’image, avec une précision proche de celle de
modèles fortement supervisés.

Dans la seconde partie de cette thèse, nous nous intéressons à la question de
variation d’apparence visuelle d’une relation. Pour cela, nous proposons un module
holistique, complémentaire au modèle purement compositionnel, qui permet une ro-
bustesse supplémentaire face aux changements d’apparence visuelle. Contrairement à
la première partie où nous apprenons un nombre fini de classifieurs distincts, notre
modèle est formulé en termes d’apprentissage d’espaces visuels et textuels communs.
Cela permet en particulier d’utiliser les similarités textuelles pour généraliser à un
plus grand nombre de relations. Enfin, nous nous réattaquons au problème de détec-
tion de relations visuelles non observées à l’entrainement en proposant un modèle de
raisonnement par analogie entre triplets source observés et triplets cibles non observés.
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Nos résultats expérimentaux confirment le bénéfice apporté par le module holistique
en comparaison d’un modèle purement compositionnel et valident notre modèle de
transfert par analogie pour la détection de triplets non observés.
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Chapter 1

Introduction

1.1 Goals

What is a visual relation? Our goal is to develop methods for automatic detection

of visual relations in images. We call visual relation a relation that holds between

objects in an image. For example, in Figure 1-1, there are two objects in the image -

a “person” and a “surfboard” - which interact in a way that can be described by the

predicate “hold”. Such visual relation can thus be formulated as a triplet of the form

(𝑠𝑢𝑏𝑗𝑒𝑐𝑡, 𝑝𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒, 𝑜𝑏𝑗𝑒𝑐𝑡) where the predicate is typically a preposition (eg. “under”,

“in front of”) or a verb (“hold”,“ride”) that links a pair of objects (𝑠𝑢𝑏𝑗𝑒𝑐𝑡, 𝑜𝑏𝑗𝑒𝑐𝑡) in

an image. In this thesis, we are interested in making the link between pairs of objects

in the visual world and triplets in language, i.e. we wish to develop algorithms that

automatically map pairs of objects to language triplets and vice-versa. The types of

visual relations that we handle are varied: we do not impose any lexical constraints

on subject, object or predicate (e.g. a “person” can both intervene as 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 or

𝑜𝑏𝑗𝑒𝑐𝑡, and a 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 is not necessarily a “person”). The only constraint we impose

is grammatical: our algorithms are applicable to relations between two objects that

can be described as triplets. In particular, handling relations between more than two

objects (e.g. “table between chairs”) is out of scope of this thesis.

1
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Figure 1-1 – A visual relation is a triplet of the form (𝑠𝑢𝑏𝑗𝑒𝑐𝑡, 𝑝𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒, 𝑜𝑏𝑗𝑒𝑐𝑡), here
(𝑝𝑒𝑟𝑠𝑜𝑛, ℎ𝑜𝑙𝑑, 𝑠𝑢𝑟𝑓𝑏𝑜𝑎𝑟𝑑).

Figure 1-2 – Text to image, i.e. visual search using text: for a given triplet e.g. “person
riding surfboard”, the task is to retrieve images depicting the described interaction and
output the location (bounding box) of the corresponding subject and object in the image.
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person riding surfboard

dog in front of person

person behind dog

dog next to dog

dog standing on surfboard

person taller than dog

Figure 1-3 – Image to text: for all pairs of objects in an image, the task is to output the
most likely text descriptions in the form of triplets.

Detecting visual relations. Our goal is to detect visual relations in images, i.e.

for a given triplet (𝑠𝑢𝑏𝑗𝑒𝑐𝑡, 𝑝𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒, 𝑜𝑏𝑗𝑒𝑐𝑡), we aim at localizing the 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 and the

𝑜𝑏𝑗𝑒𝑐𝑡 involved by drawing bounding boxes around the corresponding visual entities

in the image. We consider two target visual-language tasks. The first one is visual

search by text: given a query of the form (𝑠𝑢𝑏𝑗𝑒𝑐𝑡, 𝑝𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒, 𝑜𝑏𝑗𝑒𝑐𝑡), the goal is to

retrieve images containing objects in the given interaction and return the location

(bounding box) of the interacting objects. This task, illustrated in Figure 1-2, typ-

ically corresponds to the set-up of image seach with language query constrained in

the form of triplet. We will refer to it as the retrieval task. The second task involves

producing text from an image: the goal is, for each image and each pair of objects in

the image, to predict the most probable language triplet. This process, illustrated in

Figure 1-3, corresponds to producing localized descriptions of image content. We will

refer to it as the description task. In this thesis, we use both tasks to evaluate our

models. Also, when talking about visual relation detection, we do not refer to one

task or the other in particular but mean the mapping between the language triplets

and visual pairs of objects.

Learning with weaker supervision. The leitmotiv of this thesis is to build mod-

els to detect visual relations with limited training data, both in terms of the granu-
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person stand on surfboard

person carry person

person above surfboard

dog on surfboard

person taller than dog

Figure 1-4 – Learning with image-level labels: at training time, we do not know the
correspondences between language triplets (on the right) and pairs of candidate object
bounding boxes in the image (on the left, represented in orange).

larity of annotations (image-level vs. bounding boxes) and in terms of the number of

examples. These two aspects can be re-formulated as: (1) learning with weak super-

vision, i.e. using only image-level annotations, (2) generalizing to unseen triplets, i.e.

transferring our models to triplets with no training annotations.

The first aspect is illustrated in Figure 1-4. We wish to develop a model that

learns only from image-level labels, i.e. without knowing the correspondence of the

language triplets to their visual entities in the image at training, while still being able

to output the location of the triplets in the image at test time. In other words, our

model should compensate the mismatch between the level of supervision at training

(image-level) and the granularity of the desired output outlining the bounding boxes

of objects participating in the relation in the test image (box-level).

The second aspect is to develop models that can generalize to unseen triplets,

which are triplets of the form (𝑠𝑢𝑏𝑗𝑒𝑐𝑡, 𝑝𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒, 𝑜𝑏𝑗𝑒𝑐𝑡) whose components have

been seen independently but not in the specific combination in training images. For

instance, we might have seen examples of “person ride horse”, and “person pet cow” at

training but no example of “person ride cow”. We also wish to explore generalization

to triplets involving totally unseen predicates through the use of pre-learnt language

models.
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1.2 Motivation

Automatic scene understanding. One of the objectives of computer vision is

automatic scene understanding, where the goal is to build models which can auto-

matically analyze and interpret visual content. Recent technical advances such as

digital cameras, reduction of storage cost and content sharing through Internet have

lead to dramatical amount of visual data, making automatic scene understanding

not just interesting but very desirable. So how exactly can automatic scene under-

standing help us? In a historical perspective, the two Industrial Revolutions allowed

us to automatize tasks in industry and manufacturing that were once laboriously

done by humans. The result was an increase in productivity, enabling the spread

consumer goods in everyday life that make our lifes easier (e.g. washing machines,

kitchen appliances, cars). The Digital Revolution we are living now tries to analyze

human behaviors and habits to make these tools “smarter”, i.e. more interactive,

more personalized, more precise. In other words, it attempts to increase the quality

of the objects we use everyday. This process is enabled by analyzing large quantity

of data to understand the environment and user habits, and in particular visual data.

For instance, new smart home devices more and more rely on visual sensors to bet-

ter serve the user (e.g. indicating whether the refrigerator is empty, or whether an

intruder entered the house), industry chains use visual inputs to detect anomalities

in production lines, and the development of autonomous vehicles heavily relies on

processing large amount of visual content.

Whatever the specific application, visual relations naturally appear as a core build-

ing block in scene understanding, as one of the key questions in scene understanding

is: what are the objects in the scene and how do they relate to each other?

Visual relations: between objects and scene. Visual relations naturally appear

as intermediate entities between objects and scenes as we illustrate in Figure 1-5. On

the right hand side of the picture are scenes, which are complex compositions of many
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Figure 1-5 – Sadeghi and Farhadi [2011] introduces visual phrases, as intermediate visual
composites between objects and scenes.

entities that are not easily automatically interpretable, while on the other hand are

objects that are isolated scene components, whose appearance may vary greatly as

they enter in interaction. In between the simplest semantic units - objects - and the

more complex ones - scenes - are intermediate semantic units that are visual relations.

Sadeghi and Farhadi [2011] call visual phrases these intermediate “chunks of meaning

bigger than object and smaller than scene”. In a similar spirit, Lan et al. [2013]

introduce the notion of visual composites which are groups of two or more objects

that closely interact. These higher-order composites, that are groups of interacting

objects which exhibit spatial and appearance regularities, can be used to reduce the

complexity of analyzing a scene.

This idea of intermediate semantic unit also has groundings in psychology and neu-

roscience. In early 20th century, psychologists have been interested in understanding

how humans group visual elements such as lines or points to recognize objects. The

results of these studies lead to the Gestalt principles of grouping. For instance, one

of these principles, named law of proximity, suggests that elements that are close

to each other are perceived as a group. In neuroscience, there is evidence that our

brain benefits from spatial regularities to group objects that tend to co-occur [Kaiser

et al., 2014; Stein et al., 2015] enabling to spare attentional ressources for efficient
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image processing. Visual relations, as intermediate units between objects and com-

plex scenes, have drawn a lot of attention among neuroscientists who tried to discover

when and in which region of the brain visual relation recognition occurs [Harel et al.,

2013; Stansbury et al., 2013]. Interestingly, a study carried by [Kim and Biederman,

2010] suggests that identifying scene-like relations (i.e. relations involving multiple

objects) do not occur after object identification but rather simultaneously with the

specification of object shape. This means that, in the human brain, the process of an-

alyzing a scene is not strictly hierarchical from objects to a scene, but rather involves

shortcuts for complex, recurrent groups of objects. This question of whether there

exist neurons that directly encode higher-level concepts also appears in the conflict

between localist and distributed models of the brain, also known in neuroscience as

the “grandmother cell” debate [Bowers, 2009].

While our purpose is not to build machines that reproduce the human brain, we

can still take inspiration from these studies and speculate that modeling groups of

interacting objects is a promising step for scene understanding. The semantic unit of

interest in this thesis are visual relations, which are special cases of visual composites

that involve interactions between exactly two objects. While other visual composites

are definitely worth studying (e.g. object-attribute or higher-order interactions), vi-

sual relations are especially interesting in that most scenes can be decomposed into

pairwise interactions between objects.

Why visual relation detection? The task of visual relation detection as intro-

duced in Section 1.1 is thus an interesting intermediate goal on the way to scene

understanding. In particular, grounding of visual relations, i.e. spatial localization of

entities interacting in the image, is desirable both for fine-grained reasoning and in-

terpretability. We illustrate this point in Figure 1-6 by showing examples of concrete

applications of scene understanding that require reasoning with visual relations.

∙ In image search with a natural language query (Figure 1-6 (a)), the user wishes
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(a) (b)

(c) (d)

Figure 1-6 – Concrete applications of visual relation detection for scene understanding:
(a) image search with natural language queries, (b) image captioning, (c) human-robot
interaction and (d) visual question answering.
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to retrieve images corresponding to free-form textual queries such as “children

playing chess under a tree”, often involving the understanding of visual relations

(here: “children playing chess” and “children under a tree”).

∙ In image captioning (Figure 1-6 (b)), the machine is asked to produce a descrip-

tion of the content of an image in natural language. Informative content involves

the objects present (here: “group of people”, “swimming pool”) in the image

and the relations between them (here: people are located in the swimming pool,

and they are having dinner).

∙ Human-robot interaction (Figure 1-6 (c)) requires the ability of robots to inter-

pret natural language instructions from humans. Such instructions often involve

localizing objects in the visual world and understanding their interactions. For

instance, here, understanding the instruction “put the coffee on the table”, re-

quires detecting the objects involved (“coffee”, “table”) and understanding the

desired interactive state between them (“on”).

∙ Finally, visual question answering (Figure 1-6 (d)) commonly involves reasoning

about the spatial configuration and interaction of objects in images. For an

abstract question like ”is this image funny?”, the machine should be able to

relate the person who is on the scale, with the person behind who presses his

foot on the scale to make a joke, and the smiling person in the background.

Fully interpreting this complex scene requires external knowledge (e.g. what is

a scale? who is Obama?), but relating visual elements is a necessary step.

The ability to localize visual relations in images is thus a key step for scene un-

derstanding. The first focus of this thesis, which is to perform visual grounding using

only image-level labels, is practical. If we could easily obtain box-level annotations

for triplets, there would be no need to develop weakly-supervised models. The sec-

ond focus of this thesis, which is the ability to generalize to unseen visual relations, is

not only practical but motivated by the evolution of our world. Whatever the time,
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(a) (b) (c)

Figure 1-7 – Examples of novel interactions. Novel interactions between objects keep
appearing over time: either people find novel use of existing objects such as in (a) and (b),
or new objects are invented like in (c).

unseen visual relations are constantly appearing, with people finding new ways to

use objects and new objects being invented every day as illustrated in Figure 1-7.

From a learning perspective, enhancing the generalization capability of our model is

a desirable feature to ensure its robustness when confronted with new situations.

The link to language. One last element to discuss is the link to language. An

important question is: why would we need language to learn visual relations? Ani-

mals are certainly able to get some understanding of visual relations without having

developed a complex and structured language as the human one. Machine learning

algorithms can discover higher-order composites automatically by exploiting visual

regularities without the need of language [Li et al., 2011a; Singh et al., 2012]. Our

first motivation to use language here is driven by application: humans need language

to interact with the machine, either at the beginning to formulate our request, or at

the end to convert the results of the machine analysis into a human-readable format.

Though we can always communicate with the machine by pressing buttons, language

is far more convenient. For instance, imagine the convenience brought by home device

that you could command through language, or think of a surgeon whose hands would

be busy and who would be able to get machine assistance by speaking. Language is
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also attractive for non-experts who do not have the time or the will to learn to use

a software. For all these tools, developping the ability to interpret natural language

and translate it into specific commands would provide a great value. Our second mo-

tivation is that language can provide almost free supervision. There is a large amount

of paired visual-language data on the web that is waiting to be used: on social media,

users often post images with textual comments or videos with narration. Though

using natural language as a source of supervision introduces new challenges such as

the presence of noise and ambiguities, language provides additional information that

complements purely visual understanding.

1.3 Challenges

Detecting visual relations in images is a challenging task. There are two main types of

difficulties: (1) the difficulty of obtaining the right kind and amount of annotations,

(2) the variability of a relation both in terms of visual appearance and language

description. We illustrate below these challenges in details.

Difficulty of getting annotations at box-level. Detecting visual relations in im-

ages requires localizing the subject and the object in interaction by drawing bounding

boxes around the corresponding visual entities in the image. Desirable training data

for fully-supervised models are thus images with visual relations annotated at box-

level, i.e. where bounding boxes are drawn around objects and each pair of objects

is labeled with its descriptive triplet. However getting such annotations is extremely

costly. We illustrate this in Figure 1-8. Already the first step, i.e. drawing a bound-

ing box around all the objects in the image might lead to hundreds of annotations if

the image is cluttered, and this number is squared when moving to the second step

of annotating the relations between all pairs of objects. Moreover, such annotations

heavily depend on the vocabulary of objects and predicates: if predicates in the vo-

cabulary are not mutually exclusive, multiple words can be suitable to label each pair
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(a)

(b)

(c)

Figure 1-8 – Difficulty of getting exhaustive box-level annotations on two typical images
from the COCO dataset: (a) raw images, (b) box-level annotations for all the objects in
the image, (c) box-level annotations for all pairs of objects in the image.
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Figure 1-9 – Long-tail label distribution in the Human-Centric Visual Relationship Detec-
tion dataset (HCVRD) [Zhuang et al., 2018], a subset of Visual Genome dataset, illustrating
the fact that the large majority of relations encountered in current datasets are infrequent.

of objects.

Missing annotations and noisy evaluation. The difficulty of getting annota-

tions at box-level impacts both training, with the limited number of data which is

possible to collect to train our algorithm, and evaluation. Indeed, evaluating visual

relations consists not only in checking the correctness of the predicted subject, object

and predicate categories, but also the accuracy of the localization. Thus, exhaus-

tive box-level annotations are needed at test time. But as for training, the cost of

annotation usually leads to datasets with incomplete and missing annotations, a phe-

nomenon that is even more critical when the vocabulary of objects and predicates is

large. This leads to noisy evaluation, making both numerical and qualitative results

more complicated to interpret.

Long tail distribution of visual relations. Another reason for the difficulty of

getting annotations is due to the combinatorial nature of relations. For a vocabulary

of 𝑁 different object classes and 𝐾 different predicates, the number of possible rela-

tions is 𝑁 × 𝑁 × 𝐾. For instance, for 𝑁 = 𝐾 = 100, there are potentially 1 million
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possible triplets. As most of these triplets are rare or unseen in the real world, the

training data has a long-tail distribution shown in Figure 1-9: the annotations con-

centrate on very few relations, while most triplets in the vocabulary have few or no

training data. Scaling visual relation detectors to a large number of triplets is thus a

major challenge.

Variability of visual appearance. The problem of variability of appearance,

known as intra-class variability, occurs in many areas of computer vision. It is due to

the fact that humans group objects into classes of entities (according to some rules

such as their functionality), yet instances of the same class have different visual ap-

pearance. In object recognition for instance, cars can have different colors, shapes

or can be seen from different viewpoints. The visual variability is tightly linked to

the granularity of annotations: the more precise the labeling, the smaller the vari-

ability. For instance, there is less variation of appearance between different instances

of sports cars, than between instances of motor vehicles. All this creates a challenge

for the algorithm that needs to model these variations. Visual relations, which relate

two different objects make the problem of modelling intra-class variation even more

challenging. Indeed, a visual relation is not just a juxtaposition of objects, but a

combination of objects in a certain spatial and appearance arangement which is not

unique. The variability of objects is further augmented by the variability of their

interactions. We illustrate this in Figure 1-10 where similarly labeled visual relations

(e.g. “person ride boat”) have yet different visual appearance.

Variability of language descriptions. The problem of intra-class variability is

in fact tightly related to the ambiguity of language, where definition and naming

of concepts is not rigorous, as it results from a long process of sometimes erratic

changes and approximations throughout years of usage. First, the same concept can

be described in different manner. For instance in Figure 1-11, the same relation such

as “clock on tower” can also be described by other predicates such as “attached to” or
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(a)

(b)

(c)

Figure 1-10 – Variability of visual appearance. All the above images are possible answers
for the queries (a) “person ride boat”, (b) “person adjust glasses”, (c) “person carry child”.
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clock on tower
clock attached to tower

clock part of tower

person on horse
person ride horse

person straddle horse

plate on table
plate on top of table

plate lay on table

Figure 1-11 – Ambiguity of language descriptions. The same word (e.g. “on”) can describe
different interactions (e.g. “clock on tower”, “person on horse” or “plate on table”). Also,
the same visual entity can be described in different manners (the triplet “clock attached to
tower” is as valid as “clock part of tower” to describe the pair of objects drawn on the left).

“part of”. And reciprocally, the same word such as “on” can refer to different visual

interactions. Thus, mapping visual and language modalities is difficult as there is no

one-to-one correspondence: a given pair of objects in an image could be described by

different language triplets, and a given triplet could refer to various visual situations.

1.4 Contributions

1.4.1 Contributions

The contributions in this thesis are described into two chapters.

Weakly-supervised learning of visual relations. In Chapter 3, we focus on two

important challenges mentionned in Section 1.3: (i) the difficulty to get annotations

at box-level, (ii) the challenge of missing annotations at test time. To address (i),

we develop a model, based on discriminative clustering [Bach and Harchaoui, 2007],

for detecting visual relations using only image-level labels for relations. For (ii), we

propose a novel way to evaluate visual relations without missing annotations by rely-
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ing on unusual relations. We introduce UnRel dataset, a dataset of unusual relations,

which has two useful properties: first, it allows us to evaluate visual relation detection

with reduced level of noise and second to assess the generalization capability of the

model on these unusual relations. We use UnRel dataset for evaluation in Chapters 3

and 4. We further explore the visual representation of a relation and introduces a

new spatial representation allowing to account for the multimodality of relations.

Detecting unseen visual relations using analogies. In Chapter 4, we attack

the three other major challenges described in Section 1.3: (i) the variability of appear-

ance of interactions, (ii) the long-tail distribution of training data, (iii) the ambiguity

of language. For (i), we propose to learn visual relations at two different granulari-

ties: the compositional model where visual relations are grouped according to their

predicate as we did in Chapter 3 and the visual phrase model which is more robust to

appearance variation but suffers from scarcity of training data. To generalize well to

unseen triplets and overcome the challenges of (ii), we propose to link visual relations

through analogies, a concept that has been explored for image generation. Inspired

by [Reed et al., 2015], we propose a formulation incorporating analogies as arithmetic

operations on relation embeddings. Finally, we address (iii) by learning to map vi-

sual and language modalities into a common embedding space which can benefit from

pre-trained word embedding vectors to find similar concepts and generalize to unseen

predicates.

1.4.2 Publications

Our work led to the following publications:

∙ J. Peyre, I. Laptev, C. Schmid, J. Sivic. Weakly-supervised learning of visual

relations. In ICCV, 2017. [Peyre et al., 2017] (Chapter 3)

∙ J. Peyre, I. Laptev, C. Schmid, J. Sivic. Detecting unseen visual relations using

analogies. In ICCV, 2019. [Peyre et al., 2019] (Chapter 4)
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1.4.3 Software and dataset contributions

The code for the two chapters of this thesis has been publicly released, as well as the

new UnRel dataset:

∙ Weakly supervised learning of visual relations (Chapter 3): https://github.

com/jpeyre/unrel. The repository contains the code for training and evaluat-

ing our model. Pre-computed object detections and features are provided. We

also release pre-trained models to exactly reproduce the results in our chapter.

∙ Detecting unseen visual relations using analogies (Chapter 4). The code with

pre-trained models will be released in https://github.com/jpeyre/analogy.

∙ UnRel evaluation dataset is publicly released in https://www.di.ens.fr/willow/

research/unrel/data/. The directory contains the 1071 images collected on

the web, that are annotated at box-level for 76 unusual triplet queries. The

evaluation code is available in https://github.com/jpeyre/unrel.

1.4.4 Outline

This manuscript is split into five chapters including this introduction.

Literature survey. We review related work in Chapter 2, by first making links

with the fields of object detection and scene understanding, then focusing on works

that address the problem of visual relation detection from different perspectives.

Weakly-supervised learning of visual relations. In Chapter 3, we focus on

the difficulty of obtaining annotations at box-level and propose a weakly-supervised

approach which allows us to learn visual relation detectors using image-level labels

only. We also address the problem of missing annotations at test time by introducing

UnRel, a new evaluation dataset made of unusual relations.

https://github.com/jpeyre/unrel
https://github.com/jpeyre/unrel
https://github.com/jpeyre/analogy
https://www.di.ens.fr/willow/research/unrel/data/
https://www.di.ens.fr/willow/research/unrel/data/
https://github.com/jpeyre/unrel
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Detecting unseen visual relations using analogies. In Chapter 4, we first

propose to better model the variability of appearance of interactions by combining

compositional embeddings for subject, object and predicate with holistic visual phrase

embeddings representing triplets. We then tackle the challenge of long-tail distribu-

tion of relations by performing analogical reasoning on the visual phrase embeddings

to better generalize to unseen triplets.

Discussion. We conclude this thesis in Chapter 5 by summarizing our contributions

and proposing directions for future work.



Chapter 2

Literature Review

Visual relations, as we have seen in Chapter 1, are semantic units of intermediate

granularity between objects and scenes. In this chapter, we review literature about

these different semantic units and underline how they relate, beginning by object

detection in Section 2.1, continuing with scene understanding in Section 2.2, and

finishing by visual relation detection in Section 2.3.

2.1 Object Detection

Object detection and visual relation detection are entangled tasks. The literature on

object detection presents three main interests with regard to visual relation detection.

First, as objects are the first level semantic units, visual relation detection methods

can naturally build on top of object detection models. Therefore, it is instructive to

understand how to build object detectors beforehand. Second, visual relations can

be envisioned as more complex objects: where an object (e.g. “person”) is defined by

the spatial arangements and appearance of its parts (e.g. “legs”, “arms”), a visual

relation (e.g. “person riding horse”) is determined by a specific spatial configuration

and appearance of the objects that participate in the relation (e.g. the “person” is on

top of “horse” with his legs from either side and the “horse” is walking or galloping).

20
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This makes the literature on object detection a relevant source of inspiration when

developping models for visual relation detection. Finally, visual relations between

objects can in turn provide useful priors for object recognition. In that, the task of

object detection can benefit from better understanding of visual relations. In this

section, we first describe the different approaches for object detection, then we review

the works that leverage visual relations to improve object detection and finally we

explain how object detectors have been used in the context of visual relation detection.

Building object detectors. The task of object detection is to determine where

are the objects in the image (object localization), and to which category they belong

to (object classification). Object detection is a challenging task due to difficulties

such as viewpoint variation, illumination, occlusion, scale, deformation, intra-class

variation and background clutter; difficulties that are inherited by visual relation

detection. Traditional models for object detection are naturally split into different

stages: (1) determining the regions of interest (RoI) in the image, (2) extracting

meaningful representations for these regions of interest, (3) classifying each region

into an object category. The naive approach for selecting regions of interest is to do

exhaustive search at every location in the image [Dalal and Triggs, 2005; Harzallah

et al., 2009; Felzenszwalb et al.]. However this process is computationally expensive

and produces many regions that are not relevant. More efficient sampling methods

have later been proposed, either based on segmentation [Uijlings et al., 2013] or based

on selection through a measure of objectness [Alexe et al., 2012; Zitnick and Dollár,

2014]. Earliest object detectors relied on handcrafted, low-level descriptors such as

SIFT [Lowe, 2004] or HOG [Dalal and Triggs, 2005] on top of which classification was

performed, typically with SVM [Cortes and Vapnik, 1995] or Adaboost [Freund and

Schapire, 1997]. One particularly successful approach [Felzenszwalb et al.] that stood

out represented objects as a collection of parts in a certain deformable arrangement,

accounting for the intra-class variability.
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Figure 2-1 – Architecture of R-CNN [Girshick et al., 2014] showing the three typical stages
of object detection: (1) region proposals, (2) feature extraction, (3) object classification

The renewed interest in Deep Neural Networks [Krizhevsky et al., 2012] enabled a

major improvement in object detection. One main contribution was done by Girshick

et al. [2014] who showed that Convolutional Neural Network (CNN) features pre-

trained on an auxiliary task could favorably replace handcrafted features for object

detection. We display its architecture, R-CNN, in Figure 2-1 as it is a good illustra-

tion of a typical object detection pipeline. Further improvements have been added

to [Girshick et al., 2014] with SPP-net [He et al., 2014] and Fast-RCNN [Girshick,

2015] that allow to share feature computation across all candidate regions of interest

and later with Faster-RCNN [Ren et al., 2015b] which introduces a Region Proposal

Network (RPN) to learn object proposals instead of having to rely on external ones

such as [Uijlings et al., 2013]. Other approaches such as YOLO [Redmon et al., 2016]

and SSD [Liu et al., 2016] adopt a different formalism: instead of viewing object de-

tection as a classification task on top of region proposals, object detection is framed

as a regression problem where bounding boxes and class probabilities are predicted

at the same time. Such methods allow important speed-up but struggle to precisely

localize small objects.

Though object detection has greatly improved in the past years, several challenges

remain. One first challenge is related to the detection of small objects, encouraging

to explore approaches that can operate at multiple scales such as Feature Pyramid

Network (FPN) [Lin et al., 2017a]. A second and complex challenge is to scale ob-

ject detectors to large number of object classes. This is a major difficulty as labels
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(a) (b)

Figure 2-2 – Higher-order composites: (a) groups of objects [Li et al., 2012], automatically
discovered, that involve an arbitrary number of objects (e.g. table and chairs around it), (b)
visual phrases [Sadeghi and Farhadi, 2011] which are manually defined objects performing
an action (e.g. person riding), or a pair of objects interacting with each other (e.g. person
drinking bottle).

required for detection are more complicated to collect than labels for classification.

YOLO9000 [Redmon and Farhadi, 2017] makes a step in this direction by trying to

leverage classification labels to scale to 9000 object categories. Yet, this problem is

still largely unexplored.

Modeling contextual information for better object detection. Object de-

tection can be improved by using contextual information, for instance relations be-

tween objects. In fact, one of the primary interests for visual relations was motivated

by potential improvements in object recognition. Early works incorporate contex-

tual interactions between neighboring objects as an additional cue. In particular,

co-occurrence and relative spatial locations between objects have helped to improve

object detection in 3D scenes [Hoeim et al., 2006], object categorization [Galleguillos

et al., 2008] and multi-class object detection [Desai et al., 2011]. Another line of

work changed the reasoning about individual objects, and instead proposed to dis-

cover groups of objects that interact in a predictable and structured way. Li et al.

[2012], fervent advocates of these groups of objects, illustrated in Figure 2-2(a), show
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that considering higher-order composites provide a useful prior on object locations

with direct benefits to both object detection and scene categorization. Sadeghi and

Farhadi [2011] share the same spirit by introducing intermediate composites called

visual phrases, pictured in Figure 2-2(b), and show that a joint decoding scheme over

objects and visual phrases helps object detection. Since Lu et al. [2016a] who framed

visual relation detection as a separate task, exploiting contextual cues to improve

object detection has not drawn as much attention. We are only aware of the work

of Hu et al. [2018] who introduce a differentiable object relation module enabling to

reason simultaneously over multiple objects.

Using object detectors for visual relation detection. Detecting objects be-

forehand is not a pre-requisite for visual relation detection. Indeed, similar to [Sadeghi

and Farhadi, 2011], one might directly attempt to learn visual relations as single non-

splittable entities. Yet, most of the works on visual relation detection following [Lu

et al., 2016a] have chosen to take benefit from object detectors such as [Ren et al.,

2015b] to identify regions of interest and extract a generic representation. On one

hand, this solution is smart as visual relation detection can thus directly benefit from

advances in object detection: higher object recall immediately translates to higher

visual relation recall and better representation of objects generally echoes on visual

relation recognition performance. On the other hand, building on object detectors

draws an upperbound on the performance: when an object participating in a relation

is not detected in early step, the error propagates. Such error propagation encour-

ages to keep as many object candidates as possible at the expense of computational

complexity. Solutions have been proposed [Zhang et al., 2017c; Yang et al., 2018a]

to build relation proposal networks that estimate the degree of relatedness between

two objects and discard the unlikely interactions to reduce the complexity. Yet, these

attempts still rely on individual proposals for subject and object, ignoring the fact

that an object in a group is sometimes easier to detect than in isolation (e.g. if the
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object is small or occluded). Finally, we mention an elegant approach by [Kolesnikov

et al., 2018] which frames visual relation detection as an object detection problem

allowing, with few changes, to directly rely on object detection pipelines.

2.2 Scene understanding

Scenes are the highest level semantic units. Oliva [2009] defines a visual scene as a

view of an environment comprised of objects and surfaces organized in a meaningful

way. Teaching a computer to understand a scene, i.e. to seize the meaning of the

specific organization of objects in a scene, is one of the primarily goals of computer

vision. For the neuroscientist David Marr, understanding a scene is “to know what

is where by looking. [It is] the process of discovering from images what is present

in the world and where it is.” [Marr, 1982]. While the task of scene understanding

might look intuitive, actually measuring the level of understanding of a computer is

not trivial. For many years, object detection and recognition were the most popular

metrics to evaluate the capability of an intelligent visual system. Now that significant

progress has been made in this direction (see Section 2.1), scene understanding has

shifted towards tasks that require higher-level reasoning about object attributes and

relationships. In this section, we first give a broad picture of the variety of tasks

related to visual scene understanding. We especially focus on scene understanding in

2D static images. Then, we briefly describe the different types of approaches to solve

these tasks, and analyze how lower-level semantic units, such as objects and visual

relations, have been progressively incorporated to improve scene understanding. We

conclude this section by reviewing the current challenges in scene understanding and

why visual relations will likely be even more important in this field.

A variety of tasks. Scene understanding materializes in a large growing number

of tasks. The reasons for this are twofold. First, scene understanding has a lot of

practical applications in diverse domains, demanding specific metrics and databases
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to be developed for each so that the performance of an algorithm directly links to a

measure of concrete utility. Second, there has always been a desire to build a general

multi-task AI that can understand the world around us. As evaluating the capabilities

of such machine is hard to capture into a single measure, people have decoupled the

measure of intelligence into proxy tasks, each of them enabling to evaluate specific

properties of the model in an interpretable manner. We now review some of the

practical tasks related to scene understanding, and try to understand, for each of

them, what good performance might tell about the capabilities of the algorithm. It

is to note that most taks we review here involve a joint understanding of images and

text, as natural language provides a convenient way for humans to interact with a

computer and interpret the output of an algorithm.

One of the earliest tasks of interest was image captioning [Farhadi et al., 2010;

Kulkarni et al., 2011; Ordonez et al., 2011], where the goal is, given an image, to

produce a description of its content in free-form natural language. Success in image

captioning is viewed as a form of understanding, as recognizing the main objects in

an image, where they are, and how they interact is a pre-requisite for generating

a meaningful description. A closely related task is image-text matching [Farhadi

et al., 2010; Hodosh et al., 2013] where textual queries should be matched to the

most relevant images in a database, and reversely, images should be associated to

their most relevant descriptions. This is entirely a retrieval problem, which does not

evaluate the ability to generate grammatically correct sentences, contrary to image

captioning. In terms of understanding, image-text matching requires at least as much

visual reasoning capabilities as image captioning (potentially even more if the images

in the database are hard to distinguish). While both tasks have a lot of practical

applications, they do not provide easily interpretable information on the properties

of the algorithm being evaluated. For many images in current datasets, a rough

recognition of the salient entities is enough to achieve good performance.

This has drawn attention to the task of visual question answering (VQA) [Antol
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Figure 2-3 – Examples of free-form, open-ended questions from the Visual Question An-
swering dataset [Antol et al., 2015].

et al., 2015; Ren et al., 2015a; Gao et al., 2015; Zhu et al., 2016; Krishna et al.,

2016]. In VQA, the goal is, given an input image and a question in natural language,

to output an answer either among a set of pre-defined answers or in free-form text.

Many researchers believe that VQA, also sometimes called Visual Turing Test [Geman

et al., 2015], is the ideal test for AI systems. For instance, Lehnert [1977] claimed that

“when a person understands a story, [they] can demonstrate [their] understanding by

answering questions about the story. Since questions can be devised to query any

aspect of text comprehension, the ability to answer questions is the strongest possible

demonstration of understanding”. In fact, the view of Lehnert [1977] points out two

main properties of the VQA: first, the task is flexible in the sense that the granularity

of the question can be adjusted throughout time; second, the task is interpretable as

the agent should answer in a human-readable format and is forced to give as many

details as required to be judged as correct. If we now view image captioning as

a specific case of VQA, with the generic question ”What happens in this image?”,

we realize how poor are the requirements of image captioning when compared to

the complex questions in current VQA datasets that involve attribute recognition,

counting or object localization, as shown in Figure 2-3.

Variants of VQA have been later proposed, complexifying the properties a success-

ful agent should acquire. For instance, in the Visual Dialog task [Das et al., 2017b],

illustrated in Figure 2-4(a), a conversational agent has to answer a series of questions

about an image, requiring to overcome the challenges of VQA (i.e. reasoning about

an image), and the challenges of dialog (i.e. reasoning about past history of a con-
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(a) (b)

Figure 2-4 – Extension of VQA tasks: (a) visual dialog [Das et al., 2017b] where a con-
versational agent answers a series of questions about an image, (b) knowledge-base visual
question answering [Wu et al., 2016] which exploits external facts to answer a question
about an image.

versation) at the same time. Another interesting variant of VQA is to marry it with

the field of common-sense knowledge to answer questions that require not only visual

reasoning but also reasoning about external facts stored in a Knowledge Base [Chen

et al., 2013; Zhu et al., 2014; Sadeghi et al., 2015a]. This variant, explored notably

in [Wu et al., 2016; Wang et al., 2017, 2018; Marino et al., 2019], could allow to tackle

more complex questions and push further the understanding of visual scene as shown

in Figure 2-4(b).

Among all the properties an intelligent agent should have is one that is absolutely

crucial. It is the ability to perform visual grounding, i.e. to spatially localize named

entities in the image. This property is desirable for fine-grained reasoning, and im-

portantly, for interpretability. The spatial counterpart of image captioning is dense

captioning [Johnson et al., 2016] whose task is to generate descriptions for salient

regions in images. It can also be seen as an extension of object detection where

object categories are free-form text. Figure 2-5 provides a good illustration of the

link between dense captioning and these two tasks. Many other set-ups have been
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Figure 2-5 – Illustration of the dense captioning task as introduced by [Johnson et al., 2016]
that pushes forward image captioning in terms of spatial localization and object detection
in terms of label complexity.

invented to evaluate the ability to make correspondences between textual phrases

and image regions. For instance in referring expression comprehension [Kazemzadeh

et al., 2014; Mao et al., 2016; Hu et al., 2016], the agent should localize, by drawing

a bounding box, the region in the image that is described in the referring expression.

Borrowing the same idea of pointing to image regions, Zhu et al. [2016] extend visual

question answering datasets by linking the object mentioned in the question to its

corresponding region in the image.

While the set-ups described above ground a textual description to a unique box

in the image, phrase localization [Plummer et al., 2015, 2017] aims at finding corre-

spondences between regions in an image and all noun phrases in its description. This

effort to visually ground entities in a sentence is formalized in a more structured way

in scene graph grounding [Johnson et al., 2015]. A scene graph is a graph-structured

representation of a content of a scene where nodes encode objects and edges store

the relationships between them. Grounding a scene graph to an image, as illustrated

in Figure 2-6, means associating each node of the scene graph with a region in the

image that respects the relationships specified in its surrounding edges. By explicitly

modeling constraints between entities and imposing visual grounding, scene graph
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Figure 2-6 – Illustration of scene graph grounding [Johnson et al., 2015]. Each node of
the graph is grounded to an object in the image outlined by a bounding box. The relations
between objects are encoded through edges in the scene graph. This formulation also allows
to add attributes to object nodes.

representations have been benefitting tasks like image retrieval [Johnson et al., 2015],

VQA [Teney et al., 2017], image captioning [Yao et al., 2018], image generation [John-

son et al., 2018] and automatic captioning evaluation [Anderson et al., 2016].

In the same way that researchers have been interested in directly evaluating visual

relation detection on its own rather than implicitly using it for scene understanding,

Xu et al. [2017] introduce scene graph generation, consisting in generating a visually-

grounded scene graph from an image. In this perspective, the task of visual relation

detection that we address in this thesis is a special case of scene grounding/generation,

corresponding to the situation where objects and relationships are handled in isola-

tion, ignoring the mutual context between them, just as if each relation was part of

a different image.

All these tasks are different ways to evaluate and push forward our understanding

of visual scenes. Despite the diversity of these tasks, there are two fundamental

properties emerging that seem key for success: (i) the first one is the ability to

reason about the nature and relations between visual entities, (ii) the second one
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is the capacity to ground entities in the image, for interpretability and fine-grained

reasoning. With this respect, visual relation detection is a key part in the development

of intelligent visual systems.

From monolithic to visually grounded approaches. Early approaches in cap-

tioning [Kulkarni et al., 2011; Li et al., 2011b; Mitchell et al., 2012; Elliott and Keller,

2013] aimed at filling a pre-defined caption template with objects and attributes de-

tected from visual data. This resulted in captions that were visually grounded and

interpretable, but not natural due to the rigid language template. With the success

of recurrent neural networks (RNN) in sequence-to-sequence learning for machine

translation [Bahdanau et al., 2015], template-based models were replaced by a lan-

guage generation model based on RNN. The standard architecture takes the form

of an encoder/decoder where the entire image is encoded by a convolutional neural

network (CNN), and then decoded with a RNN to produce a description [Kiros et al.,

2014]. Compared to previous template-based approaches, the generated descriptions

are much more natural. Works in image-text matching follow a similar pattern where

global representations of images and text are projected into a joint visual-semantic

embedding space. Two main approaches have been explored: one based on Canonical

Correlation Analysis (CCA) [Hardoon et al., 2004] that learns projections maximiz-

ing the correlation between the two modalities in the projected space [Andrew et al.,

2013; Gong et al., 2014; Klein et al., 2015; Yan and Mikolajczyk, 2015], the other one

typically optimizes a ranking loss with Stochastic Gradient Descent (SGD) so that

the projected vectors of correct correspondences are closer than those of incorrect

matchings in the joint space [Wang et al., 2016a; Faghri et al., 2017]. In VQA, the

focus has been to learn efficient and expressive fusion mechanisms to merge global

representations of the image and the textual question in a space where the decision

is easy [Fukui et al., 2016; Kim et al., 2016; Ben-younes et al., 2017, 2019]. Most

of these works are monolithic, in the sense that they reason about global image and
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language representations. While they propose simple and effective models, they often

lack of visual grounding and interpretability.

Among modern deep neural network approaches, the work of Karpathy et al. [2014]

was one of the first efforts to attempt visual grounding of noun phrases. For this, they

break down the sentence into multiple fragments using a dependency parser and the

image into regions with an object detector and try to infer fragment-region alignment.

Karpathy and Fei-Fei [2015] subsequently improved this model in particular by re-

placing the dependency parser by a Bidirectional Recurrent Neural Network [Schuster

and Paliwal, 1997] allowing to encode each word in its context. At about the same

time, Fang et al. [2015] proposed to generate image captions based on detected con-

cepts. The novelty of their approach is to train a word detector on image captions in a

weakly-supervised way, allowing to scale to larger number of concepts that commonly

appear in captions. Yet, one weakness of such models is that salient image regions

are pre-defined with respect to a set of visual detectors, as if blinders were put in ad-

vance to decide where the model should attend. Also, each grounded region-fragment

contributes equally to the final score, which does not reflect the reality of an image

where the decision usually depends only on a small subset of informative regions.

Visual attention, a major concept introduced by Itti et al. [1998] and revisited in

particular by Xu et al. [2015] for image captioning, was and still is a fertile ground

to address part of these weaknesses. In particular, it allows to go beyond pre-defined

visual categories by computing an attentional spatial map concentrated on image

regions relevant for the final task. This process is illustrated in Figure 2-7. Atten-

tion models had a lot of success, especially in the VQA task [Yang et al., 2016; Lu

et al., 2016b; Zhu et al., 2016], where being able to choose which regions to attend

conditional on the question is a desirable property. Attention mechanisms are great

tools to inject flexibility in a model, yet, for visual grounding, attentional maps are

not always semantically interpretable, i.e. do not necessarily correspond to visually

meaningful regions.
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Figure 2-7 – Illustration of the attention mechanism [Wu et al., 2017]: (1) the monolithic
approach (top row) which reasons at the level of global image and text features, (2) an ap-
proach using attention mechanism (bottom row) which learns to reweight the contributions
of each region depending on the task.

Most recent approaches combine a bottom-up and top-down attention mechanism

that works as follows: (1) the bottom-up (i.e. objects to scene) mechanism proposes a

set of interesting image regions, for instance using an object detector or class-agnostic

proposals, (2) the top-down (i.e. scene to objects) is a selection mechanism that re-

weights the features of the different regions depending on the task. This mechanism

lead to improvements in phrase localization [Rohrbach et al., 2016], image-text match-

ing [Lee et al., 2018], image captioning [Lu et al., 2018a] and VQA [Anderson et al.,

2018], also allowing better explainability of the algorithm.

While these works enable more interpretable outputs, they perform visual ground-

ing of entities in isolation without explicitly constraining the relationships between

them. This leaves behind key structural and semantic information.

Incorporating visual relationships. There is much to gain in understanding

entities in combination, that is to say in interpreting the meaning of an entity by

looking at the context around. If the first type of context used was global, at the

level of the image, the need to build more discriminative models together with the
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Figure 2-8 – Automatic extraction of (subject, predicate, object) by learning soft attention
weights 𝑎𝑠𝑢𝑏𝑗 , 𝑎𝑟𝑒𝑙, 𝑎𝑜𝑏𝑗 activated by different fragments of the description [Hu et al., 2017].

progress in object detection encouraged the use of local context provided by neigh-

boring entities. In an image, local context can be extracted by looking at the mutual

configuration and appearance between objects. For instance, in referring expressions,

Nagaraja et al. [2016]; Yu et al. [2016] found that an explicit encoding of the visual

differences between objects of the same category outperforms global image context.

Similarly, encouraging competition between image regions in the objective function

also proved useful for generating discriminative captions [Mao et al., 2016; Vedantam

et al., 2017]. While these works encourage to reason over mutual context in images,

they do not benefit from the rich and informative language structure and semantics.

Yet, the grammatical structure of a sentence indicates how noun phrases are linked

through verbs and prepositions. One of the simplest versions of this idea is to en-

courage neighboring words in the sentence to be grounded to the same region in the

image [Karpathy and Fei-Fei, 2015]. Other works [Wang et al., 2016b; Xiao et al.,

2017] exploit pre-defined relational constraints extracted from the sentence by an ex-

ternal dependency parser to find a coherent alignment between parts of images and

parts of sentences. As an alternative to relying on an off-the-shelf parser that might

not be well tuned to the specific dataset, one approach is to extract grammatical

structure in a soft manner using attention weights. For example, Hu et al. [2017]

learn to decompose a sentence into a triplet of the form (subject, predicate, object)
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and exploit this structure to ground visual entities. We illustrate some of their results

in Figure 2-8. Yu et al. [2018] follow the same spirit by learning to decompose an

expression into a (subject, location, relationship) structure which is better suited for

referring expressions.

A natural way to encode local context is to represent a scene in the form of a scene

graph, where nodes are entities and edges encode their relations. Initially, scene graph

representations have been used in computer graphics for scene generation. For in-

stance, Chang et al. [2014, 2015] parse a textual input into an abstract scene template

capturing the objects present in the scene and the relations between them, and use

this representation to generate a compatible 3D scene. Later, scene graphs have been

used as an intermediate representation for image retrieval in abstract [Zitnick et al.,

2013] and real-world [Johnson et al., 2015] scenes, video retrieval [Lin et al., 2014a],

3D scene semantic parsing [Kong et al., 2014] and visual question answering [Teney

et al., 2017]. This view of translating a scene into an intermediate structured rep-

resentation where reasoning is more explicit has also been explored through neural

module networks [Andreas et al., 2016a,b; Johnson et al., 2017b] in VQA. The under-

lying idea, illustrated in Figure 2-9, is to build, for each question, a specific neural

network, made of re-usable modules, that is able to perfectly adapt to the question.

Other types of neural networks have flourished [Scarselli et al., 2009; Battaglia

et al., 2016; Santoro et al., 2017], exhibiting various structures designed to capture

core properties for relational reasoning. These formulations have demonstrated im-

portant gain in terms of reasoning capabilities, but many have only been tested on

synthetic datasets such as [Johnson et al., 2017a]. Most recent approaches on real-

world datasets such as [Norcliffe-Brown et al., 2018; Cadene et al., 2019] represent an

image by a set of localized region features, linked in a graph, and use this structured

representation to refine each region representation based on its neighbors, producing

relation-aware region representation. Yao et al. [2018]; Lu et al. [2018b] adopt a sim-

ilar formulation and further propose to use semantic knowledge from visual relation
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Figure 2-9 – A neural module network [Johnson et al., 2017b] encodes the structure and
semantic of a question (e.g. “Are there more cubes than yellow things”) into a deep neural
network made of re-usable modules (e.g. filter color, filter shape, greater_than). In
particular, the relations between objects directly translate into the structure of the network.

detectors learnt on external datasets such as Visual Genome [Krishna et al., 2016].

Improving evaluation of scene understanding. While important numerical im-

provements have been achieved in scene understanding, future progress in this field

is likely to be tightly linked to the capacity to develop new evaluation procedures.

Recent studies by Agrawal et al. [2016]; Jabri et al. [2016]; Hendricks et al. [2018]

have indeed demonstrated that current algorithms largely benefit from the bias in

training data to reach top performance, without deep understanding of the image.

Even the most recent state-of-the-art approaches [Anderson et al., 2018; Lu et al.,

2018a] in image captioning yet based on top-down and bottom-up approaches have

been shown to produce fluent language before using visual information from image

regions [Rohrbach et al., 2018]. A typical symptom is object hallucination in a cap-

tion that current metrics such as CIDEr [Vedantam et al., 2015], METEOR [Banerjee

and Lavie, 2005] or SPICE [Anderson et al., 2016] do not penalize. In this regard, it

might be that we learn to give advantage to methods that successfully exploit dataset

biases rather than methods that indeed reason about visual content.
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(a) (b)

Figure 2-10 – Active areas of research in scene understanding: (a) grounding visual ex-
planations in images [Park et al., 2018], (b) transferring to unseen combinations [Agrawal
et al., 2017].

There are two possible answers to this problem. The first one is to constrain

the algorithms to produce interpretable, visually grounded outputs that would be

explicitly evaluated. For instance, Das et al. [2017a] propose to evaluate attentional

maps produced by VQA models by comparing them to human attention. Scene

graphs annotations of Visual Genome dataset [Krishna et al., 2016] can also be used

to evaluate visual grounding of phrases in image-text matching [Engilberge et al.,

2018] or visual question answering [Hudson and Manning, 2019]. Another interesting

line of work in this direction is visual explanation [Hendricks et al., 2016a; Park et al.,

2018; Zellers et al., 2019], illustrated in Figure 2-10(a), where the machine should also

provide a justification, either textual or visual, to its decision.

A second answer can be seen in the development of new tasks [Xie et al., 2018; Hu

et al., 2019; Liu et al., 2018a] and datasets [Goyal et al., 2017] less prone to bias, as well

as new metrics [Rohrbach et al., 2018] that better correlate with human judgment.

In particular, evaluating on new situations is quite interesting as biases do not help

anymore. For instance, Hendricks et al. [2016b]; Venugopalan et al. [2017]; Agrawal

et al. [2018] have been interested in producing captions that involve novel objects,

while Agrawal et al. [2017] have focused on evaluation of unseen compositions of seen
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concepts in the context of VQA. We provide an example of such unseen combinations

in Figure 2-10(b).

Our work in this manuscript also builds on these ideas as (1) we are interested

in grounding visual relations to image regions, (2) we aim to transfer to unseen

combinations.

2.3 Visual Relationship Detection

Visual relations are intermediate visual composites that allow to connect objects to

scenes. In this part, we review the literature on visual relation detection using different

perspectives. We first begin by a brief history of the related tasks and datasets.

Second, we study how visual relations have been represented in the literature. Third,

we analyze related work in the light of two different views, either regarding a visual

relation as a combination of objects (compositional view), or as a whole entity (holistic

view). We then inspect the literature with respect to two axes developed in this

thesis: first, the type of supervision used to learn visual relations; second, the way to

generalize to unseen visual relations.

2.3.1 From action recognition to visual relation detection

Visual relation detection takes root in the field of action recognition, whose goal is to

predict the activity of a person (e.g. “walking”, “dancing”). Understanding human

activities is a more complex task than recognizing objects in isolation as it also involves

the analysis of interactions between those entities. For instance, it is not enough to

discriminate a “bicycle” from a “motorcycle”, one also needs to disambiguate subtle

configurations such as “riding a bicycle” from “pushing a bicycle”. This requires a

joint reasoning about the human and the object configurations and appearance as

illustrated in Figure 2-11.

Thus, earliest works in action recognition had to find strong visual cues on which to
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Figure 2-11 – Examples of diverse actions involving the object “bike” from Lu et al. [2016a].
Action recognition is one level more difficult than object recognition as it also requires
disambiguating subtle configurations between objects.

rely. There were two main approaches: one on videos relying on motion cues [Schüldt

et al., 2004; Blank et al., 2005; Niebles et al., 2006; Laptev et al., 2008], another one,

not less challenging, on static images based on human shape or pose [Wang et al., 2006;

Ikizler et al., 2008; Maji et al., 2011]. But these works have only modelled the human

without taking into account additional context given by the objects in interaction.

Gupta et al. [2009] are the first to envision an action as an interaction of a human and

an object and exploit spatial and/or functional constraints to complement appearance

cues from the human. Other works by Desai et al. [2010]; Yao and Fei-Fei [2010b]

followed, confirming that with adequate modeling of mutual context and pose, one

could recognize actions without temporal cues, at least to a certain extent. We refer

to Guo and Lai [2014] for an exhaustive survey of action recognition in still images.

Advances in computer vision are strongly correlated with datasets that provide

new goals and challenges to overcome. Yet, earliest action recognition datasets such

as PASCAL VOC [Maji et al., 2011] and Stanford 40 Actions [Yao et al., 2011] were

small, with a handcrafted vocabulary of mutually exclusive action classes. A shift

was created by Lu et al. [2016a] with the introduction of the Visual Relationship

Dataset (VRD) that significantly expands the vocabulary of interactions and offers

box-level annotations for relations. Compared to previous datasets, it brought two

main novelties: (1) the types of interactions are much more diverse, including actions,

spatial relations, comparatives or any interaction that can be formulated as a triplet

of the form (𝑠𝑢𝑏𝑗𝑒𝑐𝑡, 𝑝𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒, 𝑜𝑏𝑗𝑒𝑐𝑡), (2) the number of possible triplets is large
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# images # objects # predicates # triplets

Visual Phrases 2,769 8 5 13
COCO-a 4,413 80 140 1,681
V-COCO 10,346 80 26 554

HICO-DET 47,774 80 117 600
VRD 5,000 100 70 6,672

UnRel 1,071 41 18 76
HCVRD 52,855 1,824 927 28,323

Visual Genome1 107,077 53,304 29,086 572,613
Open Images 100,522 57 10 329

Table 2.1 – Statistics of different datasets for visual relation detection. We indicate the
total number of images (train and test), the number of object and predicate categories as
well as the number of unique triplets.

(∼ 6𝐾 triplet types) and includes unseen relations at test time. In comparison, the

Visual Phrases dataset of Sadeghi and Farhadi [2011] has only 17 categories (among

which 13 triplets), all seen at training. Lu et al. [2016a] also formalized the shift from

action recognition by defining the new task of visual relationship detection where the

goal is to detect pairs of objects in an image and classify the relation between them.

This effort has been further extended by larger datasets such as the Visual Genome

dataset [Krishna et al., 2016] which contains as much as ∼ 40𝐾 different types of

relationships. An important variant is the task of human-object interaction detection

which involves visual relations where the subject is a human and the predicate is

an action. While action recognition focus on predicting the human action solely,

human-object interaction also jointly models the object in interaction. This topic

naturally attracts a lot of interest as studying human behavior has many practical

applications. Constantly larger datasets, in terms of vocabulary, have been developed

such as V-COCO [Gupta and Malik, 2015], COCO-a [Ronchi and Perona, 2015],

HICO-DET [Chao et al., 2015, 2018] and HCVRD [Zhuang et al., 2018]. We provide

some details on the statistics of these datasets in Table 2.1.
1Split VG80K, after the cleaning process of Zhang et al. [2019]. Other cleaning processes have

been used, resulting in different number of categories.
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These datasets have pros and cons. On one hand, they encourage research towards

methods that can better generalize, as the number of different triplets is large and

visual training data cannot cover all possibilities. Yet, on the other hand, these

datasets introduce new issues during evaluation, as many of them have missing and/or

ambiguous annotations due to a less controlled data collection process. Recently,

new datasets on visual relations tend to adopt a more controlled annotation set-up.

For instance, the Open Images dataset [Kuznetsova et al., 2018] proposes only 329

different types of triplets, carefully chosen such that: (1) they are not obvious, i.e.

they cannot be simply deduced from object co-occurrences and spatial proximity,

(2) they are well defined in advance, contrary to previous datasets which authorize

free-form annotation, (3) they are exhaustively annotated in the image.

We also share this spirit that seeks to build a more controlled evaluation set-up. In

Chapter 3, we introduce a new dataset, UnRel, for evaluating visual relation detection

without missing annotations and further evaluate our model in Chapter 4 on it.

2.3.2 Representing a visual relation

Learning visual relations has relied on many different cues such as human body, object

appearance, image context and even external cues from language or knowledge bases.

We review how these cues have been represented and used in the literature.

Human body and parts. When a human is involved in a visual relation, as in

the case of human-object interaction, informative cues can be learnt by observing the

human body such as its shape [Wang et al., 2006], appearance [Delaitre et al., 2010],

pose [Thurau and Hlavác, 2008; Ikizler et al., 2008] or body parts [Maji et al., 2011;

Raja et al., 2011; Yao and Fei-Fei, 2012]. While many efforts have been invested in

the development of structured mid-level representations for action recognition [Yao

and Fei-Fei, 2010a; Delaitre et al., 2011; Desai and Ramanan, 2012], today’s most

used representations are based on high-level CNN features extracted from the region
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enclosing the human. There have been recent improvements in the field of human

understanding such as segmentation [He et al., 2017], pose [Cao et al., 2017] or 3D

surface-based representation [Güler et al., 2018], yet only few works [Chao et al., 2015;

Shen et al., 2018] have tried to exploit these cues for human-object interaction.

Object appearance. Objects provide strong cues for understanding an interaction.

The appearance, shape, size and functionality of an object indeed put important

constraints on the authorized interactions. In a recent study, Zellers et al. [2018] have

performed a detailed analysis on the Visual Genome dataset [Krishna et al., 2016]

and have found that, given the categories of subject and object involved in a relation,

predicting the predicate that most frequently co-occurs with the object categories

already gives 70% chance of success. According to them, such astonishing proportions

occur because most relations in this dataset are geometric and possessive (such as

clothing, part entities) which are much less ambiguous than semantic relations (such

as activities). Rather than relying on the object categories, most works in visual

relation detection use object appearance which contains richer information on the

state of the specific object instance in the image (e.g. viewpoint, attributes). This

choice could be related to the Visual Memex model [Malisiewicz and Efros, 2009]

which advocates to go beyond categories and encode the local appearance. In recent

works [Chao et al., 2018; Gkioxari et al., 2018; Shen et al., 2018; Gao et al., 2018],

the object appearance is encoded by a high-level feature extracted from the object

region with a CNN pre-trained on ImageNet [Deng et al., 2009] and often fine-tuned

for object detection. Other works such as [Lu et al., 2016a; Dai et al., 2017; Li et al.,

2017a; Zhang et al., 2019; Qi et al., 2018] extract a feature from the box enclosing

the union of subject and object to capture the joint appearance of the interacting

objects. A recent interesting work by Yang et al. [2018b] remarked that appearance

features extracted in this manner are too much biased towards object category which

is harmful for generalization, and instead proposed to learn object-agnostic features
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using a strategy inspired by self-supervised learning methods [Zhu et al., 2017].

Subject-object spatial configuration. Additionally modeling the spatial config-

uration between the subject and the object boxes has proved beneficial. Desai et al.

[2010] represent the relative location of subject and object into a sparse binary vector,

where each bin encodes a canonical configuration such as “next to” or “above” (Fig-

ure 2-12(a)). For each object category, Maji et al. [2011] formulate the relative spatial

location as a mixture model in order to capture the variability of spatial configura-

tions (e.g. depending on the view: front or side) (Figure 2-12(b)). In addition to

the relative location, Prest et al. [2011] include other cues such as the relative scale,

overlap and the euclidean distance between subject and object boxes. Interesting

works in human-object interaction such as [Delaitre et al., 2010] have also attempted

to model spatial relations between object and human parts (Figure 2-12(c)). Most

recent works [Plummer et al., 2017; Zhuang et al., 2017; Zhang et al., 2017a] typically

rely on a small dimensional vector encoding the relative location between subject and

object boxes, as well as other handcrafted cues such as aspect ratio or relative scale,

that is fed into several non-linearities of a neural network. An alternative approach

explored by Dai et al. [2017]; Chao et al. [2018] is to explicitly encode the location of

subject and object boxes in the form of binary masks (Figure 2-12(d)).

Related types of cues such as 3D, surface normals or segmentation might be ad-

vantageously incorporated to help reason about spatial relations and disambiguate

occlusions. To the best of our knowledge, such cues have not been explored yet in

the context of visual relation detection. This might change in the future as tools to

estimate these cues from 2D images are rapidly evolving [Hoeim et al., 2006; Wang

et al., 2015; He et al., 2017].

Image context. Detecting visual relations consists in making a local prediction

about the relation between two objects in an image, in isolation. Yet, undeniably,

using context of what is around can help. Plummer et al. [2017] have found that
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(a)

(b)

(c)
(d)

Figure 2-12 – Different ways to encode the spatial configuration between subject and
object boxes: (a) the spatial feature of Desai et al. [2010] bins the relative location between
subject and object into one of the 7 canonical relations, (b) for each of the 4 object types,
Maji et al. [2011] fit a two component mixture model that can capture the possible spatial
configurations between the person (blue) and the object (red), (c) [Delaitre et al., 2010]
model interactions between object and human body parts (e.g. leg of a person) by measuring
their relative scale-space displacement, (d) Dai et al. [2017] encode the spatial configuration
as a binary mask with 2 channels, one for the subject and one for the object, that is processed
by a few convolutional layers.
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the absolute location and size of a region in the image are already informative, as

people tend to describe big, central objects in the image. The appearance of the

whole scene can be used as an additional context feature [Delaitre et al., 2010], as

well as the appearance of neighboring objects [Gupta et al., 2009]. Even only adding

immediate surrounding context has been shown useful by Dai et al. [2017] who extract

the appearance of objects from its enclosing box augmented by a small margin. One

step further are the works on scene graph generation [Xu et al., 2017; Li et al., 2017b;

Newell and Deng, 2017; Liang et al., 2017; Yang et al., 2018a; Woo et al., 2018] that

jointly reason over all relations in the image at the same time. These works show that

exploiting this kind of global context can help resolve ambiguities that occur when

relations are considered in isolation and is beneficial for visual relation detection.

Language. One can learn to recognize visual relations without using language,

but language might be used as a guide to orient our attention on what and where

to look for. In particular, language comes with a compositional structure where

small language chunks usually correspond to informative visual entities. In visual

relation detection, the triplet formulation as (𝑠𝑢𝑏𝑗𝑒𝑐𝑡, 𝑝𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒, 𝑜𝑏𝑗𝑒𝑐𝑡) provides a

strong cue on the entities to be grounded and how they relate. Both structural

and semantic information can thus be exploited. In action recognition, semantic

cues have first been used by Yao et al. [2011] who decompose an interaction into a

sparse vector on attribute action bases extracted from image descriptions (e.g. verbs

describing the human actions such as “riding” or “sitting”). As recent datasets are

moving towards larger vocabulary of objects and predicates, scarcity of training data

is becoming one of the main challenges, and leveraging linguistic regularities is even

more relevant. Also, the evaluation of visual relation detection as a description task

involves, just like image captioning, to not only recognize the interaction but also

find the right words to express it. Lu et al. [2016a] regularize the predictions of

the visual model with a language prior indicating the likelihood of a triplet based
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on a pre-trained Word2vec language representation [Mikolov et al., 2013]. Yu et al.

[2017]; Plesse et al. learn to distill linguistic knowledge into a deep network for visual

relation detection and confirm that using language cues improves the predictions. Liao

et al. [2017b] even predict the relation using only semantic cues of object categories

and spatial cues, without relying on appearance. Linguistic cues have also been

exploited in joint visual-semantic embedding frameworks, widely used in image-text

matching. In visual relation detection, such approaches have been recently explored

by [Plummer et al., 2017; Zhang et al., 2019] who learn to map visual features for

different combinations of subject, object and union regions with linguistic features

from pre-trained word embeddings. There are in fact two components behind the

success of integrating language priors in visual relation detection: (1) the ability

to exploit statistical dependencies between object and predicate categories, (2) the

use of external knowledge. One alternative way to exploit statistical dependencies

between objects and predicates explored by [Xu et al., 2017; Li et al., 2017a; Yin

et al., 2018] consists in learning correlations between objects and predicates features

through message passing. Similar to the use of external knowledge from linguistic

corpus, this provides priors on the set of plausible relations, for instance telling us

that the triplet “cat eat fish” is common while the triplet “fish eat cat” is very unlikely.

We detail this point in the next paragraph.

Knowledge base (KB). Using pre-trained word embeddings learnt on large text

corpora such as Wikipedia is one way to exploit common-sense knowledge about facts

that are likely to happen in everyday world. Another way to represent and use such

information in a more structured way is through knowledge base graph [Suchanek

et al., 2007; Carlson et al., 2010; Movshovitz-Attias and Cohen, 2015]. Knowledge

base graphs are repositories of entities and rules which can be used for problem solv-

ing. We illustrate this form of knowledge representation in Figure 2-13. Researchers

have explored various types of entities (i.e. what a node should represent), rules (i.e.



CHAPTER 2. LITERATURE REVIEW 47

Figure 2-13 – Example of knowledge structure provided by [Zhu et al., 2014]: different
concepts (e.g. objects, attributes, affordances) represented by nodes are linked by relations
of various nature, shown by edges of different colors.

what types of relations between nodes should be learnt) and knowledge sources (i.e.

on which type of data should it be learnt, e.g. text corpora, visual data). Extract-

ing knowledge from visual sources has been first attempted with NEIL [Chen et al.,

2013], a computer program that automatically discovers common-sense relationships

from web images. It uses object detectors to improve semantic understanding that in

turn allows to learn detectors for new object categories. By repeating this process,

the program can constantly increase its knowledge of new concepts. Sadeghi et al.

[2015a] further extend this work by considering more general relationships and apply

it to the task of visual relation verification. Tightly linked is also the work of Zhu

et al. [2014] who demonstrate benefits of using a KB to reason about object function-

alities. For visual relation detection, KB approaches have recently been explored by

Gu et al. [2019] which use common-sense facts from ConceptNet [Speer and Havasi,

2013] to refine visual features.

In both Chapters 3 and 4, our visual representation is a concatenation of indi-

vidual CNN appearance features of subject and object complemented by spatial con-

figuration features. Chapter 3 investigates a quantized spatial representation based

on Gaussian Mixture, while Chapter 4 adopts a simpler version. In Chapter 4, we

exploit language cues to learn joint visual-semantic embeddings.
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(a) holistic (b) compositional

Figure 2-14 – Illustration of holistic versus compositional approaches: (a) in holistic ap-
proaches, a visual phrase detector is learnt for each triplet (e.g. “person ride horse”), (b) in
compositional approaches, separate detectors are learnt for the subject (e.g. “person”), the
predicate (e.g. “ride”) and the object (e.g. “horse”) whose confidence scores are combined.

2.3.3 Learning triplets: from holistic to compositional ap-

proaches

Earliest works in visual relation recognition [Sadeghi and Farhadi, 2011; Prest et al.,

2011; Hu et al., 2013] learn holistic detectors for visual relations, which consists in

training separate detectors for each category of relation as we illustrate in Figure 2-

14(a). Such approaches are suited for small vocabulary datasets with many training

data available for each class. Yet, with the recent development of datasets such as

Visual Relationship Detection [Lu et al., 2016a] built on open vocabulary rather than

on a pre-defined set of categories, the number of triplets in vocabulary is so large

that most of them have little, if any, training examples. In this context, previous

holistic approaches are not scalable anymore. This encourages the development of

compositional models, which, instead of learning a separate detector for each visual

relation, compose it from simpler visual primitives that can be shared across mul-

tiple visual relations. We illustrate this approach in Figure 2-14(b). Such change

of view is naturally guided by the structure of language where visual relations are

expressed in the compositional form of a triplet, whose individual components can be

observed in isolation, or as part of different interactions. In visual relation detection,

this approach was popularized by Lu et al. [2016a] who break down the task in two

stages: first detecting the objects, second predicting the predicates. Since then, this
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generic view has been largely adopted and refined [Li et al., 2017a; Dai et al., 2017;

Zhang et al., 2019]. One immediate advantage of compositional approaches is that

computational complexity is reduced from learning 𝑁 × 𝑁 × 𝐾 different triplet de-

tectors to learning only 𝑁 × 𝐾 detectors, with 𝑁 being the number of objects and

𝐾 the number of predicates in the vocabulary. Another benefit is that detectors for

individual components can be combined to recognize unseen combinations. However,

compositional models often sin by their lack of expressiveness: the meaning of a word

(e.g. “on”) indeed changes when entering in a combination (e.g. the interaction in

“glass on table” is different from the one in “painting on wall”). In other words, the

context of an interaction, provided by the subject and object, modifies the interpre-

tation of the relation. Visually, this translates into different appearances and spatial

configurations that generic compositional detectors might fail to capture.

This tradeoff between expressiveness and complexity is one of the major chal-

lenges when modeling relational data in large vocabulary setting [Sutskever et al.,

2009; Bordes et al., 2013; Socher et al., 2013a]. We refer to Nickel et al. [2015] for

an exhaustive review of relational modeling, especially in the context of knowledge

graphs where relational modeling is crucial. The question at stake is: how can we

scale to large number of categories while maintaining a good accuracy? The work

of Jenatton et al. [2012] is a good illustration of this dilemna. In this work, the au-

thors try to scale well to a large number of relations by: (1) capturing expressivity

through various orders of interaction with n-grams, (2) sharing parameters across

relations through matrix factorization. The first point, i.e. modeling different or-

ders of interaction through n-grams, has been explored in visual relation recognition

as well [Sadeghi et al., 2015a; Elhoseiny et al., 2016; Plummer et al., 2017]. The

higher the 𝑛 in n-grams, the more expressive it is, but also the less training data

gets available. As learning a detector for each possible composite is computationally

expensive, interesting works such as [Rosenthal et al., 2017] have proposed to learn a

strategy to determine in advance, for each relation, the right type of detectors that
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Figure 2-15 – The work of Divvala et al. [2014] is a good illustration of the trade-off
between expressiveness and complexity. The question is about how to scale to a large
number of categories (anything) while still accounting for the appearance variation within
each category (everything).

should be learnt. Also relevant is the work of Divvala et al. [2014], illustrated in

Figure 2-15, who propose to automatically discover the vocabulary of n-grams that

cover appearance variations for a large number of concepts. The second point, i.e.

sharing parameters through tensor factorization, has also been applied in visual rela-

tion detection, notably by Hwang et al. [2018] to model relationship priors. Another

elegant solution to reduce the computational complexity without sacrificing expres-

siveness is the use of translation embedding first introduced in KB by Bordes et al.

[2013] then applied in visual relation detection by Zhang et al. [2017a]. This ap-

proach, called VTransE, proposes to learn a low-dimensional space shared by objects

and predicates, where predicates could be interpreted as vector translation between

objects, i.e. 𝑝𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒 ≈ 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 − 𝑜𝑏𝑗𝑒𝑐𝑡. A recent work by Hung et al. [2019] ex-

tends VTransE to better generalize to rare visual relations by expressing a predicate

embedding as 𝑝𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒 ≈ 𝑢𝑛𝑖𝑜𝑛(𝑠𝑢𝑏𝑗𝑒𝑐𝑡, 𝑜𝑏𝑗𝑒𝑐𝑡) − 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 − 𝑜𝑏𝑗𝑒𝑐𝑡. An alternative

approach adopted by Misra et al. [2017]; Zhuang et al. [2017] is based on the idea

that the same interaction (e.g. “riding”) with different context (e.g. “horse”, “snow-

board”) should result in different classifiers (e.g. “person riding horse”, “person riding

snowboard”). In this view, generic classifiers for objects and predicates are combined
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to produce the final triplet classifier which is specific to a predicate among its con-

text objects. It is also interesting to relate these types of approaches to the works

of Mitchell and Lapata [2008]; Dinu and Baroni [2014] in distributional semantics

which propose different ways to form the representation of textual phrases from the

representations of individual words.

In Chapter 3, we adopt the view of generic, compositional detectors for visual

relations. In Chapter 4, we come back to this dilemna and propose a hybrid model

that combines both compositional and holistic views.

2.3.4 Learning with less supervision

One important question in visual relation detection is about the level of supervi-

sion. Detecting visual relations in images requires grounding a triplet of the form

(𝑠𝑢𝑏𝑗𝑒𝑐𝑡, 𝑝𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒, 𝑜𝑏𝑗𝑒𝑐𝑡) into visual entities, i.e. delimiting the regions in the im-

age that correspond to the subject and the object in that interaction. Training fully-

supervised models requires two types of supervision: (1) from language side, the text

description should be split into a triplet, (2) from visual side, the 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 and 𝑜𝑏𝑗𝑒𝑐𝑡

in the text should be mapped explicitly to image regions. Most works in visual rela-

tion detection use this type of supervision. But is this a realistic level of supervision

to ask? If not, can we learn to detect visual relations with less supervision?

The right kind of supervision. This question can be reformulated as follows:

which types of annotations are easy to collect? On the web, we could exploit the

pairing of images with their description. Yet, most of the descriptions are written in

free-form text, with no pre-defined structure, and thus asking for triplet annotations

might look like a strong request. In reality, parallel advances in natural language

processing, have led to important improvements in dependency tree parsers such

as [Manning et al., 2014], allowing to extract subject-predicate-object triplets from

natural language sentences. This has been shown in the context of scene graph
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Figure 2-16 – Schuster et al. [2015] show that a scene graph representation (right) can
be created automatically from a natural language description by using dependency parsers
(left).

extraction by Schuster et al. [2015]. An example is provided in Figure 2-16. Aligned

with most works in visual relation detection, we thus suppose in this thesis that full

supervision in the form of triplets is given from language side, and focus on discussing

the different levels of supervision for visual data. From visual side, the assumption

that we have access to annotations that map triplets to pair of bounding boxes in

the image seems too strong as already discussed in Chapter 1.3. It seems more

reasonable to only require image-level supervision that would indicate the presence

of a visual relation in an image without its localization. The setup we explore in this

thesis is semi-supervised. We ground on recent state-of-the-art object detectors that

provide us with a set of candidate objects. Our interest focus on learning the pairs

of objects that interact and the nature of their interaction using only image-level

labels for relations. This level of supervision has also been adopted in [Mallya and

Lazebnik, 2016] who use a pre-trained object detector to propose candidate human

regions and learn actions using image-level labels only. It is also frequently used in

recent works on image captioning [Anderson et al., 2018; Lu et al., 2018a] and image-

text matching [Lee et al., 2018] where bottom-up attention mechanism are based on

pre-trained fully-supervised object detectors.

Weakly-supervised learning of visual relations. Exploiting image-level labels

for localization tasks has been mostly explored for object detection [Song et al., 2014;
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Figure 2-17 – Bilen and Vedaldi [2016] propose a weakly-supervised model for object
detection based on two-branch: the first one is responsible for selecting the objects of
interest, the second one for classifying them. Both classification and detection scores are
aggregated to produce image-level scores.

Bilen et al., 2015; Oquab et al., 2015; Cinbis et al., 2017]. Most methods rely on a

Multiple Instance Learning (MIL) framework introduced by [Dietterich et al., 1997]

where an image is interpreted as a bag of regions annotated with a binary label. In

visual relation detection, very few works have addressed weakly-supervised learning

so far. To the best of our knowledge, Prest et al. [2011] were the first to tackle this

problem for human-object interaction. Yet, their model rely on reasoning about the

single highest scoring human detection in the image which might not work well in

current datasets with multiple people in the same image. Gkioxari et al. [2015] built

on the same idea of treating the object as an unknown latent variable, relying only

on the supervision provided by the human box. This type of formulation, which uses

full supervision for the target object and weak supervision for the context object, has

also been explored in referring expressions [Yu et al., 2016; Nagaraja et al., 2016; Hu

et al., 2017]. Inspired by recent advances in weakly-supervised object detection such

as [Bilen and Vedaldi, 2016; Kantorov et al., 2016], a complete weakly-supervised

model for object and visual relation detection has been recently proposed by Zhang

et al. [2017b]. Their architecture build on the two-branch network of Bilen and Vedaldi

[2016], illustrated in Figure 2-17, that performs simultaneously region selection and

classification.
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Discriminative clustering. In Chapter 3, we propose a novel way to detect visual

relations based on a discriminative clustering framework [Xu et al., 2004; Bach and

Harchaoui, 2007]. Discriminative clustering aims at separating data into clusters that

can be recovered by a discriminative classifier. More precisely, for a set of 𝑁 data

points represented by 𝑑-dimensional features 𝑋 ∈ R𝑁×𝑑, the problem is to recover the

assignments 𝑍 ∈ {0, 1}𝑁×𝐾 into 𝐾 clusters and a set of classifiers 𝑊 ∈ R𝑑×𝐾 that

minimize the discriminative clustering cost:

min
𝑍∈𝒵,𝑊

ℓ(𝑍, 𝑋𝑊 ) + Ω(𝑊 ) (2.1)

where 𝒵 defines the set of possible assignments, ℓ is the loss function and Ω is the

regularization. In this thesis, we use DIFFRAC [Bach and Harchaoui, 2007], a spe-

cial case of discriminative clustering where ℓ is the square loss and Ω is the Tikhonov

regularization. In this framework, it is easy to incorporate weak supervision in the

form of constraints on latent assignment variables 𝑍 ∈ 𝒵. The flexibility for incorpo-

rating constraints that are specific to each problem makes it an interesting approach

for many computer vision applications such as image cosegmentation [Joulin et al.,

2010], localizing actions in videos [Bojanowski et al., 2013, 2014, 2015] or learning

from narrated instruction videos [Alayrac et al., 2016]. In particular, our work in

Chapter 3 uses the online algorithm proposed by Miech et al. based on Block Co-

ordinate Frank-Wolfe [Osokin et al., 2016] which allows us to scale discriminative

clustering to large number of training instances.

Learning without annotations? Using methods such as discriminative clustering

enables to learn from classification labels instead of detection ones. But collecting

classification labels in a clean, large-scale set-up still has a cost [Deng et al., 2009].

To break the deadlock, some works such as [Divvala et al., 2014; Chen and Gupta,

2015] have proposed to learn from web images, by exploiting the performance of web

image search engines. The idea is to collect positive examples for a given category
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Figure 2-18 – [Faktor and Irani, 2012] propose the model of “Clustering by Composition”
for unsupervised discovery of visual categories. The idea is to define a cluster as a group of
images where one image can be easily composed from pieces of other images in the cluster,
but difficult to compose from images outside.

by entering it as a query in the search engine and taking the top returned images

as positives. Webly-supervised models enable to learn from a large amount of data

at no annotation cost, but face other issues such as noisy and incomplete labeling,

which increase as the query becomes more complex. To the best of our knowledge,

webly-supervised models have not been used for visual relation detection in images

but have been applied for related tasks involving visual relations such as automatic

discovery of common-sense relationships [Chen et al., 2013; Sadeghi et al., 2015a].

Yet, all the types of supervision described above suppose paired image-sentence, ei-

ther manually annotated or collected from the web. Such alignment between visual

and text data already provides supervision. Can we learn visual relations in a fully

unsupervised setting, i.e learning only from images? Exploiting the regularities in

visual data to discover meaningful patterns has been attempted for automatic discov-

ery of actions [Niebles et al., 2006; Wang et al., 2006] and object classes [Sivic et al.,

2005; Faktor and Irani, 2012; Cho et al., 2015]. We illustrate one of these approaches

in Figure 2-18. In this case, unsupervised discovery of visual categories is performed

by searching for statistically significant regions that co-occur between images. For

visual relation detection, current works still rely on paired image-text corpus.

In Chapter 3, we propose a novel way to learn visual relations using only weak
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supervision for relations. In Chapter 4, our setup is fully-supervised.

2.3.5 Generalizing to unseen visual relations

The question of supervision discussed above is tightly linked to the problem of rec-

ognizing entities for which there is no training data, also called zero-shot learning.

In visual relation detection, this problem occurs as soon as using datasets with a

large vocabulary of objects and predicates, which highly increases the chance of en-

countering unseen combinations at test time. Being able to transfer models from

seen relations at training to unseen relations at test time is thus extremely desirable.

Here we review some of the methods for transfer learning under four different angles:

(1) sharing knowledge through attributes, (2) exploiting relations between labels, (3)

using distributional semantics, (4) transferring with analogy.

Sharing knowledge through attributes. A core component in zero-shot learning

is to define a measure of similarity between entities. Such measure allows to transfer

knowledge from one seen entity to a similar but unseen one. One way to do this is

to have an intermediate representation of an entity into a set of shared properties.

The best illustration of this is found in object recognition literature, where attributes

have served as intermediate units to measure similarities between objects. One im-

portant work has been done by Farhadi et al. [2009] who have proposed to view object

recognition not anymore as the task of naming the object category but as the task of

describing it in terms of attributes (e.g. shape, materials, parts). Such view allows

to describe even an unseen object, whose name is unknown, but whose attributes

have been encountered in other objects. Tightly related is the work of Lampert et al.

[2009], illustrated in Figure 2-19, that uses semantic attributes as coupling between

seen and unseen object classes. Farhadi et al. go one step further by localizing at-

tributes in the image and reasoning about their spatial arrangement. The shared

spirit of these works is to build a compositional representation of an object in terms
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Figure 2-19 – Illustration of transfer by attributes in [Lampert et al., 2009]: the attributes
classifiers (𝑎𝑚) learnt on seen classes (𝑦𝑘) enables to recognize unseen classes (𝑧𝑙).

of intermediate semantics whose basic components are generic enough to be shared

across different objects. It is interesting to note that recent works in visual relation

detection have implicitly adopted this view, as they typically decompose a visual re-

lation into three sub-parts: the subject, the object and the predicate, where each part

can be shared across different relations. This decomposition is highly motivated by

the triplet structure in language, that allows to express a complex entity in terms of

its components. It is thus important to realize that the triplet structure of language

orients our understanding of a relation as it explicitly provides the attributes on which

the relation should be decomposed.

Exploiting relations between labels. Another way to assess the degree of sim-

ilarity between two entities is to exploit the structure of real-world labels given by

lexical databases such as WordNet [Miller, 1992]. These databases group words into

sets of synonyms - called synsets - and define hierarchical relations between them. In

WordNet, the similarity between two entities can thus be easily measured by count-

ing the number of edges that separate the two representative synsets. Moreover, the

hierarchy between two entities can be advantageously exploited. This has been done

in large-scale object classification by Deng et al. [2014] who encode semantic relations

between labels into a structured Hierarchy and Exclusion (HEX) graph.

This formulation has been later used by Ramanathan et al. [2015] to address ac-
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(a) (b)

Figure 2-20 – Enforcing structure between labels by: (a) exploiting hierarchy between
actions [Ramanathan et al., 2015], (b) using relations between different levels of abstrac-
tion [Vendrov et al., 2016]

tion retrieval in a large-scale set-up, where the lack of supervision is compensated

by semantic relationships between actions. For instance, as shown in Figure 2-20(a),

instead of treating each action (e.g. “person interact with panda”) independently,

the model of Ramanathan et al. [2015] identifies the related relations and treats them

either as positives (e.g. “person feeding panda”) or negatives (e.g. “person feeding

calf”). Another interesting approach by Vendrov et al. [2016] encodes hierarchy be-

tween concepts by imposing ordering constraints on the visual-semantic embedding

space. This process, illustrated in 2-20(b), is slightly different from Ramanathan

et al. [2015] as it uses different levels of abstraction of the same concept (e.g. “woman

walking her dog”, “woman walking”, “person walking”, “person” are all valid de-

scriptions for the entity). Finally, the recent work of Kato et al. [2018] uses external

knowledge bases such as WordNet or NEIL [Chen et al., 2013] to connect objects

(through hypernym-hyponym links) and actions (through affordances) in a graph to

better transfer to unseen human-object interactions.

Using distributional semantics. The approaches described previously moves the

problem of supervision from annotating visual data to annotating semantic data (ei-
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Figure 2-21 – Lazaridou et al. [2014] introduce this imaginary entity named a wampimuk,
only known through the sentence “We found a cute, hairy wampimuk sleeping behind the
tree”. The sentence is projected into the linguistic space and associated to its nearest neigh-
bor, a degus, whose visual detector can be used to retrieve candidate images of wampimuk.

ther parts, attributes or hierarchical relations) which is tedious. Instead, distributional

semantics [Mikolov et al., 2013] automatically leverages the co-occurrences of words

in text corpora without requiring any annotation. The underlying idea is to represent

a word according to its context. Words that appear in similar context have similar

representation. Distributional language representations have opened up many possi-

bilities in image-text mapping, in particular for the generalization to unseen entities.

Notably, Socher et al. [2013b]; Frome et al. [2013] have proposed to learn a mapping

of the visual representation of an object into the semantic embedding space of words

learnt from large, unsupervised text corpora. The joint visual-semantic embedding

space that results provides a simple and efficient framework to recognize unseen visual

objects, by using the knowledge about their relations with other concepts in language.

A nice illustration of this is given by Lazaridou et al. [2014] who introduce an unseen

imaginary entity, a “wampimuk”, that could be potentially retrieved by processing

its textual description with distributional semantics. We detail this process in Fig-

ure 2-21. Beyond mapping objects and words into a joint space, joint mapping of

more complex entities such as images and textual descriptions has been studied quite

a lot as reviewed in Section 2.2. Still, performing zero-shot learning in such joint

visual-semantic embedding spaces remains a difficult problem.
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(a) (b)

Figure 2-22 – Structure mapping for the Rutherford analogy: ‘‘The atom is like the solar
system” [Gentner, 2003]. The source domain is the solar system (a). The target domain is
the atom system (b). Entities that occupy the same role in a common system of relations
(e.g. “sun” and “nucleus” exhibit similar relations to “planet” and “electron” respectively)
can be mapped together, even if they have different attributes.

Transferring with analogy. In this manuscript, we propose to explore the idea

of analogy to transfer knowledge from familiar, seen, visual relations to unseen ones.

In the most generic form, an analogy is given by a statement such as: “A is like

B”, where A is called the source, and B is called the target. Learning to map A to

B is called analogy mapping and defined by Gentner [2003] as the process by which

“a familiar situation, the base or source description, is matched with a less familiar

situation, the target description”.

In the last thirty years, analogy has been much studied by psychologists [Gentner,

1983; Holyoak, 1985; Ross, 1989] who exhibited some of its core properties. One

major theory introduced by Gentner [1983] is structural mapping which views an

analogy as a similarity of relational structure between two domains. In other words,

analogical reasoning is about mapping a system of relations from base objects to target

objects, rather than mapping attributes or object properties. An example of analogy

is given in Figure 2-22 that highlights the structural mapping between the source and

target domains. Once a mapping between base and target has been found, analogical
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Figure 2-23 – Analogy completion illustrated by [Gentner and Smith, 2012]: first, ini-
tial alignment of common relational structure is made between source and target domain
(grey lines), second a new candidate inference can be generated by completing the missing
relational pattern in the target (orange arrow).

reasoning enables to make new inferences by transferring information that hold in

the source domain to the target domain. This is sometimes referred to as analogy

completion, because generating a candidate inference consists in completing a missing

relational pattern in the target domain as illustrated in Figure 2-23. Analogical

reasoning is influenced by a few key principles. Among them is systematicity which

is our tendency to align domains that share a large number of relations. In Figure 2-

23, it means that the more grey lines between source and target domains, the more

likely we will align them. Another important factor of influence is transparency: we

tend to align objects that are similar, i.e. that share some attributes and properties.

Conversely, performing analogical reasoning where similar objects have different roles

is difficult. We refer to [Gentner, 2003] for an exhaustive discussion about these

factors of influence.

In computer vision, the concept of analogy has been used mainly in computer

graphics, as a way to learn and apply image transformations. Hertzmann et al. [2001]

formulate the problem of image analogies as follows: given a pair of images 𝐴 and 𝐴′

(the unfiltered and filtered source images, respectively), along with some additional

unfiltered target image 𝐵, the goal is to synthesize a new filtered target image B’
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Figure 2-24 – Reed et al. [2015] transfer animations by learning an encoder function 𝑓 that
maps the images into a space where the analogy (e.g. transformation by rotation) can be
performed, and a decoder function 𝑔 that maps back the transformed embedding into the
image space.

such that

𝐴 : 𝐴′ :: 𝐵 : 𝐵′ (2.2)

meaning that 𝐵′ should relate to 𝐵 in a similar manner than 𝐴′ relates to 𝐴. This

formulation, which supports a large number of applications such as texture transfer,

super resolution or artistic filters, has been extended in various ways [Cheng et al.,

2008; Bénard et al., 2013; Barnes et al., 2015; Reed et al., 2015; Liao et al., 2017a].

In Figure 2-24, we illustrate the analogical reasoning model of Reed et al. [2015] that

transfers animations on 2D characters. The idea of analogy also outreached outside

computer graphics to applications like object categorization [Hwang et al., 2013] and

visual analogy question [Sadeghi et al., 2015b]. Both works present two crucial steps

to perform analogical reasoning: (1) building two sets of quadruplets (𝐴, 𝐴′, 𝐵, 𝐵′)

suited for analogy: a valid set where the analogy holds and a negative set where it

does not, (2) encoding analogies as vector transformations into an embedding space.

Our work is closely related to theses formulations. In Chapter 4, we explain how

we use analogies to detect unseen visual relations. For (1) we exploit the triplet

structure into three parts (𝑠𝑢𝑏𝑗𝑒𝑐𝑡, 𝑝𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒, 𝑜𝑏𝑗𝑒𝑐𝑡) to easily compute similarities

between triplets in terms of visual and semantic cues, enabling to generate a set of

valid quadruplets. For (2), our work is especially related to [Reed et al., 2015] who

propose an objective function that forces analogy completion by arithmetic operations
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on vectors in the embedding space. We adapt this framework to our problem of visual

relation detection in a multimodal setting.



Chapter 3

Weakly-supervised learning of

visual relations

In this chapter, we introduce a novel approach for modeling visual relations between

pairs of objects. We explicitly address the difficulty to get annotations, especially

at box-level, for all possible triplets, which makes both learning and evaluation dif-

ficult. The contributions are threefold. First, we design strong yet flexible visual

features that encode the appearance and spatial configuration for pairs of objects.

Second, we propose a weakly-supervised discriminative clustering model to learn re-

lations from image-level labels only. Third we introduce a new challenging dataset

of unusual relations (UnRel) together with an exhaustive annotation, that enables

accurate evaluation of visual relation retrieval. We show experimentally that our

model results in state-of-the-art results on the visual relationship dataset [Lu et al.,

2016a] significantly improving performance on previously unseen relations (zero-shot

learning), and confirm this observation on our newly introduced UnRel dataset.

64
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3.1 Introduction

While a great progress has been made on the detection and localization of individual

objects [Ren et al., 2015b; Zagoruyko et al., 2016], it is now time to move one step

forward towards understanding complete scenes. For example, if we want to localize

“a person sitting on a chair under an umbrella”, we not only need to detect the objects

involved: “person”, “chair”, “umbrella”, but also need to find the correspondence of

the semantic relations “sitting on” and “under” with the correct pairs of objects in

the image. Thus, an important challenge is automatic understanding of how entities

in an image interact with each other.

This task presents two main challenges. First, the appearance of objects can

change significantly due to interactions with other objects (person cycling, person

driving). This visual complexity can be tackled by learning “visual phrases” [Sadeghi

and Farhadi, 2011] capturing the pair of objects in a relation as one entity, as opposed

to first detecting individual entities in an image and then modeling their relations.

This approach, however, does not scale to the large number of relations as the number

of such visual phrases grows combinatorially, requiring large amounts of training data.

To address this challenge, we need a method that can share knowledge among similar

relations. Intuitively, it seems possible to generalize frequent relations to unseen

triplets like those depicted in Figure 3-1: for example having seen “person ride horse”

at training could help recognizing “person ride dog” at test time.

The second main challenge comes from the difficulty to provide exhaustive annota-

tions on the object level for relations that are by their nature non mutually-exclusive

(i.e. “on the left of” is also “next to”). A complete labeling of 𝑅 relations for all pairs

of 𝑁 objects in an image would indeed require 𝒪(𝑁2𝑅) annotations for each image.

Such difficulty makes both learning and evaluation very challenging. For learning, it

would be desirable to learn relations from image-level annotations only. For evalua-

tion, current large-scale datasets [Krishna et al., 2016; Lu et al., 2016a] make retrieval

evaluation difficult due to large amount of missing annotations. This leads to correct
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car under elephant person in cart person ride dog person on top of
traffic light

Figure 3-1 – Examples of top retrieved pairs of boxes in UnRel dataset for unusual queries
(indicated below each image) with our weakly-supervised model described in 3.3.2.

predictions being penalized making (i) results less interpretable, (ii) numerical per-

formances decrease potentially differently across models (e.g. if missing annotations

are not uniformly spread across relations, some methods could be better at modeling

the noise due to missing annotations, but worst at predicting visual relations).

Contributions. The contributions of this chapter are three-fold. First, to address

the combinatorial challenge, we develop a method that can handle a large number of

relations by sharing parameters among them. For example, we learn a single “on”

classifier that can recognize both “person on bike” and “dog on bike”, even when “dog

on bike” has not been seen in training. The main innovation is a new model of an

object relation that represents a pair of boxes by explicitly incorporating their spatial

configuration as well as the appearance of individual objects. Our model relies on

a multimodal representation of object configurations for each relation to handle the

variability of relations. Second, to address the challenge of missing training data, we

develop a model that, given pre-trained object detectors, is able to learn classifiers

for object relations from image-level supervision only. It is, thus, sufficient to provide

an image-level annotation, such as “person on bike”, without annotating the objects

involved in the relation. Finally, to address the issue of missing annotations in test

data, we introduce a new dataset of unusual relations (UnRel), with exhaustive an-

notation for a set of unusual triplet queries, that enables to evaluate retrieval on rare

triplets and validate the generalization capabilities the learned model.
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3.2 Related Work

Alignment of images with language. Learning correspondences between frag-

ments of sentences and image regions has been addressed by the visual-semantic

alignment which has been used for applications in image retrieval and caption gener-

ation [Chang et al., 2015; Karpathy and Fei-Fei, 2015; Karpathy et al., 2014]. With

the appearance of new datasets providing box-level natural language annotations

[Kazemzadeh et al., 2014; Krishna et al., 2016; Mao et al., 2016; Plummer et al.,

2015], recent works have also investigated caption generation at the level of image

regions for the tasks of natural language object retrieval [Hu et al., 2016; Mao et al.,

2016; Rohrbach et al., 2016] or dense captioning [Johnson et al., 2016]. Our ap-

proach is similar in the sense that we aim at aligning a language triplet with a pair

of boxes in the image. Typically, existing approaches do not explicitly represent rela-

tions between noun phrases in a sentence to improve visual-semantic alignment. We

believe that understanding these relations is the next step towards image understand-

ing with potential applications in tasks such as Visual Question Answering [Andreas

et al., 2016a].

Learning triplets. Triplet learning has been addressed in various tasks such as

mining typical relations (knowledge extraction) [Chen et al., 2013; Sadeghi et al.,

2015a; Yatskar et al., 2016; Zhu et al., 2014], reasoning [Jenatton et al., 2012; Movshovitz-

Attias and Cohen, 2015; Socher et al., 2013a], object detection [Gupta and Davis,

2008; Sadeghi and Farhadi, 2011], image retrieval [Johnson et al., 2015] or fact re-

trieval [Elhoseiny et al., 2016]. In this chapter, we address the task of relationship

detection in images. This task was studied for the special case of human-object in-

teractions [Delaitre et al., 2011; Desai et al., 2010; Gupta et al., 2009; Prest et al.,

2011; Ramanathan et al., 2015; Yao and Fei-Fei, 2010a,b; Yao et al., 2011], where

the triplet is in the form (𝑝𝑒𝑟𝑠𝑜𝑛, 𝑎𝑐𝑡𝑖𝑜𝑛, 𝑜𝑏𝑗𝑒𝑐𝑡). Contrary to these approaches, we

do not restrict the 𝑠𝑢𝑏𝑗𝑒𝑐𝑡 to be a person and we cover a broader class of predicates
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that includes prepositions and comparatives. Moreover, most of the previous work

in human-object interaction was tested on small datasets only and does not explic-

itly address the combinatorial challenge in modeling relations [Sadeghi and Farhadi,

2011]. Recently, [Lu et al., 2016a] tried to generalize this setup to non-human subjects

and scale to a larger vocabulary of objects and relations by developing a language

model sharing knowledge among relations for visual relation detection. In our work we

address this combinatorial challenge by developing a new visual representation that

generalizes better to unseen triplets without the need for a strong language model.

This visual representation shares the spirit of [Galleguillos et al., 2008; Johnson et al.,

2015; Li et al., 2012] and we show it can handle multimodal relations and generalizes

well to unseen triplets. Our model also handles a weakly-supervised set-up when

only image-level annotations for object relations are available. It can thus learn from

complex scenes with many objects participating in different relations, whereas pre-

vious work either uses full supervision or typically assumes only one object relation

per image, for example, in images returned by a web search engine. Finally, we also

address the problem to evaluate accurately due to missing annotations also pointed

out in [Elhoseiny et al., 2016; Lu et al., 2016a]. We introduce a new dataset of un-

usual relations exhaustively labeled for a set of triplet queries, the UnRel dataset.

This dataset enables the evaluation of relation retrieval and localization. Our dataset

is related to the “Out of context” dataset of [Choi et al., 2012] which also involves

objects in unusual configurations, as shown in Figure 3-2. However, this dataset is

not annotated with relation labels.

Weak supervision. Most of the work on weakly-supervised learning for visual

recognition has focused on learning objects [Bilen and Vedaldi, 2016; Fang et al.,

2015; Oquab et al., 2015]. Here, we want to tackle the task of weakly-supervised

detection of relations. This task is more complex as we need to detect the individual

objects that satisfy the specific relation. We assume that pre-trained detectors for
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Figure 3-2 – Images from Out-of-Context dataset [Choi et al., 2012]

individual objects are available and learn relations among objects with image-level

labels. Our work uses a discriminative clustering objective [Bach and Harchaoui,

2007], that has been successful in several computer vision tasks [Bojanowski et al.,

2014; Joulin et al., 2014], but has not been so far, to the best of our knowledge, used

for modeling relations. We refer to Chapter 2.3.4 for a discussion on the different

levels of supervision used in visual relation detection.

Zero-shot learning. Zero-shot learning has been mostly explored for object clas-

sification [Frome et al., 2013; Lazaridou et al., 2014; Socher et al., 2013b; Xian et al.,

2016] and recently for the task of describing images with novel objects [Hendricks

et al., 2016b; Venugopalan et al., 2017]. We refer to Chapter 2.3.5 for a more com-

plete review. In our work, we address zero-shot learning of relations in the form of

triplets (𝑠𝑢𝑏𝑗𝑒𝑐𝑡, 𝑝𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒, 𝑜𝑏𝑗𝑒𝑐𝑡), where each term has already been seen indepen-

dently during training, but not in that specific combination. We develop a model to

detect and localize such zero-shot relations.
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3.3 Representing and learning visual relations

We want to represent triplets 𝑡 = (𝑠, 𝑟, 𝑜) where 𝑠 is the subject, 𝑜 the object and

𝑟 is the predicate. 𝑠 and 𝑜 are nouns and can be objects like “person”, “horse”,

“car” or regions such as “sky”, “street”, “mountain”. The predicate 𝑟 is a term that

links the subject and the object in a sentence and can be a preposition (“in front

of”, “under”), a verb (“ride”, “hold”) or a comparative adjective (“taller than”). To

detect and localize such triplets in test images, we assume that the candidate object

detections for 𝑠 and 𝑜 are given by a detector trained with full supervision. Here we

use the object detector [Girshick, 2015] trained on the Visual Relationship Detection

training set [Lu et al., 2016a]. In 3.3.1, we will explain our representation of a triplet

𝑡 = (𝑠, 𝑟, 𝑜) and show in 3.3.2 how we can learn to detect triplets in images given

weak image-level supervision for relations.

3.3.1 Visual representation of relations

A triplet 𝑡 = (𝑠, 𝑟, 𝑜) such as “person next to surfboard” in Figure 3-3 visually corre-

sponds to a pair of objects (𝑠, 𝑜) in a certain configuration. We represent such pairs by

the spatial configuration between object bounding boxes (𝑜𝑠,𝑜𝑜) and the individual

appearance of each object.

Representing spatial configurations of objects. Given two boxes 𝑜𝑠 = [𝑥𝑠, 𝑦𝑠, 𝑤𝑠, ℎ𝑠],

𝑜𝑜 = [𝑥𝑜, 𝑦𝑜, 𝑤𝑜, ℎ𝑜], where (𝑥, 𝑦) are the coordinates of the center of the box, and

(𝑤, ℎ) are the width and height of the box, we encode the spatial configuration with

a 6-dimensional vector:

𝑟(𝑜𝑠,𝑜𝑜) = [𝑥𝑜 − 𝑥𝑠√
𝑤𝑠ℎ𝑠⏟  ⏞  
𝑟1

,
𝑦𝑜 − 𝑦𝑠√

𝑤𝑠ℎ𝑠⏟  ⏞  
𝑟2

,

√︃
𝑤𝑜ℎ𝑜

𝑤𝑠ℎ𝑠⏟  ⏞  
𝑟3

,
𝑜𝑠 ∩ 𝑜𝑜

𝑜𝑠 ∪ 𝑜𝑜⏟  ⏞  
𝑟4

,
𝑤𝑠

ℎ𝑠⏟ ⏞ 
𝑟5

,
𝑤𝑜

ℎ𝑜⏟ ⏞ 
𝑟6

] (3.1)

where 𝑟1 and 𝑟2 represent the renormalized translation between the two boxes, 𝑟3 is the
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Figure 3-3 – Our visual representation is the composition of appearance features for each
object [𝑎(𝑜𝑠),𝑎(𝑜𝑜)] and their spatial configuration 𝑟(𝑜𝑠,𝑜𝑜) represented by the green ar-
row.

ratio of box sizes, 𝑟4 is the overlap between boxes, and 𝑟5, 𝑟6 encode the aspect ratio of

each box respectively. Directly adopting this feature as our representation might not

be well suited for some spatial relations like “next to” which are multimodal. Indeed,

“𝑠 next to 𝑜” can either correspond to the spatial configuration “𝑠 left of 𝑜” or “𝑠 right

of 𝑜”. Instead, we propose to discretize the feature vector in Eq. (3.1) into 𝑘 bins. For

this, we assume that the spatial configurations 𝑟(𝑜𝑠,𝑜𝑜) are generated by a mixture of

𝑘 Gaussians and we fit the parameters of the Gaussian Mixture Model to the training

pairs of boxes. We take the scores representing the probability of assignment to each

of the 𝑘 clusters as our spatial representation. In our experiments, we use 𝑘 = 400,

thus the spatial representation is a 400-dimensional vector. In Figure 3-4, we show

examples of pairs of boxes for the most populated components of the trained GMM.

We can observe that our spatial representation can capture subtle differences between

configurations of boxes, see row 1 and row 2 of Figure 3-4, where “person on board”

and “person carry board” are in different clusters.

Representing appearance of objects. Our appearance features are given by the

fc7 output of a Fast-RCNN [Girshick, 2015] trained to detect individual objects. In

our experiments, we use Fast-RCNN with VGG16 pre-trained on ImageNet. As the
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Figure 3-4 – Examples for different GMM components of our spatial configuration model
(one per row). In the first column we show the spatial configuration corresponding to the
mean of the pairs of boxes per component. Note that our representation can capture subtle
differences between spatial configurations, see e.g., row 1 and 2.

extracted features have high dimensionality, we perform PCA on the L2-normalized

features to reduce the number of dimensions from 4096 to 300. We concatenate the

appearance features of the subject and object and apply L2-normalization again.

Our final visual feature is a concatenation of the spatial configuration 𝑟(𝑜𝑠,𝑜𝑜) and

the appearance of objects [𝑎(𝑜𝑠),𝑎(𝑜𝑜)]. In our experiments, it has a dimensionality

of 𝑑 = 1000. In the fully supervised setup, where each relation annotation is associated

with a pair of object boxes in the image, we use ridge regression to train a multi-way

relation classifier to assign a relation to a given visual feature. Training is performed

jointly on all relation examples of the training set.

In the next section, we describe how we learn relation classifiers with only weak,

image-level, annotations.

3.3.2 Weakly-supervised learning of relations

Equipped with pre-trained detectors for individual objects, our goal here is to learn

to detect and localize relations between objects, given image-level supervision only.

For example, for a relation “person falling off horse” we are given (multiple) object
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detections for “person” and “horse”, but do not know which objects participate in

the relation, as illustrated in Figure 3-5. Our model is based on a weakly-supervised

discriminative clustering objective [Bach and Harchaoui, 2007], where we introduce

latent variables to model which pairs of objects participate in the relation. We train

a classifier for each predicate 𝑟 and incorporate weak annotations in the form of

constraints on latent variables. Note that the relation classifiers are shared across

object categories (eg. the relations “person on horse” and “cat on table” share the

same classifier “on”) and can thus be used to predict unseen triplets.

Discriminative clustering of relations. Our goal is to learn a set of classifiers

𝑊 = [w1, ..., wR] ∈ R𝑑×𝑅 where each classifier wr predicts the likelihood of a pair of

objects (𝑠, 𝑜) to belong to the 𝑟𝑡ℎ predicate in a vocabulary of 𝑅 predicates. If strong

supervision was provided for each pair of objects, we could learn 𝑊 by solving a ridge

regression:

min
𝑊 ∈R𝑑×𝑅

1
𝑁

‖𝑍 − 𝑋𝑊‖2
𝐹 + 𝜆‖𝑊‖2

𝐹 (3.2)

where 𝑍 ∈ {0, 1}𝑁×𝑅 are the ground truth labels for each of the 𝑁 pairs of objects

across all training images, and 𝑋 = [x1, ..., xN]𝑇 is a 𝑁 ×𝑑 matrix where each row xk

is the visual feature corresponding to the 𝑘𝑡ℎ pair of objects. However, in a weakly-

supervised setup the entire matrix 𝑍 is unknown. Building on DIFFRAC [Bach and

Harchaoui, 2007], our approach is to optimize the cost:

min
𝑍∈𝒵

min
𝑊 ∈R𝑑×𝑅

1
𝑁

‖𝑍 − 𝑋𝑊‖2
𝐹 + 𝜆‖𝑊‖2

𝐹 (3.3)

which treats 𝑍 as a latent assignment matrix to be learnt together with the classifiers

𝑊 ∈ R𝑑×𝑅. Minimizing the first term encourages the predictions made by 𝑊 to match

the latent assignments 𝑍, while the second term is a L2-regularization on the classifiers

𝑊 . This framework enables to incorporate weak annotations by constraining the
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space of valid assignment matrices 𝑍 ∈ 𝒵. The valid matrices 𝑍 ∈ {0, 1}𝑁×𝑅 satisfy

the multiclass constraint 𝑍1𝑅 = 1𝑁 which assigns a pair of objects to one and only

one predicate 𝑟. We describe in the next paragraph how to incorporate the weak

annotations as constraints.

Weak annotations as constraints. For an image, we are given weak annotations

in the form of triplets 𝑡 = (𝑠, 𝑟, 𝑜) ∈ 𝒯 . Having such triplet (𝑠, 𝑟, 𝑜) indicates that at

least one of the pairs of objects with object categories (𝑠, 𝑜) is in relation 𝑟. Let us

call 𝒩𝑡 the subset of pairs of objects in the image that correspond to object categories

(𝑠, 𝑜). The rows of 𝑍 that are in subset 𝒩𝑡 should satisfy the constraint:

∑︁
𝑛∈𝒩𝑡

𝑍𝑛𝑟 ≥ 1 (3.4)

This constraint ensures that at least one of the pairs of objects in the subset

𝒩𝑡 is assigned to predicate 𝑟. For instance, in case of the image in Figure 3-

5 that contains 12 candidate pairs of objects that potentially match the triplet

𝑡 = (𝑝𝑒𝑟𝑠𝑜𝑛, 𝑓𝑎𝑙𝑙𝑖𝑛𝑔 𝑜𝑓𝑓, ℎ𝑜𝑟𝑠𝑒), the constraint in Eq. (3.4) imposes that at least

one of them is in relation 𝑓𝑎𝑙𝑙𝑖𝑛𝑔 𝑜𝑓𝑓 .

Triplet score. At test time, we can compute a score for a pair of boxes (𝑜𝑠,𝑜𝑜)

relative to a triplet 𝑡 = (𝑠, 𝑟, 𝑜) as

𝑆((𝑜𝑠,𝑜𝑜) | 𝑡) = 𝑣𝑟𝑒𝑙((𝑜𝑠,𝑜𝑜) | 𝑟) + 𝛼𝑠𝑢𝑏𝑣𝑠𝑢𝑏(𝑜𝑠 | 𝑠)

+𝛼𝑜𝑏𝑗𝑣𝑜𝑏𝑗(𝑜𝑜 | 𝑜) + 𝛼𝑙𝑎𝑛𝑔ℓ((𝑠, 𝑜) | 𝑟),
(3.5)

where 𝑣𝑟𝑒𝑙((𝑜𝑠,𝑜𝑜)|𝑟) = x(𝑜𝑠,𝑜𝑜)wr is the score returned by the classifier w𝑟 for pred-

icate 𝑟 (learnt by optimizing Eq. (3.3)) for the visual representation x(𝑜𝑠,𝑜𝑜) of the

pair of boxes. 𝑣𝑠𝑢𝑏(𝑜𝑠|𝑠) and 𝑣𝑜𝑏𝑗(𝑜𝑜|𝑜) are the object class likelihoods returned by

the object detector. ℓ((𝑠, 𝑜)|𝑟) is a score of a language model that we can optionally

combine with our visual model.
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Figure 3-5 – Image from the COCO dataset [Lin et al., 2014b] associated with caption: “A
person falling off the side of a horse as it rides”. The boxes correspond to the possible can-
didates for object category 𝑝𝑒𝑟𝑠𝑜𝑛 (blue) and ℎ𝑜𝑟𝑠𝑒 (red). Our model has to disambiguate
the right pair for the relation “falling off” among 12 candidate pairs.

Optimization. We optimize the cost in Eq. (3.3) on pairs of objects in the training

set using a variant of the Frank-Wolfe algorithm [Miech et al.; Osokin et al., 2016].

The hyperparameters (𝛼𝑠𝑢𝑏, 𝛼𝑜𝑏𝑗, 𝛼𝑙𝑎𝑛𝑔) are optimized on an held-out fully-annotated

validation set which has no overlap with our training and test sets. In our experiments

we use the validation split of [Johnson et al., 2016] of the Visual Genome dataset

[Krishna et al., 2016]. Unless otherwise specified, the candidate pairs, both at training

and test time, are the outputs of the object detector [Girshick, 2015] that we fine-

tuned on the Visual Relationship Detection dataset [Lu et al., 2016a]. For each image,

we keep the object candidates whose confidence scores is above 0.3 among the top

100 detections. Non-maximum suppression with threshold 0.3 is applied to handle

multiple detections. This results in an average of 18 object detections per image, i.e.

around 300 pairs of boxes.

3.4 Experiments

In this section, we evaluate the performance of our model on two datasets for different

evaluation setups. First, we evaluate our new visual representation for relations on

the Visual Relationship Detection dataset [Lu et al., 2016a]. We show results with
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our weakly-supervised model learned from image-level supervision and present large

improvements over the state of the art for detecting unseen triplets (zero-shot detec-

tion). Second, we evaluate our model for the task of unusual triplets retrieval and

localization on our new UnRel dataset.

3.4.1 Recall on Visual Relationship Detection dataset

Dataset. We evaluate our method on the Visual Relationship Detection dataset [Lu

et al., 2016a] following the original experimental setup. This dataset contains 4000

training and 1000 test images with ground truth annotations for relations between

pairs of objects. Due to the specific train/test split provided by [Lu et al., 2016a], 10%

of test triplets are not seen at training and allow for evaluation of zero-shot learning.

Some of these triplets are rare in the linguistic and visual world (e.g. “laptop on

stove”), but most of them are only infrequent in the training set or have not been

annotated (e.g. “van on the left of car”). Around 30K triplets are annotated in the

training set, with an average of 7.5 relations per image. The dataset contains 100

objects and 70 predicates, i.e. 100×100×70 possible triplets. However there are only

6672 different annotated triplets.

Evaluation set-up. Following [Lu et al., 2016a], we compute recall@x which cor-

responds to the proportion of ground truth pairs among the x top scored candidate

pairs in each image. We use the scores returned by Eq. (3.5) to sort the candidate

pairs of boxes. The evaluation is reported for three setups. In predicate detection,

candidate pairs of boxes are ground truth boxes, and the evaluation only focuses on

the quality of the predicate classifier. In the other two more realistic setups, the

subject and object confidence scores are provided by an object detector and we also

check whether the candidate boxes intersect the ground truth boxes: either both sub-

ject and object boxes should match (relationship detection), or the union of them

should match (phrase detection). For a fair comparison with [Lu et al., 2016a], we
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report results using the same set of R-CNN [Girshick et al., 2014] object detections

as them. The localization is evaluated with IoU = 0.5.

Benefits of our visual representation. We first evaluate the quality of our visual

representation in a fully supervised setup where the ground truth spatial localization

for each relation is known, i.e. we know which objects in the image are involved in

each relation at training time. For this, we solve the multi-label ridge regression in

Eq. (3.2). Training with one-vs-rest SVMs gives similar results. We compare three

types of features described in Section 3.3.1 in Table 3.1: [S] the spatial representation

(f.), [A] the appearance representation (g.) and [S+A] the concatenation of the two

(h.). We compare with the Visual Phrases model [Sadeghi and Farhadi, 2011] and

several variants of [Lu et al., 2016a] 1 : Visual model alone (b.), Language (likelihood

of a relationship) (c.), combined Visual+Language model (d.). In row (e.) we also

report the performance of the full language model of [Lu et al., 2016a], that scores

the candidate pairs of boxes based on their predicted object categories, that we com-

puted using the model and word embeddings provided by the authors. Because their

language model is orthogonal to our visual model, we can combine them together (i.).

The results are presented on the complete test set (column All) and on the zero-shot

learning split (column Unseen). Table 3.1 shows that our combined visual features

[S+A] improve over the visual features of [Lu et al., 2016a] by 40% on the task of

predicate detection and more than 10% on the hardest task of relationship detection.

Furthermore, our purely visual features without any use of language (h.) reach com-

parable performance to the combined Visual+Language features of [Lu et al., 2016a]

and reach state-of-the-art performance (i.) when combined with the language scores

of [Lu et al., 2016a]. The good performance of our spatial features [S] alone (f.) con-

firms the observation we made in Figure 3-4 that our spatial clusters group pairs of

objects in similar relations. That could partly explain why the visual model of [Lu
1When running the evaluation code of [Lu et al., 2016a], we found slighlty better performance

than what is reported in their paper. See Annex A for more details.
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Predicate Det. Phrase Det. Relationship Det.
All Unseen All Unseen All Unseen

Full sup.
a.Visual Phrases [Sadeghi and Farhadi, 2011] 0.9 - 0.04 - - -
b.Visual [Lu et al., 2016a] 7.1 3.5 2.2 1.0 1.6 0.7
c. Language (likelihood) [Lu et al., 2016a] 18.2 5.1 0.08 0.00 0.08 0.00
d.Visual + Language [Lu et al., 2016a] 47.9 8.5 16.2 3.4 13.9 3.1
e. Language (full) [Lu et al., 2016a] 48.4 12.9 15.8 4.6 13.9 4.3
f. Ours [S] 42.2 22.2 13.8 7.4 12.4 7.0
g.Ours [A] 46.3 16.1 14.9 5.6 12.9 5.0
h.Ours [S+A] 50.4 23.6 16.7 7.4 14.9 7.1
i. Ours [S+A] + Language [Lu et al., 2016a] 52.6 21.6 17.9 6.8 15.8 6.4

Weak sup.
j. Ours [S+A] 46.8 19.0 16.0 6.9 14.1 6.7
k.Ours [S+A] - Noisy 46.4 17.6 15.1 6.0 13.4 5.6

Table 3.1 – Results on Visual Relationship Detection dataset [Lu et al., 2016a] for R@50.
See Table A.2 for results with R@100.

et al., 2016a] has low performance. Their model learns a classifier only based on the

appearance of the union of the two object boxes and lacks information about their

spatial configuration.

Weak supervision. We evaluate our weakly-supervised classifiers 𝑊 learned on

image-level labels as described in Section 3.3.2. We use the ground truth annotations

of the Visual Relationship Detection dataset as image-level labels. We report the

results using our combined spatial and appearance features (j.) in Table 3.1. We

see that when switching to weak supervision the recall@50 only drops from 50.4% to

46.8% for predicate detection and has limited influence on the other tasks. This is an

interesting result as it suggests that, given pre-trained object detectors, weak image-

level annotations are enough to learn good classifiers for relations. To investigate this

further we have also tried to learn relation classifiers directly from noisy image-level

labels without inferring at training time which objects participate in which relation.

For each triplet 𝑡 = (𝑠, 𝑟, 𝑜) in an image containing candidate pairs of boxes (𝑜𝑠,𝑜𝑜)

we randomly select one of the pairs as being in relation 𝑟 and discard the other
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object pairs. This is equivalent to training in a fully-supervised setup but with noisy

labels. The performance obtained by this classifier (k.) is below our weakly-supervised

learning set-up but is surprisingly high. We believe that this is related to a particular

bias present in the Visual Relationship Detection dataset [Lu et al., 2016a], which

contains many images with only two prominent objects involved in a specific relation

(more than half of the triplets fall into this category). To underline the ability of the

weakly-supervised model to disambiguate the correct bounding boxes, we evaluate in

a more difficult setup where we replace the candidate test pairs of [Lu et al., 2016a] by

all candidate pairs formed by objects of confidence scores above 0.3. This multiplies

by 5 the number of candidate pairs, resulting in an increased level of ambiguity. In

this more challenging setup, our approach obtains a recall@50 for Phrase Detection

(resp. Relationship Detection) of 17.9% (resp. 12.0%) compared to the ”Ours [S+A]

Noisy” baseline which drops to 15.3% (resp. 10.1%).

Unseen triplets. Following [Lu et al., 2016a] we report results on the “zero-shot

split” of the test set containing only the test triplets not seen in training. Results

for both of our fully-supervised and weakly-supervised methods are shown in Table

3.1 (column Unseen). Interestingly, our fully supervised model almost triples the

performance on the unseen triplets compared to the Visual+Language model of [Lu

et al., 2016a]. Even using weak supervision, our recall of 19.0% is significantly better

than their fully supervised method. We believe that this improvement is due to the

strength of our visual features that generalize well to unseen triplets.

Figure 3-6 shows examples of predictions of both seen and unseen triplets (last

row) by our model [S+A] trained with weak-supervision. We note that many of the

misclassified relations are in fact due to missing annotations in the dataset (yellow

column). First, not all pairs of objects in the image are labeled; second, the pairs that

are labeled are not labelled exhaustively, i.e. “person riding horse” can be labelled

as “person on horse” and predicting “riding” for this pair of objects is considered
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Figure 3-6 – Relationship detections on the test set of [Lu et al., 2016a]. We show examples
among the top scored triplets detected for each relation by our weakly-supervised model
described in 3.3.2. The triplet is correctly recognized if both the object detections and
the relation match ground truth (in green), else the triplet is incorrect (in red). We also
show examples of correctly predicted relations where the ground truth is erroneous: either
missing or incomplete (in yellow). The last row shows zero-shot triplets that are not in the
training set. See Figure 3-10 and Figure 3-11 for additional qualitative results.
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as an error. Not having exhaustive annotation per object pair is therefore an issue

as predicates are not necessary mutually exclusive. We tackle this problem in the

next section by introducing a new exhaustively labeled dataset that enables retrieval

evaluation. Our real errors (red column) are mostly due to two reasons: either the

spatial configuration is challenging (e.g.“person on table”), or the spatial configuration

is roughly correct but the output predicate is incorrect (e.g. “van has car” has similar

configuration to ”person has bag”).

3.4.2 Retrieval of rare relations on UnRel Dataset

Dataset. To address the problem of missing annotations, we introduce a new chal-

lenging dataset of unusual relations, UnRel, that contains images collected from the

web with unusual language triplet queries such as “person ride giraffe”. We exhaus-

tively annotate these images at box-level for the given triplet queries. UnRel dataset

has three main advantages. First, it is now possible to evaluate retrieval and localiza-

tion of triplet queries in a clean setup without problems posed by missing annotations.

Second, as the triplet queries of UnRel are rare (and thus likely not seen at training),

it enables evaluating the generalization performance of the algorithm. Third, other

datasets can be easily added to act as confusers to further increase the difficulty of the

retrieval set-up. Currently, UnRel dataset contains more than 1000 images queried

with 76 triplet queries. As it is small scale, this dataset is mainly suited for testing.

Setup. We use our UnRel dataset as a set of positive pairs to be retrieved among

all the test pairs of the Visual Relationship Dataset. We evaluate retrieval and local-

ization with mean average precision (mAP) over triplet queries 𝑡 = (𝑠, 𝑟, 𝑜) of UnRel

in two different setups. In the first setup (with GT) we rank the manually provided

ground truth pairs of boxes (𝑜𝑠,𝑜𝑜) according to their predicate scores 𝑣𝑟𝑒𝑙((𝑜𝑠,𝑜𝑜) | 𝑟)

to evaluate relation prediction without the difficulty of object detection. In the second

setup (with candidates) we rank candidate pairs of boxes (𝑜𝑠,𝑜𝑜) provided by the ob-
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With GT With candidates
- union subj subj/obj

Chance 38.4 8.6 6.6 4.2
Full sup.

DenseCap [Johnson et al., 2016] - 6.2 6.8 -
Reproduce [Lu et al., 2016a] 50.6 12.0 10.0 7.2

Ours [S+A] 62.6 14.1 12.1 9.9
Weak sup.
Ours [S+A] 58.5 13.4 11.0 8.7

Ours [S+A] - Noisy 55.0 13.0 10.6 8.5

Table 3.2 – Retrieval on UnRel (mAP) with IoU=0.3

ject detector according to predicate scores 𝑣𝑟𝑒𝑙((𝑜𝑠,𝑜𝑜) | 𝑟). For this second setup we

also evaluate the accuracy of localization: a candidate pair of boxes is positive if its

IoU with one ground truth pair is above 0.3. We compute different localization met-

rics: 𝑚𝐴𝑃 -𝑠𝑢𝑏𝑗 computes the overlap of the predicted subject box with the ground

truth subject box, 𝑚𝐴𝑃 -𝑢𝑛𝑖𝑜𝑛 computes the overlap of the predicted union of subject

and object box with the union of ground truth boxes and 𝑚𝐴𝑃 -𝑠𝑢𝑏𝑗/𝑜𝑏𝑗 computes

the overlap of both the subject and object boxes with their respective ground truth.

Like in the previous section, we form candidate pairs of boxes by taking the top-scored

object detections given by [Girshick, 2015]. We keep at most 100 candidate objects

per image, and retain at most 500 candidate pairs per image. For this retrieval task

where it is important to discriminate the positive from negative pairs, we found it is

important to learn an additional “no relation” class by adding an extra column to 𝑊

in Eq. (3.3). The negative pairs are sampled at random among the candidates that

do not match the image-level annotations.

Results. Retrieval results are shown in Table 3.2. Our classifiers are trained on

the training subset of the Visual Relationship Dataset. We compare with two strong

baselines. The first baseline is our implementation of [Lu et al., 2016a] (their trained

models are not available online). For this, we trained a classifier [Ren et al., 2015b] to
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Figure 3-7 – Top 3 retrieved pairs of boxes for a set of UnRel triplet queries (first line
is best) with our weakly-supervised model. The pair is marked as positive (green) if the
candidate subject and object boxes coincide with a ground truth subject and object boxes
with 𝐼𝑜𝑈 ≥ 0.3. We provide more qualitative results in Figure 3-9.

output predicates given visual features extracted from the union of subject and object

bounding boxes. We do not use the language model as its score does not affect the

retrieval results (only adding a constant offset to all retrieved images). We verified

our implementation on the Visual Relationship Dataset where results of [Lu et al.,

2016a] are available. As the second baseline, we use the DenseCap [Johnson et al.,

2016] model to generate region candidates for each image and sort them according

to the score of the given triplet query. Note that this is a strong baseline as we

use the pre-trained model released by the authors which has been trained on 77K

images of [Krishna et al., 2016] in a fully supervised manner using localized language

descriptions, compared to our model trained on only 4K training images of [Lu et al.,

2016a]. DenseCap outputs only a single bounding box (not a pair of boxes) but we

interpret its output as either a subject box or a union of boxes. We cannot compare

with the Visual Phrases [Sadeghi and Farhadi, 2011] approach as it requires training

data for each triplet, which is not available for these rare queries. We report the
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Figure 3-8 – High-scoring GMM components for the relation “on” learned by our weakly-
supervised model. Each row shows examples of pairs of boxes (blue on red) for one GMM
component. Note that our GMM-based spatial model can capture different configurations
for highly multimodal relations such as “on”.

chance as the performance given by random ordering of the proposals. Results in

Table 3.2 show significant improvements of our method over the baselines. Note

that our weakly-supervised method outperforms these strong baselines that are fully

supervised. This confirms our results from the previous section that (i) our visual

features are well suited to model relations, (ii) they generalize well to unseen triplets,

and (iii) training from weak image-level supervision is possible and results only in a

small loss of accuracy compared to training from fully supervised data. Examples of

retrieved unusual relations are shown in Figure 3-7.
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3.5 Qualitative Analysis

3.5.1 Handling multimodal relations

In this section, we provide visualization of learned components of our spatial model

to illustrate that our spatial features can handle ambiguous multimodal relations. In

Figure 3-8 we show examples of pairs of boxes belonging to the top-4 scoring GMM

components for the ambiguous relation “on”. Each row corresponds to a different

learned mode of “on”. In particular, components 1 and 3 represent an object being

on top of another object, component 4 corresponds to a garment worn by a person,

which is often described by an “on” relation, such as “pants on person”. Component

2 often corresponds to the “on top” configuration, where the two objects are captured

from an elevated viewpoint.

3.5.2 Qualitative results on UnRel dataset

In Figure 3-9 we show additional qualitative results for triplet retrieval on the UnRel

dataset using our weakly-supervised model. Each line corresponds to one unusual

triplet query and we plot examples of top-scoring retrieved pairs of boxes (green),

top-scoring incorrect pairs (red) and missed detections (blue). A pair of boxes is

considered as positive if both subject and object candidates overlap with the corre-

sponding subject and object ground truth with IoU ≥ 0.3. The false positives (red)

are either due to incorrect object detection/localization (e.g. the dog in “person ride

giraffe” is confused with a giraffe) or failures of the relation classifier in challenging

configurations (e.g. “person hold car”, “person stand on bench”). The missed detec-

tions are often due to the failure of the object detector, which is by itself challenging,

as the UnRel dataset contains images of objects in unusual contexts (e.g. “dog ride

bike”).
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3.5.3 Qualitative results for Visual Relationship Detection

What is learnt by action predicates? In Figure 3-10, we show examples of

predictions with our weakly-supervised model (Section 3.3.2) for the task of predicate

detection. In this task, candidate object boxes are fixed to ground truth boxes and

the goal is to predict the relation between a pair of objects. We perform retrieval per

class, i.e. for each predicate (one row in Figure 3-10) we show examples of top-scoring

object pairs for this relation. This allows us to visualize what our model has learnt for

less frequent predicates such as “ride”, “carry” or “drive”, which are less frequently

predicted by our model, as biases in the dataset favor predicates such as “on”, “has”

or “wear”. Similar to prepositions, we see that the spatial configuration of object

boxes plays a key role in the prediction of verbs. Indeed, the top-ranked pairs in each

row share similar spatial patterns. The top-ranked negatives (in red) demonstrate

that it is still challenging to disambiguate subtle differences between relations (e.g.

“person ride horse” versus “person on horse”, or “person hold watch” versus “person

wear watch”). Ground truth can also be incomplete or ambiguous (in yellow), i.e.

“person ride bike” is predicted correctly, whereas the ground truth “sit on” is less

relevant for this example.

Predicting unseen triplets. In Figure 3-11 we provide additional examples for

retrieval of zero-shot triplets. Similar to the previous set-up, we assume the ground

truth object boxes to be given and focus on predicting relations. We compare pre-

dictions of our weakly-supervised model with the fully supervised Visual+Language

model of [Lu et al., 2016a]. For each pair of boxes, we indicate below each image

the output of [Lu et al., 2016a]. We also report the ground truth predicates as ’GT’.

These examples demonstrate the benefit of our visual features for predicting zero-shot

triplets. In some cases, the Visual+Language model of [Lu et al., 2016a] appears to

heavily rely on language (e.g. “elephant feed elephant” instead of “elephant next

to elephant”, which is transferred from “person feed elephant” via language) where
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our spatial features predict the correct relation. In other cases the language model

suppresses incorrect relations such as “surfboard wear hand” as well as disambiguates

subtly different spatial configurations (“kite on street” instead of “kite above street”).

3.6 Conclusion and future work

We have developed a new powerful visual descriptor for representing object relations

in images achieving state-of-the-art performance on the Visual Relationship Detec-

tion dataset [Lu et al., 2016a], and in particular significantly improving the current

results on unseen object relations. We have also developed a weakly-supervised model

for learning object relations and have demonstrated that, given pre-trained object de-

tectors, object relations can be learnt from weak image-level annotations without a

significant loss of recognition performance. Finally, we introduced, UnRel, a new eval-

uation dataset for visual relation detection that enables to evaluate retrieval without

missing annotations and assess generalization to unseen triplets.

The work in this chapter opens-up the possibility of learning a large vocabulary

of visual relations directly from large-scale Internet collections annotated with image-

level natural language captions. A concrete step in this direction would be to extend

our model from fixed to open vocabulary of objects and predicates, transforming the

problem of learning visual relation detectors into learning a mapping between visual

and textual modalities as in [Bojanowski et al., 2015]. Another extension would be

to augment the model capacity by replacing the linear classifier with a deep neural

network and allow fine-tuning of visual features. This could be done by iteratively

estimating the latent assignments and the weights of the neural network as in [Caron

et al., 2018].
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Top true positives Top false positives Missed detections

(Q) dog ride bike

(Q) umbrella cover dog

(Q) person hold car

(Q) person ride giraffe

(Q) person stand on bench

(Q) person inside tree

(Q) elephant sleep on person

Figure 3-9 – Examples of retrieved results for triplet queries on UnRel with our weakly-
supervised method using candidate proposals.
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Figure 3-10 – Predicate detections on the test set of [Lu et al., 2016a]. We show exam-
ples among the top 100 scored triplets for some action relations retrieved by our weakly-
supervised model described in Section 3.3.2. In this task, the candidate object boxes are
the ground truth boxes. The triplet is correctly recognized if the relation matches ground
truth (in green), else the triplet is incorrect (in red). We also show examples of correctly
predicted relations where the ground truth is erroneous, either missing or incomplete (in
yellow). Below each image, we indicate the ground truth predicates (’GT’) for the pair of
boxes shown.
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Figure 3-11 – Examples of predicate detections on the unseen test triplets of [Lu et al.,
2016a] by our weakly-supervised model described in Section 3.3.2 using ground truth object
boxes. The triplet is correctly recognized if the relation matches ground truth (in green), else
the triplet is incorrect (in red). We also show examples where the ground truth is missing or
ambiguous (in yellow). Below each image, we report the prediction of the Visual+Language
model of [Lu et al., 2016a], as well as the correct ground truth predicates (’GT’) for the
pair of boxes.



Chapter 4

Detecting unseen visual relations

using analogies

In the previous chapter, we have introduced a new dataset, UnRel, to benchmark

visual relation detection models with respect to rare visual relations. We have also

developed a compositional approach to recognize unseen triplets, for which training

examples of the individual entities are available but their combinations are unseen at

training. In this chapter, we seek to further explore the modeling of unseen visual

relations. This is an important set-up due to the combinatorial nature of visual rela-

tions: collecting sufficient training data for all possible triplets would be very hard.

We also propose to go beyond the previously introduced compositional approach and

combine it with a holistic visual phrase approach that is more robust the variation

of appearance. Contrary to Chapter 3, we adopt a fully-supervised set-up to con-

centrate on the problem of unseen relations. The contributions in this chapter are

three-fold. First, we learn a representation of visual relations that combines (i) indi-

vidual embeddings for subject, object and predicate together with (ii) a visual phrase

embedding that represents the relation triplet. Second, we learn how to transfer vi-

sual phrase embeddings from existing training triplets to unseen test triplets using

analogies between relations that involve similar objects. Third, we demonstrate the

91
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benefits of our approach on three challenging datasets : on HICO-DET, our model

achieves significant improvement over a strong baseline for both frequent and un-

seen triplets, and we observe similar improvement for the retrieval of unseen triplets

with out-of-vocabulary predicates on the COCO-a dataset as well as the challenging

unusual triplets in the UnRel dataset.

4.1 Introduction

Understanding interactions between objects is one of the fundamental problems in

visual recognition. To retrieve images given a complex language query such as “a

woman sitting on top of a pile of books” we need to recognize individual entities

“woman” and “a pile of books” in the scene, as well as understand what it means to

“sit on top of something”. In this chapter we aim to recognize and localize unseen

interactions in images, as shown in Figure 4-1, where the individual entities (“person”,

“dog”, “ride”) are available at training, but not in this specific combination. Such

ability is important in practice given the combinatorial nature of visual relations where

we are unlikely to obtain sufficient training data for all possible relation triplets.

Existing methods [Dai et al., 2017; Li et al., 2017a; Lu et al., 2016a] to detect

visual relations in the form of triplets 𝑡 = (𝑠𝑢𝑏𝑗𝑒𝑐𝑡, 𝑝𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒, 𝑜𝑏𝑗𝑒𝑐𝑡) typically learn

generic detectors for each of the entities, i.e. a separate detector is learnt for subject

(e.g. “person”), object (e.g. “horse”) and predicate (e.g. “ride”). The outputs of the

individual detectors are then aggregated at test time. This compositional approach

can detect unseen triplets, where subject, predicate and object are observed separately

but not in the specific combination. However, it often fails in practice [Zhang et al.,

2017a; Peyre et al., 2017], due to the large variability in appearance of the visual

interaction that often heavily depends on the objects involved; it is indeed difficult

for a single “ride” detector to capture visually different relations such as “person ride

horse” and “person ride bus”.
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Figure 4-1 – Illustration of transfer by analogy with our model described in 4.3.2. We
transfer visual representations of relations seen in the training set such as “person ride
horse” to represent new unseen relations in the test set such as “person ride dog”.

An alternative approach [Sadeghi and Farhadi, 2011] is to treat the whole triplet

as a single entity, called a visual phrase, and learn a separate detector for each of the

visual phrases. For instance, separate detectors would be learnt for relations “person

ride horse” and “person ride surfboard”. While this approach better handles the large

variability of visual relations, it requires training data for each triplet, which is hard

to obtain as visual relations are combinatorial in their nature and many relations are

unseen in the real world.

In this chapter we address these two key limitations. First, what is the right

representation of visual relations to handle the large variability in their appearance,

which depends on the entities involved? Second, how can we handle the scarcity of

training data for unseen visual relation triplets?

To address the first challenge, we develop a hybrid model that combines the com-

positional and visual phrase representations. More precisely, we learn a compositional

representation for subject, object and predicate by learning separate visual-language

embedding spaces where each of these entities is mapped close to the language em-
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bedding of its associated annotation. In addition, we also learn a relation triplet em-

bedding space where visual phrase representations are mapped close to the language

embedding of their corresponding triplet annotations. At test time, we aggregate

outputs of both compositional and visual phrase models.

To address the second challenge, we learn how to transfer visual phrase embeddings

from existing training triplets to unseen test triplets using analogies between relations

that involve similar objects. For instance, as illustrated in Figure 4-1, we recognize

the unseen triplet “person ride dog” by using the visual phrase embedding for triplet

“person ride horse” after a transformation that depends on the object embedding

“dog” and “horse”. Because we transfer training data only from triplets that are

visually similar, we expect transferred visual phrase detectors to better represent the

target relations compared to a generic detector for a relation “ride” that may involve

also examples of “person ride train” and “person ride surfboard”.

Contributions. Our contributions are three fold. First, we take advantage of

both the compositional and visual phrase representations by learning complemen-

tary visual-language embeddings for subject, object, predicate and the visual phrase.

Second, we develop a model for transfer by analogy to obtain visual-phrase embed-

dings of never seen before relations. Third, we perform experimental evaluation on

three challenging datasets where we demonstrate the benefits of our approach on both

frequent and unseen relations.

4.2 Related work

Visual relation detection. Learning visual relations belongs to a general class of

problems on relational reasoning Bansal et al. [2017]; Battaglia et al. [2016]; Jenatton

et al. [2012]; Kipf and Welling [2016]; Santoro et al. [2017] that aim to understand

how entities interact. In the more specific set-up of visual relation detection, the ap-

proaches can be divided into two main groups: (i) compositional models, which learn
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detectors for subject, object and predicates separately and aggregate their outputs;

(ii) and visual phrase models, which learn a separate detector for each visual relation.

Visual phrase models such as Sadeghi and Farhadi [2011] have demonstrated better ro-

bustness to the visual diversity of relations than compositional models. However, with

the introduction of datasets with a larger vocabulary of objects and predicates Chao

et al. [2015]; Krishna et al. [2016], visual phrase approaches have been facing severe

difficulties as most relations have very few training examples. Compositional meth-

ods Gao et al. [2018]; Gkioxari et al. [2018]; Johnson et al. [2015]; Lu et al. [2016a];

Peyre et al. [2017]; Qi et al. [2018]; Shen et al. [2018], which allow sharing knowledge

across triplets, have scaled better but do not cope well with unseen relations. To

increase the expressiveness of the generic compositional detectors, recent works have

developed models of statistical dependencies between the subject, object and predi-

cate, using, for example, graphical models Dai et al. [2017]; Li et al. [2017a], language

distillation Yu et al. [2017], or semantic context Zhuang et al. [2017]. Others Atzmon

et al. [2016]; Divvala et al. [2014]; Plummer et al. [2017]; Sadeghi et al. [2015a] have

proposed to combine unigram detectors with higher-order composites such as bigrams

(subject-predicate, predicate-object). In contrast to the above methods that model a

discrete vocabulary of labels, we learn visual-semantic (language) embeddings able to

scale to out-of-vocabulary relations and to benefit from powerful pre-learnt language

models.

Visual-semantic embeddings. Visual-semantic embeddings have been success-

fully used for image captioning and retrieval Karpathy and Fei-Fei [2015]; Karpathy

et al. [2014]. With the introduction of datasets annotated at the region level Krishna

et al. [2016]; Plummer et al. [2015], similar models have been applied to align image

regions to fragments of sentences Izadinia et al. [2015]; Wang et al. [2016a]. In con-

trast, learning embeddings for visual relations still remains largely an open research

problem with recent work exploring, for example, relation representations using de-
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formations between subject and object embeddings Zhang et al. [2017a]. Our work is,

in particular, related to models Zhang et al. [2019] learning separate visual-semantic

spaces for subject, object and predicate. However, in contrast to Zhang et al. [2019],

we additionally learn a visual phrase embedding space to better deal with appear-

ance variation of visual relations, and develop a model for analogy reasoning to infer

embeddings of unseen triplets.

Unseen relations and transfer learning. Learning visual phrase embeddings

suffers from the problem of lack of training data for unseen relations. This has been

addressed by learning factorized object and predicate representations Hwang et al.

[2018] or by composing classifiers for relations from simpler concepts Kato et al. [2018];

Misra et al. [2017]. In contrast, our approach transfers visual relation representations

from seen examples to unseen ones in a similar spirit to how previous work dealt with

inferring classifiers for rare objects Aytar and Zisserman [2011]. The idea of sharing

knowledge from seen to unseen triplets to compensate for the scarcity of training

data has been also addressed in Ramanathan et al. [2015] by imposing constraints

on embeddings of actions. Different from this work, we formulate the transfer as an

analogy between relation triplets. To achieve that, we build on the computational

model of analogies developed in Reed et al. [2015] but extend it to representations

of visual relations. This is related to Sadeghi et al. [2015b] who also learn visual

analogies as vector operations in an embedding space, but only consider visual inputs

while we learn analogy models for joint image-language embeddings.

4.3 Model

In this section we describe our model for recognizing and localizing visual relations

in images. As illustrated in Figure 4-2, our model consists of two parts. First, we

learn different visual-language embedding spaces for the subject (𝑠), the object (𝑜),

the predicate (𝑝) and the visual phrase (𝑣𝑝), as shown in Figure 4-2(a). We explain
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Figure 4-2 – Model overview. Our model consists of two parts: (a) learning embedding
spaces for subject, object, predicate and visual phrase by optimizing the joint loss ℒ𝑗𝑜𝑖𝑛𝑡 =
ℒ𝑠 + ℒ𝑜 + ℒ𝑝 + ℒ𝑣𝑝 combining the input visual x and language q representations; (b)
inferring the visual phrase embedding �̄�𝑣𝑝

𝑢 of a new unseen triplet (e.g. “person ride cow”)
by aggregating the visual phrase embeddings 𝑤𝑣𝑝

𝑘 of seen triplets (e.g. “person ride horse”,
“person pet cow”) transformed by analogy transformation Γ.

how to train these embeddings in Section 4.3.1. Second, we transfer visual phrase

embeddings of seen triplets to unseen ones with analogy transformations, as shown in

Figure 4-2(b). In Section 4.3.2 we explain how to train the analogy transformations

and form visual phrase embeddings of new unseen triplets at test time.

Notation for relation triplets. The training dataset consists of 𝑁 candidate pairs

of bounding boxes, each formed by a subject candidate bounding box proposal and

object candidate bounding box proposal. Let 𝒱𝑠, 𝒱𝑜 and 𝒱𝑝 be the vocabulary of sub-

jects, objects and predicates, respectively. We call 𝒱𝑣𝑝 = 𝒱𝑠 × 𝒱𝑝 × 𝒱𝑜 the vocabulary

of triplets. A triplet 𝑡 is of the form 𝑡 = (𝑠, 𝑝, 𝑜), e.g. 𝑡 = (𝑝𝑒𝑟𝑠𝑜𝑛, 𝑟𝑖𝑑𝑒, ℎ𝑜𝑟𝑠𝑒). Each

pair of candidate subject and object bounding boxes, 𝑖 ∈ {1, ..., 𝑁}, is labeled by a

vector (𝑦𝑖
𝑡)𝑡∈𝒱𝑣𝑝 where 𝑦𝑖

𝑡 = 1 if the 𝑖𝑡ℎ pair of boxes could be described by relation

triplet 𝑡, otherwise 𝑦𝑖
𝑡 = 0. The labels for subject, object and predicate naturally

derive from the triplet label.
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4.3.1 Learning representations of visual relations

We represent visual relations in joint visual-semantic embedding spaces at different

levels of granularity: (i) at the unigram level, where we use separate subject, object

and predicate embeddings, and (ii) at the trigram level using an a visual phrase em-

bedding of the whole triplet. Combining the different types of embeddings results in

a more powerful representation of visual relations as will be shown in section 4.4. In

detail, as shown in Figure 4-2(a), the input to visual embedding functions (left) is a

candidate pair of objects 𝑖 encoded by its visual representation x𝑖 ∈ R𝑑𝑣 . This rep-

resentation is built from (i) pre-computed appearance features obtained from a CNN

trained for object detection and (ii) a representation of the relative spatial configura-

tion of the object candidates. The language embeddings (right in Figure 4-2(a)) take

as input a triplet 𝑡 encoded by its language representation q𝑡 ∈ R𝑑𝑞 obtained from

pre-trained word embeddings. We provide more details about these representations

in 4.4.2. Next we give details of the embedding functions.

Embedding functions. Our network projects the visual features x𝑖 and language

features q𝑡 into separate spaces for the subject (𝑠), the object (𝑜), the predicate (𝑝)

and the visual phrase (𝑣𝑝). For each input type 𝑏 ∈ {𝑠, 𝑜, 𝑝, 𝑣𝑝}, we embed the

visual features and language features into a common space of dimensionality 𝑑 using

projection functions

𝑣𝑏
𝑖 = 𝑓 𝑏

𝑣(x𝑖), (4.1)

𝑤𝑏
𝑡 = 𝑓 𝑏

𝑤(q𝑡), (4.2)

where 𝑣𝑏
𝑖 and 𝑤𝑏

𝑡 are the output visual and language representations, and the pro-

jection functions 𝑓 𝑏
𝑣 : R𝑑𝑣 → R𝑑 and 𝑓 𝑏

𝑤 : R𝑑𝑞 → R𝑑 are 2-layer perceptrons, with

ReLU non linearities and Dropout, inspired by [Wang et al., 2016a]. Additionally, we

L2 normalize the output language features while the output visual features are not
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normalized, which we found to work well in practice.

Training loss. We train parameters of the embedding functions (𝑓 𝑏
𝑣 , 𝑓 𝑏

𝑤) for each

type of input 𝑏 (i.e subject, object, predicate and visual phrase) by maximizing log-

likelihood

ℒ𝑏 =
𝑁∑︁

𝑖=1

∑︁
𝑡∈𝒱𝑏

1𝑦𝑖
𝑡=1 log

(︃
1

1 + 𝑒−𝑤𝑏
𝑡

𝑇
𝑣𝑏

𝑖

)︃

+
𝑁∑︁

𝑖=1

∑︁
𝑡∈𝒱𝑏

1𝑦𝑖
𝑡=0 log

(︃
1

1 + 𝑒𝑤
𝑏
𝑡

𝑇
𝑣𝑏

𝑖

)︃
, (4.3)

where the first attraction term pushes closer visual representation 𝑣𝑏
𝑖 to its correct lan-

guage representation 𝑤𝑏
𝑡 and the second repulsive term pushes apart visual-language

pairs that do not match. As illustrated in Figure 4-2, we have one such loss for

each input type and optimize the joint loss that sums the individual loss functions

ℒ𝑗𝑜𝑖𝑛𝑡 = ℒ𝑠 + ℒ𝑜 + ℒ𝑝 + ℒ𝑣𝑝. A similar loss function has been used in [Mikolov et al.,

2013] to learn word representations, while visual-semantic embedding models [Karpa-

thy et al., 2014; Wang et al., 2016a] typically use triplet ranking losses. Both loss

functions work well, but we found embeddings trained with log-loss (4.3) easier to

combine across different input types as their outputs are better calibrated.

Inference. At test time, we have a language query in the form of triplet 𝑡 that we

embed as (𝑤𝑏
𝑡 )𝑏 using Eq. (4.2). Similarly, pairs 𝑖 of candidate object boxes in the test

images are embedded as (𝑣𝑏
𝑖 )𝑏 with Eq. (4.1). Then we compute a similarity score 𝑆𝑡,𝑖

between the triplet query 𝑡 and the candidate object pair 𝑖 by aggregating predictions

over the different embedding types 𝑏 ∈ {𝑠, 𝑝, 𝑜, 𝑣𝑝} as

𝑆𝑡,𝑖 =
∏︁

𝑏∈{𝑠,𝑝,𝑜,𝑣𝑝}

1
1 + 𝑒−𝑤𝑏

𝑡
𝑇
𝑣𝑏

𝑖

. (4.4)
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Figure 4-3 – Illustration of the differences between predicate (𝑝) (left) and visual phrase
(𝑣𝑝) (right) embeddings. In the 𝑝 space, visually different relations such as “person ride
horse” and “person ride car” map to the same location defined by the predicate “ride”. In
contrast, they are mapped to distinct locations in the visual phrase space that considers
the entire relation triplet.

Interpretation of embedding spaces. The choice of learning different embedding

spaces for subject, object, predicate and visual phrase is motivated by the observation

that each type of embedding captures different information about the observed visual

entity. In Figure 4-3 we illustrate the advantage of learning separate predicate (𝑝) and

visual-phrase (𝑣𝑝) embedding spaces. In the 𝑝 space, visual entities corresponding to

“person ride horse” and “person ride car” are mapped to the same point, as they share

the same predicate “ride”. In contrast, in the 𝑣𝑝 space, the same visual entities are

mapped to two distinct points. This property of the 𝑣𝑝 space is desirable to handle

both language polysemy (i.e., “ride” has different visual appearance depending on the

objects involved and thus should not be mapped into a single point) and synonyms

(i.e., “person jump horse” and “person ride horse” projections should be close even if

they do not share the same predicate).
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4.3.2 Transferring embeddings to unseen triplets by analogy

transformations

We propose to explicitly transfer knowledge from seen triplets at training to new

unseen triplets at test time by analogy reasoning. The underlying intuition is that

if we have seen examples of “person ride horse”, it might be possible to use this

knowledge to recognize the relation “person ride cow”, as “horse” and “cow” have

similar visual appearance. As illustrated in Figure 4-2(b), this is implemented as an

analogy transformation in the visual phrase embedding space, where a representation

of the source triplet (e.g. “person ride horse”) is transformed to form a representation

of target triplet (e.g. “person ride cow”). There are two main steps in this process.

First, we need to learn how to perform the analogy transformation of one visual phrase

embedding (e.g. “person ride horse”) to another (e.g. “person ride cow”). Second,

we need to identify which visual phrases are suitable for such transfer by analogy.

For example, to form a representation of a new relation “person ride cow” we want

to transform the representation of “person ride horse” but not “person ride bus”. We

describe the two steps next.

Transfer by analogy. To transform the visual phrase embedding 𝑤𝑣𝑝
𝑡 of a source

triplet 𝑡 = (𝑠, 𝑝, 𝑜) to the visual phrase embedding 𝑤𝑣𝑝
𝑡′ of a target triplet 𝑡′ = (𝑠′, 𝑝′, 𝑜′)

we learn a transformation Γ such that

𝑤𝑣𝑝
𝑡′ = 𝑤𝑣𝑝

𝑡 + Γ(𝑡, 𝑡′). (4.5)

Here, Γ could be interpreted as a correction term that indicates how to transform 𝑤𝑣𝑝
𝑡

to 𝑤𝑣𝑝
𝑡′ in the joint visual-semantic space 𝑣𝑝 to compute a target relation triplet 𝑡′

that is analogous to source triplet 𝑡. This relates to neural word representations such

as [Mikolov et al., 2013] where word embeddings of similar concepts can be linked

by arithmetic operations such as “𝑘𝑖𝑛𝑔′′ − “𝑚𝑎𝑛′′ + “𝑤𝑜𝑚𝑎𝑛′′ = “𝑞𝑢𝑒𝑒𝑛′′. Here, we
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would like to perform operations such as “𝑝𝑒𝑟𝑠𝑜𝑛 𝑟𝑖𝑑𝑒 ℎ𝑜𝑟𝑠𝑒′′ − “ℎ𝑜𝑟𝑠𝑒′′ + “𝑐𝑜𝑤′′ =

“𝑝𝑒𝑟𝑠𝑜𝑛 𝑟𝑖𝑑𝑒 𝑐𝑜𝑤′′.

Form of Γ. To relate the visual phrase embeddings of 𝑡 and 𝑡′ through Γ we take

advantage of the decomposition of the triplet into subject, predicate and object. In

detail, we use the visual phrase embeddings of individual subject, predicate and object

to learn how to relate the visual phrase embeddings of triplets. Using this structure,

we redefine the analogy transformation given by Eq. (4.5) as

𝑤𝑣𝑝
𝑡′ = 𝑤𝑣𝑝

𝑡 + Γ

⎡⎢⎢⎢⎢⎢⎣
𝑤𝑣𝑝

𝑠′ − 𝑤𝑣𝑝
𝑠

𝑤𝑣𝑝
𝑝′ − 𝑤𝑣𝑝

𝑝

𝑤𝑣𝑝
𝑜′ − 𝑤𝑣𝑝

𝑜

⎤⎥⎥⎥⎥⎥⎦ , (4.6)

where 𝑡 = (𝑠, 𝑝, 𝑜) and 𝑡′ = (𝑠′, 𝑝′, 𝑜′) denote the source and target triplet, and

𝑤𝑣𝑝
𝑠 , 𝑤𝑣𝑝

𝑝 , 𝑤𝑣𝑝
𝑜 are visual phrase embeddings of subject, predicate and object, re-

spectively, constructed using Eq. (4.2) as 𝑤𝑣𝑝
𝑠 = 𝑓 𝑣𝑝

𝑤 (q[𝑠,0,0]), 𝑤𝑣𝑝
𝑝 = 𝑓 𝑣𝑝

𝑤 (q[0,𝑝,0]),

𝑤𝑣𝑝
𝑜 = 𝑓 𝑣𝑝

𝑤 (q[0,0,𝑜]). Here [𝑠, 0, 0] denotes the concatenation of word2vec embeddings

of subject 𝑠 with two vectors of zeros of size 𝑑. For example, the analogy transforma-

tion of 𝑡 = (𝑝𝑒𝑟𝑠𝑜𝑛, 𝑟𝑖𝑑𝑒, ℎ𝑜𝑟𝑠𝑒) to 𝑡′ = (𝑝𝑒𝑟𝑠𝑜𝑛, 𝑟𝑖𝑑𝑒, 𝑐𝑎𝑚𝑒𝑙) using Eq. (4.6) would

result in

𝑤𝑣𝑝
𝑡′ = 𝑤𝑣𝑝

𝑡 + Γ

⎡⎢⎢⎢⎢⎢⎣
0

0

𝑤𝑣𝑝
𝑐𝑎𝑚𝑒𝑙 − 𝑤𝑣𝑝

ℎ𝑜𝑟𝑠𝑒

⎤⎥⎥⎥⎥⎥⎦ . (4.7)

Intuitively, we would like Γ to encode how the change of objects, observable through

the embeddings of source and target objects, 𝑤𝑣𝑝
𝑜 , 𝑤𝑣𝑝

𝑜′ , influences the source and

target triplet embeddings 𝑤𝑣𝑝
𝑡 , 𝑤𝑣𝑝

𝑡′ . Please note that here we have shown an example

of a transformation resulting from a change of object, but our formulation, given by

Eq. (4.6), allows for changes of subject or predicate in a similar manner.
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While different choices for Γ are certainly possible, we opt for

Γ(𝑡, 𝑡′) = 𝑀𝐿𝑃

⎡⎢⎢⎢⎢⎢⎣
𝑤𝑣𝑝

𝑠′ − 𝑤𝑣𝑝
𝑠

𝑤𝑣𝑝
𝑝′ − 𝑤𝑣𝑝

𝑝

𝑤𝑣𝑝
𝑜′ − 𝑤𝑣𝑝

𝑜

⎤⎥⎥⎥⎥⎥⎦ , (4.8)

where MLP is a 2-layer perceptron without bias. We also compare different forms of

Γ in Section 4.4.

Which triplets to transfer from? We wish to apply the transformation by

analogy Γ only between triplets that are similar. The intuition is that to obtain

representation of an unseen target triplet 𝑡′ = (𝑝𝑒𝑟𝑠𝑜𝑛, 𝑟𝑖𝑑𝑒, 𝑐𝑎𝑚𝑒𝑙), we wish to

use only similar triplets such as 𝑡 = (𝑝𝑒𝑟𝑠𝑜𝑛, 𝑟𝑖𝑑𝑒, ℎ𝑜𝑟𝑠𝑒) but not triplets such as

𝑡 = (𝑝𝑒𝑟𝑠𝑜𝑛, 𝑟𝑖𝑑𝑒, 𝑠𝑘𝑎𝑡𝑒𝑏𝑜𝑎𝑟𝑑). For this, we propose to decompose the similarity be-

tween triplets 𝑡 and 𝑡′ by looking at the similarities between their subjects, predicates

and objects measured by the dot-product of their representations in the correspond-

ing individual embedding spaces. The motivation is that the subject, object and

predicate spaces do not suffer as much from the limited training data compared to

the visual phrase space. In detail, we define a weighting function 𝐺 as:

𝐺(𝑡, 𝑡′) =
∑︁

𝑏∈{𝑠,𝑝,𝑜}
𝛼𝑏𝑤

𝑏
𝑡

𝑇
𝑤𝑏

𝑡′ , (4.9)

where 𝑤𝑏
𝑡
𝑇
𝑤𝑏

𝑡′ measures similarity between embedded representations 𝑤𝑏
. and scalars

𝛼𝑏 are hyperparameters that reweight the relative contribution of subject, object and

predicate similarities. As we constrain ∑︀
𝑏 𝛼𝑏 = 1 the output of 𝐺(𝑡, 𝑡′) ∈ [0, 1]. For

a target triplet 𝑡′, we define as 𝒩𝑡′ the set of 𝑘 most similar source triplets according

to 𝐺.



CHAPTER 4. ANALOGIES 104

Sampling source triplets. We fit the parameters of Γ by learning analogy trans-

formations between triplets available in the training data. To do this, we generate

pairs of source 𝑡 and target 𝑡′ triplets as follows. For a target triplet 𝑡′ in the training

data, the source triplets for transfer by analogy are sampled in two steps: (i) for a

given target triplet 𝑡′, we first compute the similarity 𝐺(𝑡, 𝑡′) given by Eq. (4.9) using

all triplets 𝑡 in the training data that occur at least 10 times (i.e. the non-rare triplets

according to the definition of Chao et al. [2018]), (ii) we sort this set of candidate

source triplets, and retain the top k most similar triplets according to 𝐺. The out-

come is a set of source triplets 𝒩𝑡′ , similar to the target triplet 𝑡′ and hence suitable

for learning the analogy transformation. Please note that we do not constrain the

source triplets to share words with the target triplet, so all words may differ between

source and target triplets. Also note that the procedure described above is similar at

training and test time. In practice, we take 𝑘 = 5, 𝛼𝑟 = 0.8, 𝛼𝑠 = 𝛼𝑜 = 0.1 for all

datasets. These hyperparameters are optimized by grid-search on the validation set

of HICO-DET.

Learning Γ. Given training data pairs of source 𝑡 and target 𝑡′ triplets, we fit

parameters of Γ by learning analogy transformations between triplets as follows. For

each target triplet 𝑡′ in the training batch, we randomly sample a relevant source

triplet 𝑡 ∈ 𝒩𝑡′ as described above. We call 𝒬 the set of pairs of related triplets (𝑡, 𝑡′)

formed like this. The parameters of Γ are learnt by maximizing the log-likelihood:

ℒΓ =
𝑁∑︁

𝑖=1

∑︁
(𝑡,𝑡′)∈𝒬

1𝑦𝑖
𝑡′ =1 log

(︃
1

1 + 𝑒−(𝑤𝑣𝑝
𝑡 +Γ(𝑡,𝑡′))𝑇

𝑣𝑣𝑝
𝑖

)︃

+
𝑁∑︁

𝑖=1

∑︁
(𝑡,𝑡′)∈𝒬

1𝑦𝑖
𝑡′ =0 log

(︃
1

1 + 𝑒(𝑤𝑣𝑝
𝑡 +Γ(𝑡,𝑡′))𝑇

𝑣𝑣𝑝
𝑖

)︃
, (4.10)

where 𝑣𝑣𝑝
𝑖 are the visual features projected to the visual phrase space and (𝑤𝑣𝑝

𝑡 +

Γ(𝑡, 𝑡′)) is the transformed visual phrase embedding of the source triplet 𝑡 to target
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visual phrase embedding

person ride elephant

person ride horse

sampled source triplet t

target triplet t’target image

Figure 4-4 – Illustration of training the analogy transformation Γ. For each target triplet
𝑡′ (e.g. “person ride elephant"), we randomly sample a source triplet 𝑡 (e.g. “person ride
horse"). The first part of the analogy loss ℒΓ in Eq (4.10) encourages that the transformed
visual phrase embedding 𝑤𝑣𝑝

𝑡 + Γ(𝑡, 𝑡′) is close to the corresponding visual representation
𝑣𝑣𝑝

𝑖 of target triplet 𝑡.

triplet 𝑡′ following Eq. (4.6) in Section 4.3. Note that this loss is similar to the loss

used for learning embeddings of visual relations, given by Eq. (4.3) in Section 4.3. The

first attraction term pulls closer visual representation 𝑣𝑣𝑝
𝑖 to its corresponding lan-

guage representation 𝑤𝑣𝑝
𝑡 +Γ(𝑡, 𝑡′) obtained via analogy transformation, i.e. where the

visual representation matches the embedding of the target triplet 𝑡′ obtained via anal-

ogy transformation. We illustrate this term in Figure 4-4. The second repulsive term

pushes apart visual-language pairs that do not match, i.e. where the visual represen-

tation does not match the target triplet 𝑡′ obtained via the analogy transformation.

The main idea behind Eq. (4.10) is to use the analogy transformation Γ to make the

link between the language embedding of a source triplet 𝑡 and the visual embedding of

a target triplet 𝑡′ in the joint 𝑣𝑝 space. For example, let us consider source-target pairs

of triplets 𝒬 = {(𝑡1, 𝑡′
1), (𝑡2, 𝑡′

2)} in a mini-batch, where, 𝑡1 = (𝑝𝑒𝑟𝑠𝑜𝑛, 𝑟𝑖𝑑𝑒, ℎ𝑜𝑟𝑠𝑒),

𝑡′
1 = (𝑝𝑒𝑟𝑠𝑜𝑛, 𝑟𝑖𝑑𝑒, 𝑒𝑙𝑒𝑝ℎ𝑎𝑛𝑡), 𝑡2 = (𝑝𝑒𝑟𝑠𝑜𝑛, 𝑝𝑒𝑡, 𝑐𝑎𝑡), 𝑡′

2 = (𝑝𝑒𝑟𝑠𝑜𝑛, 𝑝𝑒𝑡, 𝑠ℎ𝑒𝑒𝑝). The

analogy loss in Eq. (4.10) learns Γ that transforms, in the joint 𝑣𝑝 space, the language

embedding of the source triplet (𝑝𝑒𝑟𝑠𝑜𝑛, 𝑟𝑖𝑑𝑒, ℎ𝑜𝑟𝑠𝑒) such that it is close to the visual

embedding of the target triplet (𝑝𝑒𝑟𝑠𝑜𝑛, 𝑟𝑖𝑑𝑒, 𝑒𝑙𝑒𝑝ℎ𝑎𝑛𝑡) (first term in the loss) but

far from the visual embedding of the other target triplet (𝑝𝑒𝑟𝑠𝑜𝑛, 𝑝𝑒𝑡, 𝑠ℎ𝑒𝑒𝑝) (second

term in the loss).
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Aggregating embeddings. At test time, we compute the visual phrase embedding

of an unseen triplet 𝑢 by aggregating embeddings of similar seen triplets 𝑡 ∈ 𝒩𝑢

transformed using the analogy transformation:

�̄�𝑣𝑝
𝑢 =

∑︁
𝑡∈𝒩𝑢

𝐺(𝑡, 𝑢) (𝑤𝑣𝑝
𝑡 + Γ(𝑡, 𝑢)), (4.11)

where 𝑤𝑣𝑝
𝑡 is the visual phrase embedding of source triplet 𝑡 obtained with Eq. (4.2),

Γ(𝑡, 𝑢) is the analogy transformation between source triplet 𝑡 and unseen triplet 𝑢

computed by Eq. (4.8) and 𝐺(𝑡, 𝑢) is a scalar weight given by Eq. (4.9) that re-

weights the contribution of the different source triplets. This process is illustrated in

Figure 4-2(b).

4.4 Experiments

In this section we evaluate the performance of our model for visual relation retrieval

on three challenging datasets: HICO-DET [Chao et al., 2018], UnRel [Peyre et al.,

2017] and COCO-a [Ronchi and Perona, 2015]. Specifically, we numerically assess

the two components of our model: (i) learning the visual phrase embedding together

with the unigram embeddings and (ii) transferring embeddings to unseen triplets by

analogy transformations.

4.4.1 Datasets and evaluation set-ups

HICO-DET. The HICO-DET [Chao et al., 2015, 2018] dataset contains images of

human-object interactions with box-level annotations. The interactions are varied:

the vocabulary of objects matches the 80 COCO [Lin et al., 2014b] categories and

there are 117 different predicates. The number of all possible triplets is 1 × 117 × 80

but the dataset contains positive examples for only 600 triplets. All triplets are seen

at least once in training. The authors separate a set of 138 rare triplets, which are
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the triplets that appear fewer than 10 times at training. To conduct further analysis

of our model, we also select a set of 25 triplets that we treat as unseen, exclude them

completely from the training data in certain experiments, and try to retrieve them

at test time using our model. These triplets are randomly selected among the set of

non-rare triplets in order to have enough test instances on which to reliably evaluate.

UnRel. UnRel [Peyre et al., 2017] is an evaluation dataset containing visual re-

lations for 76 unusual triplet queries. In contrast to HICO-DET and COCO-a, the

interactions do not necessarily involve a human, and the predicate is not necessarily

an action (it can be a spatial relation, or comparative). The vocabulary of objects

and predicates matches those of Visual Relation Detection Dataset [Lu et al., 2016a].

UnRel is only an evaluation dataset, so similar to [Peyre et al., 2017] we use the

training set of Visual Relationship Dataset as training data.

COCO-a. The COCO-a dataset [Ronchi and Perona, 2015] is based on a subset

of COCO dataset [Lin et al., 2014b] augmented with annotations of human-object

interactions. Similar to HICO-DET, the vocabulary of objects matches the 80 COCO

categories. In addition, COCO-a defines 140 predicates resulting in a total of 1681

different triplets. The released version of COCO-a contains 4413 images with no

pre-defined train/test splits. Given this relatively small number of images, we use

COCO-a as an evaluation dataset for models trained on HICO-DET. This results in

an extremely challenging set-up with 1474 unseen triplets among which 1048 involve

an out-of-vocabulary predicate that has not been seen at training in HICO-DET.

Evaluation measure. On all datasets, we evaluate our model in a retrieval setup.

For each triplet query in the vocabulary, we rank the candidate test pairs of object

bounding boxes using our model and compute the performance in terms of Average

Precision. Overall, we report mean Average Precision (mAP) over the set of triplet

queries computed with the evaluation code released by [Chao et al., 2018] on HICO-
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DET and [Peyre et al., 2017] on UnRel. On COCO-a, we use our own implementation

as no evaluation code is released.

4.4.2 Implementation details

Candidate pairs. We use pre-extracted candidate pairs of objects from an object

detector trained for the vocabulary of objects specific to the dataset. On HICO-DET,

we train the object detector on the COCO training data using Detectron [Girshick

et al., 2018]. To be comparable to [Gkioxari et al., 2018], we use a Faster-R-CNN [Ren

et al., 2015b] with ResNet-50 Feature Pyramid Network [Lin et al., 2017a]. We post-

process the candidate detections by removing candidates whose confidence scores are

below 0.05 and apply an additional per-class score thresholding to maintain a fixed

precision of 0.3 for each object category. For COCO-a, we re-train the object detector

excluding images from COCO that intersect with COCO-a. On UnRel, we use the

same candidate pairs as [Peyre et al., 2017] to have directly comparable results.

Visual representation. Following [Peyre et al., 2017], we first encode a candidate

pair of boxes (𝑜𝑠,𝑜𝑜) by the appearance of the subject 𝑎(𝑜𝑠), the appearance of

the object 𝑎(𝑜𝑜), and their mutual spatial configuration 𝑟(𝑜𝑠,𝑜𝑜). The appearance

features of the subject and object boxes are extracted from the last fully-connected

layer of the object detector. The spatial configuration 𝑟(𝑜𝑠,𝑜𝑜) is a 8-dimensional

feature that concatenates the subject and object box coordinates renormalized with

respect to the union box, i.e. we concatenate [𝑥𝑚𝑖𝑛−𝑇
𝐴

, 𝑥𝑚𝑎𝑥−𝑇
𝐴

, 𝑦𝑚𝑖𝑛−𝑇
𝐴

, 𝑦𝑚𝑎𝑥−𝑇
𝐴

] for

subject and object boxes where 𝑇 and 𝐴 are the origin and the area of the union box,

respectively. The visual representation of a candidate pair is then

x𝑖 =

⎡⎢⎢⎢⎢⎢⎣
𝑀𝐿𝑃𝑠(𝑎(𝑜𝑠))

𝑀𝐿𝑃𝑜(𝑎(𝑜𝑜))

𝑀𝐿𝑃𝑟(𝑟(𝑜𝑠,𝑜𝑜))

⎤⎥⎥⎥⎥⎥⎦ , (4.12)
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where 𝑀𝐿𝑃𝑠, 𝑀𝐿𝑃𝑜 contain one layer that projects the appearance features into

a vector of dimension 300 and 𝑀𝐿𝑃𝑟 is a 2-layer perceptron projecting the spatial

features into a vector of dimension 400, making the final dimension of x𝑖 equal to

1000. For the subject (resp. object) embeddings, we only consider the appearance of

the subject (resp. object) without the spatial configuration. Note that both 𝑝 and 𝑣𝑝

use the same visual input (including spatial features) while 𝑠 and 𝑜 modules only use

the appearance features.

Language representation. For a triplet 𝑡 = (𝑠, 𝑝, 𝑜), we compute the word embed-

dings 𝑒𝑠 (resp. 𝑒𝑝, 𝑒𝑜) for subject (resp. predicate, object) with a Word2vec [Mikolov

et al., 2013] model trained on GoogleNews. The representation of a triplet is taken

as the concatenation of the word embeddings q𝑡 = [𝑒𝑠; 𝑒𝑝; 𝑒𝑜] ∈ R900.

Embedding functions. The embedding projection functions are composed of two

fully connected layers, with a ReLU non-linearity. For the visual projection functions,

we use Dropout. The dimensionality of the joint visual-language spaces is set to

𝑑 = 1024 for HICO-DET and COCO-a. We use 𝑑 = 256 for UnRel as the training

set is much smaller.

Training details. First, we learn the parameters of embedding functions by op-

timizing ℒ𝑗𝑜𝑖𝑛𝑡 = ℒ𝑠 + ℒ𝑜 + ℒ𝑝 + ℒ𝑣𝑝 (Eq. (4.3) in Section 4.3) for 10 epochs with

Adam optimizer [Kingma and Ba, 2015] using a learning rate 0.001. Then, we fix

parameters of the embedding functions for 𝑠, 𝑜 and 𝑝 and only finetune parameters of

the visual phrase embedding function 𝑣𝑝 while learning parameters of analogy trans-

formation Γ. This is done by jointly optimizing ℒ𝑣𝑝 + 𝜆ℒΓ for 5 epochs with Adam

optimizer Kingma and Ba [2015] using a learning rate 0.001. In practice, we take

𝜆 = 1. In this joint optimization, we found it helpful to restrict back-propagation

of gradients coming from ℒΓ only to the parameters of analogy transformation Γ

and parameters of the visual embedding functions 𝑓 𝑏
𝑣 (Eq. (4.1)), i.e. we exclude
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back-propagation of gradients coming from ℒΓ to parameters of language embedding

functions 𝑓 𝑏
𝑤. These parameters are finetuned using gradients back-propagated from

ℒ𝑣𝑝. The hyperparameters 𝛼𝑠, 𝛼𝑜, 𝛼𝑝 and 𝑘 are optimized by grid-search on the

validation set.

Batch sampling. In practice, our model is trained with mini-batches containing

64 candidate object pairs. 25% of the candidate pairs are positive, i.e. the candidate

subject and object are interacting. The rest are negative, randomly sampled among

candidate pairs involving the same subject and object category (but not interacting).

For training, we use candidates from both ground truth and object detector outputs.

At test time, we only use candidate pairs from the object detector.

4.4.3 Evaluating visual phrases on seen triplets

We first validate the capacity of our model to detect triplets seen at training and com-

pare with recent state-of-the-art methods. In Table 4.1, we report mAP results on

HICO-DET in the Default setting defined by Chao et al. [2018] on the different sub-

sets of triplets (full), (rare), (non rare) as described in 4.4.1. First, we compute three

variants of our model : (i) the compositional part using all unigram terms (s+o+p),

which can be viewed as a strong fully compositional baseline, (ii) the visual phrase

part combined with object scores (s+o+vp), and (iii) our full model (s+o+p+vp) that

full rare non-rare

Chao et al. [2018] 7.8 5.4 8.5
Gupta and Malik [2015] 9.1 7.0 9.7

Gkioxari et al. [2018] 9.9 7.2 10.8
GPNN Qi et al. [2018] 13.1 9.3 14.2
iCAN Gao et al. [2018] 14.8 10.5 16.1

s+o+p 18.7 13.8 20.1
s+o+vp 17.7 11.6 19.5

s+o+p+vp 19.4 14.6 20.9

Table 4.1 – Retrieval results on HICO-DET dataset (mAP).
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Base With aggregation 𝐺

- Γ=∅ Γ=0 Γ=𝑙𝑖𝑛𝑒𝑎𝑟 Γ=𝑑𝑒𝑒𝑝

s+o+p 23.2 - - - -
s+o+vp+transfer 24.1 9.6 24.8 27.6 28.6

s+o+p+vp+transfer 23.6 12.5 24.5 25.4 25.7
supervised 33.7 - - - -

Table 4.2 – mAP on the 25 zero-shot test triplets of HICO-DET with variants of our
model trained on the 𝑡𝑟𝑎𝑖𝑛𝑣𝑎𝑙 set excluding the positives for the zero-shot triplets. The
first column shows the results without analogy transfer (Section 4.3.1) while the other
columns display results with transfer using different forms of analogy transformation Γ
(Section 4.3.2). Last line (supervised) is the performance of (s+o+p+vp) trained will all
training instances.

corresponds to the addition of the visual phrase representation on top of the composi-

tional baseline (Section 4.3.1). The results show that our visual phrase embedding is

beneficial, leading to a consistent improvement over the strong compositional baseline

on all sets of triplets, improving the current state-of-the art Gao et al. [2018] by more

than 30% in terms of relative gain. We provide ablation studies in Section 4.5 as well

as experiments incorporating bigrams modules (sr+ro) leading to improved results.

4.4.4 Transfer by analogy on unseen triplets

Next, we evaluate the benefits of transfer by analogy focusing on the challenging set-

up of triplets never seen at training time. While the HICO-DET dataset contains

both seen (evaluated in previous section) and manually constructred unseen triplets

(evaluated here), in this section we consider additional two datasets that contain

only unseen triplets. In particular, we use UnRel to evaluate retrieval of unusual

(and unseen) triplets and COCO-a to evaluate retrieval of unseen triplets with out-

of-vocabulary predicates.

Evaluating unseen triplets on HICO-DET. First, we evaluate our model of

transfer by analogy on the 25 zero-shot triplets of HICO-DET. In Table 4.2, we show
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Query (Q) / Source (S) Top true positives Top false positives

(Q) person pet cat
(S) person pet dog
(S) person pet giraffe
(S) person pet cow
(S) person pet elephant
(S) person scratch cat

(Q) person eat donut

(S) person eat hot dog
(S) person eat sandwich
(S) person eat apple
(S) person eat pizza
(S) person eat cake

Figure 4-5 – Top retrieved positive (green) and negative (red) detections with our model
(s+o+vp+transfer) on unseen triplets excluded from HICO-DET. For a target triplet (Q)
(e.g. “person pet cat”), our model automatically learns to select meaningful source triplets
(S) involving visually similar objects or predicates (“person pet dog”, “person scratch cat”)
and transfers their visual phrase embeddings by analogy transformation Γ. The top false
positives are challenging, either corresponding to a visually related action (“person feed cat”
in first row) or to a visually similar object (“donut” confused with “sandwich” in second
row). Additional examples are in Figure 4-9.

results for different types of analogy transformations applied to the visual phrase

embeddings to be compared with the base model not using analogy (first column).

First, Γ=∅ corresponds to aggregation of visual phrase embeddings of source triplets

without analogy transformation. Then, we report three variants of an analogy trans-

formation, where visual phrase embeddings are trained with analogy loss and the

embedding of source triplet is either (i) aggregated without transformation (Γ=0),

or transformed with (ii) a linear transformation (Γ=𝑙𝑖𝑛𝑒𝑎𝑟) or (iii) a 2-layer per-

ceptron (Γ=𝑑𝑒𝑒𝑝). The results indicate that forming visual phrase embeddings of

unseen test triplets by analogy transformations of similar seen triplets, as described

in 4.3.2, is beneficial, with the best model (s+o+vp+transfer using Γ=𝑑𝑒𝑒𝑝) provid-

ing a significant improvement over the compositional baseline (from mAP of 23.2 to

28.6), thus partly filling the gap to the fully supervised setting (mAP of 33.7). It is

also interesting to note that, when aggregating visual phrase embeddings of different



CHAPTER 4. ANALOGIES 113

source triplets as described in Eq. (4.11), transforming the visual phrase embedding

via analogy prior to the aggregation is necessary, as indicated by the significant drop

of performance when Γ=∅. In Figure 4-5 we show qualitative results for retrieval of

unseen triplets with the (s+o+vp+transfer) model. For a query triplet (Q) such as

“person pet cat” we show the top 3 retrieved candidate pairs (green), and the top

1 false positive (red). Also, for each target triplet, we show the source triplets (S)

used in the transfer by analogy (Eq. (4.11)). We note that the source triplets appear

relevant to the query.

Evaluating unseen (unusual) triplets on UnRel. Table 4.3 shows numerical

results for retrieval on the UnRel dataset. Similar to [Peyre et al., 2017], we also do

not use subject and object scores as we found them uninformative on this dataset

containing hard to detect objects. For transfer by analogy we use Γ=𝑑𝑒𝑒𝑝. First, we

observe that our (p+vp+transfer) method improves over all other methods, signifi-

cantly improving the current state-of-the-art [Peyre et al., 2017] on this data, as well

as outperforming the image captioning model of [Johnson et al., 2016] trained on a

larger corpus. Note that we use the same detections and features as [Peyre et al.,

2017], making our results directly comparable. Second, the results confirm the bene-

fits of transfer by analogy (p+vp+transfer) over the fully compositional baseline (p)

With GT With candidates
- union subj subj/obj

Johnson et al. [2016] - 6.2 6.8 -
Lu et al. [2016a] 50.6 12.0 10.0 7.2

Peyre et al. [2017] full 62.6 14.1 12.1 9.9
p 62.2 16.8 15.2 12.6

vp 53.4 13.2 11.7 9.4
p+vp 61.7 16.4 14.9 12.6

vp+transfer 53.7 13.7 12 9.7
p+vp+transfer 63.9 17.5 15.9 13.4

Table 4.3 – Retrieval on UnRel (mAP) with IoU=0.3.
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Query (Q) / Source (S) Top true positives Top false positives
(Q) dog wear shoes
(S) person wear shoes
(S) person wear shoe
(S) person wear skis
(S) person wear pants
(S) person wear jeans

(Q) car in building

(S) car in street
(S) bus in street
(S) person in street
(S) person in truck
(S) person in bus

Figure 4-6 – Top retrieved positive (green) and negative (red) detections with our model
(p+vp+transfer) on UnRel triplets. The embedding of the unseen query triplet (Q) is
formed from the embedding of seen source triplets (S) via analogy transformation. While
transfer with analogy on HICO-DET is often done through change of object, here, for
retrieving the unseen triplet “dog wear shoes”, our model samples source triplets involving
a different subject, “person”, in interaction with similar objects (e.g. “person wear shoes”,
”person wear skis”). Additional results are in Figure 4-10.

all out of vocabulary

s+o+p 4.3 4.2
s+o+vp 6.0 6.2

s+o+p+vp 5.1 5.1
s+o+vp+transfer 6.9 7.3

s+o+p+vp+transfer 5.2 5.1

Table 4.4 – Retrieval on unseen triplets of COCO-a (mAP). We show the performance on all
unseen triplets (first column) and on unseen triplets involving out-of-vocabulary predicates
(second column).

with a consistent improvement in all evaluation metrics. Interestingly, contrary to

HICO-DET, using visual phrase embeddings without transfer (p+vp) does not bring

significant improvements over (p). This is possibly due to the large mismatch be-

tween training and test data as the UnRel dataset used for testing contains unusual

relations, as shown in the qualitative examples in Figure 4-6. This underlines the

importance of the transfer by analogy model.
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Query (Q) / Source (S) Top true positives Top false positives

(Q) person taste cup
(S) person fill cup
(S) person smell cup
(S) person cook hot dog
(S) person make vase
(S) person cut apple

(Q) person touch horse

(S) person hug horse
(S) person pet horse
(S) person kiss horse
(S) person feed horse
(S) person walk horse

Figure 4-7 – Top retrieved positives (green) and negatives (red) detections with our model
(s+o+vp+transfer) of COCO-a triplets. The embedding of the query triplet (Q) to retrieve
is formed with the embedding of source triplets (S) by analogy. For retrieving out-of-
vocabulary triplets such as “person taste cup”, our model of transfer by analogy automati-
cally samples relevant source triplets involving similar predicates and objects (e.g. “person
smell cup”, “person make vase”). Additional results are in Figure 4-11.

Evaluating unseen (out-of-vocabulary) triplets on COCO-a. Finally, we

evaluate our model trained on HICO-DET dataset for retrieval on the unseen triplets

of COCO-a dataset. This is an extremely challenging setup as the unseen triplets

of COCO-a involve predicates that are out of the vocabulary of the training data.

The results shown in Table 4.4 demonstrate the benefits of the visual phrase repre-

sentation as previously observed on HICO-DET and UnRel datasets. Furthermore,

the results also demonstrate the benefits of analogy transfer: compared to the fully

compositional baseline (s+o+p) our best analogy model (s+o+vp+transfer) obtains

a relative improvement of 60% on all, and more than 70% on the out of vocabulary

triplets. Qualitative results are shown in Figure 4-7.

4.5 Ablation studies

In this section, we perform ablation studies that complement the analysis in Sec-

tion 4.4. We discuss the benefits of the different components of our model introduced
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full rare non-rare

(a) s+o (obj.det.) 5.6 4.2 6.5
(b) s+o 10.0 7.6 10.8
(c) p 14.9 9.4 16.5
(d) bigrams 14.9 9.6 16.5
(e) vp 16.5 10.4 18.4
(f) s+o+vp (Table 4.1) 17.7 11.6 19.5
(g) s+o+p (classifier) 18.0 13.4 19.4
(h) s+o+p (random words) 18.4 13.7 19.8
(i) s+o+p (Table 4.1) 18.7 13.8 20.1
(j) s+o+p (finetuned words) 18.8 14.5 20.1
(k) s+o+p+vp (Table 4.1) 19.4 14.6 20.9
(l) s+o+p+bigrams 19.5 14.6 21.0
(m) s+o+p+vp+bigrams 20.0 15.0 21.5

Table 4.5 – Ablation study on HICO-DET.

in Section 4.3.1, and in particular the benefits of the visual phrase module. We also

analyze the influence of pre-trained word embeddings and the effect of adding bigrams

modules.

Benefits of different components of our model. Our contribution is a hybrid

model which combines subject (s), object (o), predicate (p) and visual phrase (vp)

modules. We show in Table 4.5, which complements Table 4.1, that each of these

modules is making a complementary contribution. The performance of our composi-

tional model s+o+p builds on our strong unigram models s+o (row (b)) that already

significantly improve over the baseline using only the object scores returned by pre-

trained object detectors (row (a)) typically used by other methods Gao et al. [2018];

Gkioxari et al. [2018]. The strength of our modules for representing visual relations is

clearly demonstrated by the good performance of our unigram predicate model p (row

(c)) and the visual phrase model vp (row (e)) over using objects alone (cf. s+o, row

(b)). In addition, vp alone performs better than p alone (row (e) > (c)). Importantly,

these modules are complementary as clearly shown by the best performance of our

combined model (row (k)) that can also easily incorporate bigrams (row (m)), see
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(a) person wash orange (b) person wash spoon (c) person wash airplane

Figure 4-8 – Retrieval examples where s+o+p+vp is better than s+o+p.

below.

Benefits of visual phrase (vp) model. The improvement thanks to the vp model

is consistent over several datasets. We found qualitatively that the vp branch handles

important unusual situations where the compositional model (s+o+p) fails, which

happens when (at least) one of the s, o and p branches has a low score, e.g. due

to object occlusion (Figure 4-8(a)), unusual object appearance (Figure 4-8(b)) or

unusual spatial configuration (Figure 4-8(c)). The visual phrase model (vp) can better

handle these situations because it better models the specific appearance and spatial

configuration of triplets seen in training.

Benefits of word vectors. In Table 4.5 we (1) show benefits of mapping input

triplets to image-language embedding space instead of learning s, o and p classifiers

(row (h) > (g)) and (2) confirm that using pre-trained word embeddings helps, but

only slightly (row (i) > (h)). Because of the mismatch between word usage in the pre-

training text corpus and our dataset, we also found that fine-tuning the pre-trained

word embeddings is beneficial (row (j) > row (i)).

Incorporating bigrams. While our primary focus is to marry compositional (uni-

grams) and visual phrase (trigram) models, we can easily incorporate bigram branches

(sp+po) in our model. As shown in Table 4.5, bigrams provide an improvement over

unigrams modelling subject and object independently s+o (row (d) > (b)) and com-

bined with unigrams (row (l)) they reach comparable results to a combination of



CHAPTER 4. ANALOGIES 118

unigrams and trigram (row (k)). Interestingly, bigrams and trigram are complemen-

tary. Their combination leads to the overall best results (row (m)).

Alternative to weighting function G. We tested an alternative to the weighting

function G (Eq. (4.9) taking as input word2vec embeddings instead of joint visual-

semantic embeddings in 𝑠, 𝑜 and 𝑝 spaces. This lead to a slight performance drop

(28.3 vs. 28.6 for our analogy transfer in Table 4.2). This result suggests that while

pre-trained language embeddings are core ingredients to establish similarities between

concepts, they can be further strengthen by using visual appearance.

4.6 Qualitative analysis

4.6.1 Qualitative results on HICO-DET dataset

In Figure 4-9 we show additional examples of retrieved detections for unseen triplets

that supplement Figure 4-5. These qualitative examples confirm that our model for

transfer by analogy (s+o+vp+transfer) (Section 4.3.2) automatically selects relevant

source triplets (S) given an unseen triplet query (Q). For instance, for the query triplet

“person throw frisbee” (first row), our model selects (1) a source triplet that involves

the same action, with a different, but similar, object “person throw sports ball”, (2)

two source triplets with the same object, and different, but related, actions “person

catch frisbee”, “person block frisbee” and (3) two other source triplets with different,

but related, object and actions “person hit sports ball”, “person serve sports ball”.

Similar conclusions hold for the other examples displayed. The top false positives

indicate that the main failure mode is the confusion with another similar interaction

(e.g. “lie on” is confused with “sit on” in row 3 or “inspect” is confused with “hold”

in row 4. Some detections are also incorrectly classified as failure, as they are still

some missing ground truth annotations (e.g. row 2, row 6).
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Query (Q) / Source (S) Top true positives Top false positives
(Q) person throw frisbee
(S) person throw sports ball
(S) person catch frisbee
(S) person block frisbee
(S) person hit sports ball
(S) person serve sports ball

(Q) person hold surfboard
(S) person hold frisbee
(S) person hold kite
(S) person hold umbrella
(S) person hold snowboard
(S) person hold skis

(Q) person lie on bed
(S) person lie on couch
(S) person lie on chair
(S) person lie on bench
(S) person lie on surfboard
(S) person sit on bed

(Q) person inspect bicycle
(S) person inspect motorcycle
(S) person inspect bus
(S) person inspect dog
(S) person inspect backpack
(S) person inspect car

(Q) person hug dog
(S) person hug cat
(S) person hug sheep
(S) person hug teddy bear
(S) person hug horse
(S) person hug person

(Q) person straddle motor-
cycle
(S) person straddle horse
(S) person straddle bicycle
(S) person straddle dog
(S) person push motorcycle
(S) person turn motorcycle

Figure 4-9 – Retrieval examples on the HICO-DET dataset. Top retrieved positives
(green) and negatives (red) using our model (s+o+vp+transfer) for unseen triplet queries.
The query is marked as (Q). The source triplets automatically selected by our model are
marked as (S). For instance, for the query triplet “person throw frisbee” (first row), our
model selects (1) a source triplet that involves the same action, with a different, but similar,
object “person throw sports ball”, (2) two source triplets with the same object, and different,
but related, actions “person catch frisbee”, “person block frisbee” and (3) two other source
triplets with different, but related, object and actions “person hit sports ball”, “person serve
sports ball”. The top false positives show the main failure mode: the interaction is confused
with another similar interaction (e.g. “lie on” is confused with “sit on” in row 3 or “inspect”
is confused with “hold” in row 4). Also, we note that some mistakes among the top false
positives are due to missing ground truth annotations.
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4.6.2 Qualitative results on UnRel dataset

In Figure 4-10 we show additional qualitative results for our model (p+vp+transfer)

for retrieval of unseen (unusual) triplets on the UnRel dataset supplementing results

shown in Figure 4-6. We show the source triplets (S) automatically sampled by our

analogy model that are used to form the visual phrase embedding of the target query

(Q). The top true positive retrievals are shown in green, the top false positive retrieval

is shown in red. The automatically sampled source triplets all appear relevant. Our

method samples source triplets involving (1) a different subject (“dog ride bike” is

transferred from “person ride bike”, “building has wheel” is transferred from “truck

has wheel”), (2) a different object (“person stand on horse” is transferred from “person

stand on sand”), or (3) a different predicate (“cone on the top of person” is transferred

from “sky over person”). The results confirm that our model works well not only for

human-object interactions but also for more general interactions involving spatial

relations (e.g. “in”, “on the top of”) or a subject different from a person (e.g. “cone”,

“car”, “building”, “dog”). There are two main failure modes illustrated by the top

false positive detections. The first one is an incorrect object detection (e.g. “train” is

confused with “building” in row 3, or “motorcycle” is confused with “bike” in row 2).

The second failure mode is due to the confusion with another similar triplet, possibly

due to the unusual character of UnRel queries which sometimes make it difficult to

sample close enough source triplets for the transfer by analogy. For instance, it is

hard to form a good embedding for “car in building” from source triplets “car in

street”, “bus in street”, “person in street” as these source triplets have fairly different

visual appearance (row 5).

4.6.3 Qualitative results on COCO-a dataset

In Figure 4-11, we show additional qualitative results of our model for transfer by

analogy (s+o+vp+transfer) on retrieval of unseen (out of vocabulary) triplets in the
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Query (Q) / Source (S) Top true positives Top false positives
(Q) person stand on horse
(S) person stand on sand
(S) person stand on grass
(S) person stand on street
(S) person sit on motorcycle
(S) person sit on bench

(Q) dog ride bike
(S) person ride bike
(S) person ride motorcycle
(S) person ride skateboard
(S) person ride horse
(S) person ride boat

(Q) building has wheel
(S) truck has wheel
(S) building has clock
(S) bus has wheel
(S) building has roof
(S) cart has wheel

(Q) person ride train
(S) person ride boat
(S) person ride horse
(S) person ride motorcycle
(S) person ride skateboard
(S) person ride bike

(Q) cone on the top of per-
son
(S) tower on the top of
building
(S) roof on the top of building
(S) laptop on the top of table
(S) sky over person
(S) umbrella over person

Figure 4-10 – Querying for unseen (unusual) triplets on the UnRel dataset. Ex-
amples of retrieval using our model (p+vp+transfer). The query triplet is marked as (Q).
The source triplets (S) seen in training are automatically selected by our model described in
Section 4.3.2 and used to transfer the visual phrase embedding using the analogy transfor-
mation. The automatically selected source triplets all appear relevant. Our method selects
source triplets involving (1) a different subject (“dog ride bike” is transferred from “person
ride bike”, “building has wheel” is transferred from “truck has wheel”), (2) different ob-
ject (“person stand on horse” is transferred from “person stand on sand”), or (3) different
predicate (“cone on the top of person” is transferred from “sky over person”).
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COCO-a dataset, complementing results in Figure 4-7. We display the source triplets

(S) automatically sampled by our model for a target query (Q). Despite the fact

that the target predicates are not seen in training, our model manages, most of the

time, to sample relevant source triplets for transfer. For instance, our model would

link the unseen triplet “person use laptop”, involving the unseen predicate “use”

(row 2) to source triplets such as “person type on laptop”, “person read laptop” or

“person text on phone”, all involving a predicate that is relevant to the unseen target

predicate “use”. The same holds for the unseen triplet “person touch horse” (row 3) for

which our model samples source triplets involving contact interaction such as “person

hug horse”, “person pet horse” or “person kiss horse”. The top false detections are

informative: (i) either they correspond to interactions involving related triplets, which

are likely to be sampled as source triplets (e.g. “person shear sheep” confused with

“person caress sheep” in row 1), (ii) or they correspond to interactions with ambiguous

semantics (e.g. “person get frisbee” or “person prepare kite” that involve ambiguous

predicates that could correspond to a large variety of spatial configurations).

4.6.4 Visualization of joint embedding spaces

Here, we provide additional insights about the embedding spaces learnt on the HICO-

DET dataset and UnRel dataset using the t-sne visualization Van der Maaten and

Hinton [2008] of the final learnt joint embedding. First, we show t-sne visualiza-

tion Van der Maaten and Hinton [2008] of joint embedding spaces learnt for objects

and predicates on HICO-DET to better understand which concepts are close together

in the learnt space. For the object embedding, as shown in Figure 4-12, objects are

grouped according to their visual and semantic similarity. The same holds for pred-

icate embeddings shown in Figure 4-13. We draw similar plots for UnRel dataset,

showing the object embedding in Figure 4-14 and the predicate embedding in Fig-

ure 4-15. The visualization of predicate embedding on UnRel dataset in Figure 4-15

is especially interesting as it involves spatial relations. We remark that our model is
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Query (Q) / Source (S) Top true positives Top false positives

(Q) person caress sheep
(S) person herd sheep
(S) person shear sheep
(S) person walk sheep
(S) person feed sheep
(S) person herd cow

(Q) person use laptop
(S) person type on laptop
(S) person read laptop
(S) person type on keyboard
(S) person text on cell phone
(S) person control tv

(Q) person get frisbee
(S) person block frisbee
(S) person throw frisbee
(S) person catch frisbee
(S) person hit sports ball
(S) person block sports ball

(Q) person chew tooth-
brush
(S) person eat banana
(S) person cook hot dog
(S) person make hot dog
(S) person inspect bottle
(S) person eat apple

(Q) person prepare kite
(S) person fly kite
(S) person launch kite
(S) person inspect kite
(S) person pull kite
(S) person lie on surfboard

Figure 4-11 – Querying for unseen (out of vocabulary) triplets on the COCO-a
dataset. Examples of retrieval using our model (s+o+vp+transfer). The query triplet is
marked as (Q). The source triplets (S) seen in training are automatically selected by our
model described in Section 4.3.2 and used to transfer the visual phrase embedding using
the analogy transformation. The automatically selected source triplets all appear relevant
despite the difficulty that all predicates involved in the shown triplet queries are unseen at
training time. The transfer to unseen predicates is made possible by the use of pre-trained
word2vec embeddings. Given out-of-vocabulary triplets such as “person use laptop” (row
2), our model automatically samples source triplets involving a relevant predicate such as
“person type on laptop”. However, we also observe that sometimes the out-of-vocabulary
predicate is ambiguous (e.g. “prepare” or “get”), which makes it challenging to identify
relevant source triplets among the set of available training triplets (e.g. “person launch
kite”, “person catch frisbee”).
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able to separate spatial relations such as “under” from “above” which are semantically

very similar. Learning good embedding for unigrams is crucial in our model for trans-

fer by analogy, as unigram embeddings directly influence the analogy transformation

from the seen visual phrases to the unseen ones.

4.7 Conclusion and future work

In this chapter, we have developed a new approach for visual relation detection that

combines complementary compositional and visual phrase representations. Further-

more, we have proposed a model for transfer by analogy able to compute visual

phrase embeddings of never seen before relations. We have demonstrated benefits of

our approach on three challenging datasets involving unseen triplets.

In the future, we hope to further improve the generalization to unseen combina-

tions involving unseen entities. In particular, in this chapter we have seen that it

is possible to transfer to triplets involving unseen predicates (results on COCO-a in

Table 4.4). Yet the results we obtained are still far from those on the seen predicates

of HICO-DET (Table 4.2). We thus wish to better exploit semantic cues to learn re-

lations between predicate categories, possibly enforcing logical consistencies such as

in [Deng et al., 2014; Ramanathan et al., 2015]. Also, a future direction not addressed

in this chapter involves the generalization to unseen objects. Evaluation could be done

on an extension of UnRel dataset with images from Open Images dataset [Kuznetsova

et al., 2018] involving out-of-vocabulary objects. The work presented in this chapter

also opens-up possibilities to learn from data annotated at different levels of granu-

larities such as unigram, bigram and trigram terms. An interesting extension could

be to replace the trigram branch by a module able to map image regions with short

unstructured text descriptions such as [Johnson et al., 2016]. This would enable us to

train visual phrase embeddings with more data, augmenting the diversity of source

triplets, and is thus likely to improve the benefits of transfer by analogy.
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Figure 4-12 – Object embedding on HICO-DET visualized using T-sne [Van der Maaten
and Hinton, 2008]. Objects appear to be grouped according to their visual and semantic
similarity. For example, we highlight regions corresponding to: (A) sports instruments (e.g.
“tennis racket”, “frisbee”), (B) big transportation (e.g. “bus”, “train”), (C) eating utensils
(e.g. “fork”, “cup”), (D) food (e.g. “pizza”, apple”), (E) animals (e.g. “giraffe”, “bird”).
Learning a good embedding for unigrams (here objects) is crucial in our model that uses the
transfer by analogy, as unigram embeddings directly influence the analogy transformation
from the seen visual phrases to the unseen ones.
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Figure 4-13 – Predicate embedding on HICO-DET visualized with T-sne [Van der Maaten
and Hinton, 2008]. The predicates are grouped according to their visual and semantic
similarity. For example, we highlight regions corresponding to: (A) interactions related
to sports (e.g. “throw”, “dribble”), (B) gentle interactions with an animal/person (e.g.
“hug”, “kiss”), (C) interactions with transportation vehicles (e.g. “board”, “exit”), (D)
interactions with (electronic) devices (e.g. “text on”, “read”), (E) interactions with food
(e.g. “smell”, “lick”). Learning a good embedding for unigrams (here predicates) is crucial
in our model that uses transfer by analogy, as unigram embeddings directly influence the
analogy transformation from the seen visual phrases to the unseen ones.
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Figure 4-14 – Object embedding on the UnRel dataset visualized using T-sne [Van der
Maaten and Hinton, 2008]. Objects appear to be grouped according to their visual and se-
mantic similarity. For example, we highlight regions corresponding to: (A) piece of furniture
on which to sit (e.g. “chair”, “bench”), (B) kitchen furniture (e.g. “refrigerator”, “stove”),
(C) animals (e.g. “giraffe”, “cat”), (D) bags and containers (e.g. “suitcase”, cart”), (E) mo-
torized transportation (e.g. “bus”, “car”). Learning a good embedding for unigrams (here
objects) is crucial in our model that uses the transfer by analogy, as unigram embeddings
directly influence the analogy transformation from the seen visual phrases to the unseen
ones.
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Figure 4-15 – Predicate embedding on the UnRel dataset visualized with T-sne [Van der
Maaten and Hinton, 2008]. The predicates are grouped according to their visual and se-
mantic similarity. For example, we highlight regions corresponding to: (A) spatial relations
related to “under” (e.g. “below”, “beneath”), (B) spatial relations related to “next to” (e.g.
“near”, “beside”), (C) spatial relations related to “above” (e.g. “over”, “on the top of”),
or similar actions (D) and (E). Note that it is remarkable that our visual-semantic embed-
ding separates relations such as those in (A) from those in (C) while they are very similar
from a strictly semantic point of view (in pre-trained word2vec embeddings). Learning a
good embedding for unigrams (here predicates) is crucial in our model that uses transfer
by analogy, as unigram embeddings directly influence the analogy transformation from the
seen visual phrases to the unseen ones.



Chapter 5

Discussion and perspectives

In this chapter, we summarize our contributions and propose directions for future

research.

5.1 Summary of contributions

In Section 1.3, we have highlighted core challenges in the task of visual relation

detection. Here, we review the contributions in this manuscript in the light of these

different questions:

1. detecting visual relations with less supervision: in Chapter 3, we in-

troduce a model based on discriminative clustering that enables us to learn

detectors for visual relations using only image-level labels, provided pre-trained

detectors for objects are already available. Our experiments show that this re-

sults in a small loss in performance compared to a similar model trained with

full supervision.

2. generalizing to unseen relations: our compositional model in Chapter 3

generalizes well to unseen visual relations, in particular thanks to a powerful

visual representation based on individual object appearance and quantized spa-

tial representation of the relation. In Chapter 4, we investigated the question

129
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of transfer of visual phrase embeddings to unseen triplets based on analogical

reasoning.

3. evaluating visual relations without missing annotations: an important

contribution of this thesis is the introduction in Chapter 3 of an evaluation

dataset, UnRel, as a new way to measure the performance of visual relation

models (1) in a retrieval set-up without missing annotations, (2) on unusual

triplets, for testing the generalization capabilities.

4. variability of visual appearance: we address this question in Chapter 4

by introducing an hybrid model that unites compositional and visual phrase

modules in a single framework. We experimentally show that the visual phrase

module complements the compositional branch on both seen and unseen triplets.

5. variability of language descriptions: we make two attempts in this direc-

tion. First, in Chapter 3 by explicitly modelling a visual relation in terms of

its modes of variation of the spatial configuration, we capture the fact that

one word can refer to different concepts, especially different spatial configura-

tions. Second, in Chapter 4, we learn visual relations in a joint visual-language

embedding where different triplets can be mapped to close locations if they

describe similar entities. Also we benefit from semantic similarities encoded in

pre-trained word embeddings to identify related concepts.

5.2 Future work

In this section, we propose possible directions for future research. We first suggest

some ideas to improve visual relation detectors. Second, we discuss possible ways to

use visual relation detectors to solve other problems.
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5.2.1 Improving visual relation detection

Fine-grained modeling. One possible way to improve the performance of visual

relation detectors is to improve the visual representation. In this thesis, our represen-

tation was motivated by the triplet structure, framing a visual relation as two parts:

a subject and an object. Thus, we naturally decomposed a relation into these two

shareable components. Yet, it might be worth to explore finer-grained decompositions

into smaller components that could be more discriminative and helpful for ambiguous

cases. For instance, earliest works such as [Yao and Fei-Fei, 2010b; Maji et al., 2011;

Delaitre et al., 2011] used human pose and body parts for action recognition. But this

tradition of fine-grained modeling of humans in action recognition has slowed down

with the success of deep neural networks that provide a powerful encoding of image

regions. As models for human pose and body part estimation have improved, can we

now exploit them to improve human-object interaction? Or do CNN features already

contain all the useful information? It is not clear whether CNN implicitly captures

intrinsic spatial relationships between the different parts of an object. For instance,

the widely used max-pooling method throws away positional information [Sabour

et al., 2017]. An explicit modeling of the arangement between the parts of a visual

relation could thus be beneficial. While pose or keypoint information could serve

as guidance for extracting human parts as done in Chéron et al. [2015], for general

visual relations, one can try to automatically discover the relevant parts. Interest-

ing ideas can be taken from works performing weakly-supervised discovery of parts

for scene categorization [Pandey and Lazebnik, 2011; Sharma et al., 2013] as well

as fine-grained recognition of objects [Yang et al., 2012; Krause et al., 2015; Simon

and Rodner, 2015]. We also feel that a finer-grained modeling of a relation could be

especially useful for recognition of unseen relations. Just like decomposing an object

in its attributes has helped zero-shot object recognition [Farhadi et al., 2009], iden-

tifying sub-parts of a relation looks like a very promising direction to generalize to

new unseen combinations.
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Other visual cues. In this thesis, we have solely relied on appearance and 2D spa-

tial cues between image regions. However, other types of cues could be advantageously

exploited. For instance, depth information would be useful to disambiguate spatial

relations such as “in front of” or “behind”. Similar to the work of Hoeim et al. [2006]

in object detection, one could model contextual relations between objects within the

3D world. Using segmentation masks complementary to object bounding boxes could

also help disambiguate subtle occlusions. This could be studied in the set-up pro-

posed by Liu et al. [2018b] who recently introduced a new dataset, Person In Context

(PIC), that provides segmentation masks for both subject and object in interaction.

Adaptive object proposals. Our models in Chapters 3 and 4 decompose in two

steps: (1) extracting candidate object bounding boxes using a pre-trained object de-

tector, (2) training a visual relation detection on the pairs of extracted objects. Thus,

the performance of visual relation detection is upperbounded by the recall of object

detection. As we cannot retain all possible pairs of objects due to computational

complexity, the recall can be low. Some efforts such as [Zhang et al., 2017c] have

been done to develop relation proposal network selecting relevant candidate pairs of

objects that are potentially interacting. Yet these proposals, in the same manner as

candidate boxes from Region Proposal Network (RPN) in object detectors, are class-

agnostic. Instead, an interesting approach to explore could be to sample candidate

pairs non-uniformly in image regions depending on the triplet query. For instance,

one might use an attentional mechanism as in VQA to roughly determine the regions

of interest in the image (conditional on the query), and retain more candidate pairs

of objects in these relevant regions. This would provide higher precision without in-

creasing the complexity, that could be extremely useful to improve recall for small or

occluded objects.

Learning joint embeddings with image-level labels. In Chapter 4, our analogy

model allowed us to transfer embeddings from seen triplets to unseen ones. We have
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shown that this model works well to retrieve unseen target triplets, providing that

we can sample similar enough source triplets. This means that to be able to transfer

successfully, we still need to train models for a large number of triplets. And for

this, we need annotations. We thus come back to the problem of Chapter 3 where

we proposed to learn visual relation detectors using only image-level annotations. A

desirable extension would be to marry Chapters 3 and 4, i.e. to learn joint visual-

semantic embeddings in a weakly-supervised manner. This would allow us to leverage

a large number of image-level annotations to learn more source triplets. Learning from

image-level annotations in the form of text descriptions could also provide us with

additional useful information to localize visual relations in images. For instance, in an

image description such as “A girl wearing a life vest floats in water”, we can extract

the triplets (𝑔𝑖𝑟𝑙, 𝑤𝑒𝑎𝑟𝑖𝑛𝑔, 𝑙𝑖𝑓𝑒 𝑣𝑒𝑠𝑡) and (𝑔𝑖𝑟𝑙, 𝑓 𝑙𝑜𝑎𝑡𝑠 𝑖𝑛, 𝑤𝑎𝑡𝑒𝑟) but we also have the

additional information that the subject (“girl”) in the two extracted triplets refers to

the same entity. This provides additional constraints at the level of images that could

be exploited to better localize visual relations.

Active learning. Another way to alleviate the problem of annotation is to concen-

trate the annotation budget on the visual relations that are most informative. This

is the framework of active learning. In this set-up, the central question is to identify

the visual relations that are worthy of this extra labeling effort. For instance, we do

not want to annotate additional examples of “person ride horse” if the correspond-

ing embeddings are already well learnt. Instead, we wish to expand embeddings in

direction that we do not know well. To identify the relations where to spend the

annotation effort, it could be interesting to explore an analogy model as in Chap-

ter 4. One possible way to proceed to extend visual relation embeddings to a larger

number of triplets could be as follows: (1) initialize the embeddings with our model

in Chapter 4 on seed annotated data, (2) sample an unseen triplet that is close to

already seen triplets, (3) use a web search engine to query images for the unseen
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triplet, (4) use transfer by analogy as in Chapter 4 to rank the web images, (5) give

the badly ranked images to a human annotator, (6) update the embeddings with the

new annotations and add the query to the set of seen triplets. Repeat the process.

5.2.2 Beyond visual relations

Here, we review some tasks towards which our work on visual relation detection could

be extended.

Using visual relations to improve image retrieval. One natural and important

extension of our work goes in the direction of image retrieval with natural language

queries. Current state-of-the-art pipelines [Lee et al., 2018] for image retrieval still do

not model relations between objects. Yet, visual relations carry a lot of useful semantic

information. In Figure 5-1, we display image retrieval results by a top web search

engine for different types of language queries. Our observation is that while retrieval

of short text works well in general (except for rare situations), the performance on

longer text queries rapidly degrades. A future promising line of research is to learn

models that can combine these well learnt short chunks into bigger ones. An extension

of our work towards this direction would proceed in three steps:

1. decomposing a textual query into short language chunks: in Chapters 3 and 4,

we have assumed that language triplets were provided, but in reality we will

have to process totally unstructured text. We thus need a method to break

down long textual queries into shorter chunks that we can visually ground. For

visual side, there is a Region Proposal Network (RPN) that proposes candidate

regions of interest. We can imagine a similar mechanism for language side, i.e.

a language chunks proposals that would pre-select interesting groups of words

in the sentence. One way to do this is through dependency parser [Manning

et al., 2014] from which different grammatical structures can be extracted. Such

methods can provide a good starting point but will soon suffer from the dis-
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Query: children playing chess

Query: children under a tree

Query: children playing chess under a tree

Figure 5-1 – Top retrieved images of a commercial image search engine for natural
language queries of different complexity

tribution gap between the corpus where the parser was pre-trained, and the

image-sentence dataset on which it will be applied. Another interesting direc-

tion would be to use an attentional mechanism to identify candidate groups of

words in language that could be visually grounded. Hu et al. [2017] use atten-

tion to extract a triplet of the form (𝑠𝑢𝑏𝑗𝑒𝑐𝑡, 𝑝𝑟𝑒𝑑𝑖𝑐𝑎𝑡𝑒, 𝑜𝑏𝑗𝑒𝑐𝑡) from sentences.

To extract multiple triplets, or different types of chunks, an idea could be to

adapt the work of Lin et al. [2017b] who represent a sentence by a 2-D matrix

where each row corresponds to a different part of the sentence.

2. grounding short textual chunks in images: the second extension would general-

ize our work on triplets to handle other types of short textual chunks such as

attributes. Our model in Chapter 4 can be easily extended to bigrams. One

possibility could be to add another branch to our model that would learn joint

embedding space between image regions and short unstructured text in the man-
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ner of DenseCap [Johnson et al., 2016]. There is some recent relevant literature

on this that addresses the task of open-vocabulary phrase detection [Hinami

and Satoh, 2018; Plummer et al., 2019]. The major challenge here is to develop

a model that can generalize well to unseen chunks of text. In particular, it

would be interesting to see how to generalize our analogy model to unstruc-

tured chunks.

3. aggregating local predictions: the last step concerns the aggregation of these

short textual chunks into the final prediction for the full query. In particular,

a desirable aggregation operator should be able to reason at different levels of

granularities (unigram, trigram, whole sentence), e.g. by enforcing constraints

between chunks at different levels of hierarchy.

We detailed this process for image retrieval, but other related tasks such as visual

question answering or image captioning could also benefit from visual relations. In

general, incorporating visual relations could be useful when analyzing complex or

unusual scenes, where adding more structure could help compensating the lack of

training data.

Extending UnRel dataset. An important element to discuss towards the exten-

sion of visual relations to scene understanding is the dataset question. In this thesis,

we have been especially interested in unseen visual relations as they constitute one of

the main challenges in visual relation detection. Similarly, one of the main challenges

in scene understanding is to generalize towards unseen situations. If the dataset is

not specifically built to evaluate unseen situations, then frequent seen situations dom-

inate at test time, and the top performing methods in terms of numerical results are

not necessarily the ones which generalize better. Thus, we believe that efforts should

be first made to develop datasets and/or evaluation protocols that target unseen sit-

uations. In Chapter 3, we introduced UnRel, an evaluation dataset made of unusual

relations. It could be advantageous to extend UnRel with language descriptions. One
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interesting feature of this dataset would be that both triplets and textual descriptions

would be available, enabling to evaluate both scene understanding (either cast as cap-

tioning, image retrieval or a VQA problem) and visual grounding. An extension of

UnRel to include never-seen objects (for instance using images and annotations from

Open Images dataset [Kuznetsova et al., 2018]) could be of interest.

Visual relations in videos. Our manuscript has addressed the task of detecting

visual relations in static images. While already interesting for many applications,

there is an inherent limitation that some relations need temporal extent do be dis-

ambiguated. For instance, it is difficult to know whether one person is “opening” or

“closing” something from a single frame. In videos, most works have been interested

in spatio-temporal localization of human actions. The works that try to jointly model

the action and the object in interaction are still rare [Kato et al., 2018; Kalogeiton

et al., 2017]. Recently, Shang et al. [2017] introduced a Video Visual Relation De-

tection (VidVRD) dataset containing 1000 videos labeled at box-level with 35 object

categories and 132 predicate categories for a total of 3219 different triplets, 258 of

them being unseen in training. This task thus inherits the problem of long-tail dis-

tribution that we have addressed in Chapter 4. One interesting extension would be

to marry our model with action recognition pipelines in videos such as [Chéron et al.,

2018].

Image generation. Other applications of visual relations involve image generation

conditional on langage query. There have been many improvements in this domain

in particular thanks to Generative Adversarial Networks [Goodfellow et al., 2014;

Reed et al., 2016b,a]. Recently, Johnson et al. [2018] have tried to further condition

image generation on an input scene graph, encoding the objects in the image and

the relationships between them. Also the work of Zhu et al. [2017] on image-to-

image translation has enabled significant improvement in style transfer but fails when

presented with unusual situations such as in Figure 5-2. Image generation or editing



CHAPTER 5. DISCUSSION AND PERSPECTIVES 138

Figure 5-2 – Style transfer from horse → zebra by Zhu et al. [2017]: the transfer also applies
on the “person” and not just on the “horse” as there was no examples of a person riding
a horse or zebra in training. Training with images of “person riding horse” and re-using
our analogy reasoning in Chapter 4 could be helpful to successfully transfer to this unusual
case.

is an interesting field of research. In Chapter 4 we applied analogical reasoning for

retrieval. A potential extension could be to use similar analogy to generate images of

unseen visual relations. For instance, given images of “person ride horse”, “horse” and

“cow” at training, can we synthesize an image of “person ride cow”? This task could

be an intermediate step towards the generation of complex images corresponding to

unseen situations.

Language disambiguation. Visual relations have potential applications in natu-

ral language processing, for instance in sentence disambiguation. Current syntactic

parsers indeed show important weaknesses in these two following situations: (1) coref-

erence resolution is the task of finding all the expressions that refer to same entity.

For instance, in the sentence: “A table is in the room. Next to it is a chair.”, one

should understand that the pronoun “it” refers to the “table”, (2) prepositional-phrase

attachment resolution is the problem of finding the phrase a preposition is attached

to. For instance, in the sentence “I shot an elephant in my pajamas”, one should

understand that “I” is wearing the pajamas, not the “elephant”. There has been
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some research on these problems that tried to jointly reason over visual and language

modalities [Kong et al., 2014; Christie et al., 2016; Kottur et al., 2018], but these

are still open research problems. Any improvement in this field would benefit both

language and vision communities.



Annex A

Additional experiments

In this chapter, we provide additional results on our weakly-supervised model de-

scribed in Chapter 3.

A.1 Evaluation on Visual Genome Dataset

Here we show results for the new challenging dataset of [Krishna et al., 2016] that de-

picts complex scenes (21 objects and 17 relationships per image on average). Table A.1

compares the accuracy of our method with the method of [Krishna et al., 2016]. Since

not all details are given in the paper, we have reproduced the experimental setting as

well as we could based on a communication with the authors. In particular, we keep

a vocabulary corresponding to the 100 most frequent relations and nouns that occur

at least 50 times in one of these relations (we end up with 2618 nouns). We use the

Relationship Top-1 Top-5

Krishna et al. [2016] full 8.7 26.6
Ours [S+A] full 46.5 76.4

Ours [S+A] weak 35.5 70.1

Table A.1 – Results on the Visual Genome dataset [Krishna et al., 2016] for the Relationship
recognition task.
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training/validation/test splits given by [Johnson et al., 2016] and retain around 27K

unique triplets for training and validation as in [Krishna et al., 2016] while testing

on the whole test split. We compare with the fully-supervised baseline experiment

Relationship in [Krishna et al., 2016] which trains a VGG16 network to predict the

predicate for a pair of boxes given the appearance of the union of the boxes. We train

our model described in Section 3.3.2 first with full supervision (Ours [S+A] full) then

with weak supervision (Ours [S+A] weak). Our appearance features are extracted

from a VGG16 network trained on COCO (we do not fine-tune). For the weak super-

vision we use ground truth object boxes to form the candidate pairs of boxes in the

image. This would correspond to the case where a perfect object detector is given

and we only have to disambiguate the correct configuration. The evaluation measure

checks the per-instance accuracy to predict the right predicate for each pair of boxes.

A.2 Varying evaluation parameters

In this part, we want to test the robustness of our model when varying parameters

in evaluation measures such as the number of candidate boxes retained in recall and

the IoU threshold to evaluate localization.

R@100 on Visual Relationship Dataset [Lu et al., 2016a]. Complementary

to results with 𝑅@50 provided in Table 3.1, we show results with 𝑅@100 in Table

A.2. Similar to previous observations, our method outperforms [Lu et al., 2016a;

Sadeghi and Farhadi, 2011], in particular on the zero-shot split. Also, the relatively

high performance of appearance features alone (g.), which can incorporate only lim-

ited context around objects, and the language model only (e.), which ignores image

information, reveals a bias in this dataset: knowing object categories already provides

a strong prior on the set of possible relations. This emphasizes the value of our UnRel

dataset which is created to remove such bias by considering unusual relations among

objects.
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Predicate Det. Phrase Det. Relationship Det.
All Unseen All Unseen All Unseen

Full sup.
a.Visual Phrases [Sadeghi and Farhadi, 2011] 1.9 - 0.07 - - -
b.Visual [Lu et al., 2016a] 7.1 3.5 2.6 1.1 1.8 0.7
c. Language (likelihood) [Lu et al., 2016a] 18.2 5.1 0.08 0.01 0.08 0.01
d.Visual + Language [Lu et al., 2016a] 47.8 8.4 17.0 3.7 14.7 3.5
e. Language (full) [Lu et al., 2016a] 48.4 12.9 17.3 5.5 15.3 5.1
f. Ours [S] 42.2 22.2 15.0 8.7 13.5 8.1
g.Ours [A] 46.3 16.1 16.4 6.0 14.4 5.4
h.Ours [S+A] 50.4 23.6 18.1 8.7 16.1 8.2
i. Ours [S+A] + Language [Lu et al., 2016a] 52.6 21.6 19.5 7.8 17.1 7.4

Weak sup.
j. Ours [S+A] 46.8 19.0 17.4 7.4 15.3 7.1
k.Ours [S+A] - Noisy 46.4 17.6 16.9 6.7 15.0 6.4

Table A.2 – Results for Visual Relationship Detection on the dataset of [Lu et al., 2016a]
for R@100.

Retrieval on UnRel with IoU=0.5. In addition to results on the UnRel dataset

presented in Table 3.2 for IoU=0.3, Table A.3 shows UnRel results for IoU=0.5. Our

results show similar patterns for both IoU thresholds.

With GT With candidates
- union subj subj/obj

Chance 38.4 6.7 4.9 2.8
Full sup.

DenseCap [Johnson et al., 2016] - 2.9 2.3 -
Reproduce [Lu et al., 2016a] 50.6 10.4 7.8 5.1

Ours [S+A] 62.6 11.8 9.2 6.7
Weak sup.
Ours [S+A] 58.5 11.2 8.5 5.9

Ours [S+A] - Noisy 55.5 11.0 8.2 5.7

Table A.3 – Retrieval on UnRel (mAP) with IoU=0.5
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Predicate Det. Phrase Det. Relationship Det.
All Unseen All Unseen All Unseen

Recall@50
b. Visual 7.2 5.4 2.3 1.5 1.6 1.0
e. Visual + Language 48.7 12.9 16.5 5.1 14.1 4.8

Recall@100
b. Visual 7.2 5.4 2.7 1.7 1.9 1.2
e. Visual + Language 48.7 12.9 17.3 5.7 15.0 5.4

Table A.4 – Results on the Visual Relationship Detection dataset recomputed for the
approach of [Lu et al., 2016a]. Despite using the evaluation code of [Lu et al., 2016a] we
have obtained slightly higher results than they report.

A.3 Reproducing results of [Lu et al., 2016a]

When reproducing results of [Lu et al., 2016a] for Visual Relationship Detection task

using their evaluation code we obtained slightly higher performance than reported in

[Lu et al., 2016a]. Hence we report the full set of obtained results in Table A.4.
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RÉSUMÉ

Nous étudions le problème de détection de relations visuelles de la forme (sujet, prédicat, objet) dans les images, qui

sont des entités intermédiaires entre les objets et les scènes visuelles complexes. Cette thèse s’attaque à deux défis

majeurs : (1) le problème d’annotations coûteuses pour l’entrainement de modèles fortement supervisés, (2) la variation

d’apparence visuelle des relations. Nous proposons un premier modèle de détection de relations visuelles faiblement

supervisé, n’utilisant que des annotations au niveau de l’image, qui, étant donné des détecteurs d’objets pré-entrainés,

atteint une précision proche de celle de modèles fortement supervisés. Notre second modèle combine des représenta-

tions compositionnelles (sujet, objet, prédicat) et holistiques (triplet) afin de mieux modéliser les variations d’apparence

visuelle et propose un module de raisonnement par analogie pour généraliser à de nouveaux triplets. Nous validons

expérimentalement le bénéfice apporté par chacune de ces composantes sur des bases de données réelles.

MOTS CLÉS

Vision par ordinateur, Détection de relations visuelles, Compréhension d’images, Image et language, Ap-

prentissage faiblement supérvisé, Apprentissage profond.

ABSTRACT

In this thesis, we study the problem of detection of visual relations of the form (subject, predicate, object) in images, which

are intermediate level semantic units between objects and complex scenes. Our work addresses two main challenges

in visual relation detection: (1) the difficulty of obtaining box-level annotations to train fully-supervised models, (2) the

variability of appearance of visual relations. We first propose a weakly-supervised approach which, given pre-trained

object detectors, enables us to learn relation detectors using image-level labels only, maintaining a performance close to

fully-supervised models. Second, we propose a model that combines different granularities of embeddings (for subject,

object, predicate and triplet) to better model appearance variation and introduce an analogical reasoning module to

generalize to unseen triplets. Experimental results demonstrate the improvement of our hybrid model over a purely

compositional model and validate the benefits of our transfer by analogy to retrieve unseen triplets.

KEYWORDS

Computer vision, Visual relation detection, Scene understanding, Image and language, Weakly-supervised

learning, Deep learning.


