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Introduction: What are the fundamental
capabilities and limitations of computers ?

• Complexity theory: Sorting vs. Scheduling problems
• What makes some problems computationally hard and others easy ? 
• What is the root of difficulty ? Approximations ? Worst-case situations ?
• Cryptography requires hard problems rather than easy ones

• Computability theory: Godel, Turing, Church discovered that certain basic 
problems cannot be solved by computers 
• Determining whether a mathematical statement is true or false ? 
• Development of theoretical models of computers

• Automata theory
• Definitions and properties of mathematical models of computation
• Finite automaton: text processing & Context-free Grammar: compilers …



Strings and Languages
• Alphabet: finite set of symbols (letters) e.g., A1={0,1} or A2={a,b,c…, z} or 

A3={0,1,x,y,z}
• String over an alphabet: finite sequence of symbols from the alphabet, eg. 

01001 is a string over A1, abracadabra over A2 

• If w is a string overs A, the length of w, written |w| is the number of 
symbols it contains. The string of empty length is called the empty string, 
written ɛ
• If w has length n, w=w1w2…wn, where wi∈A. A substring z of w, if it appears

consecutively within w. The concatenation of x=x1…xn and y=y1…ym is
xy=x1…xny1…ym. Concatenation of x with itself k times: xk = x. … x. 
• A language is a set of strings
• Lexicographic order: ɛ, 0, 1, 00, 01, 10, 11, 000, 001, … size+dictionary



Regular Languages

• What is a computer ? Idealized computer called computational model
• Simplest model: finite state machine or finite automaton
• Good models for computer with extremely limited memory 
• Finite automata and probabilistic variant called Markov chain useful

for recognizing pattern and predict price changes in financial markets

Machine M1: 3 States, labeled q1, q2, q3
q1: start state and q3: accept state
Transitions between states
1101 is accepted because M is at the end in q2

M1 accepts any string that ends with an even
number of 0 after the last 1 



Formal definition of a finite automaton

If A is the set of all strings that M accepts, we say that A is the language of machine M: L(M)=A.
We say that M recognizes A or that M accepts A. If the machine accepts no strings, it recognizes the empty language ∅



Examples



Formal definition of computation



Regular expressions



Results

• The class of regular
languages is closed under
the union operation
• In other words, If A1 and A2

are regular languages, so is
A1⋃A2

• Proof: If M1 recognizes A1
and M2 recognizes A2, create
a new machine that runs in 
parallel M1 and M2 and 
accept if one of them accepts



Closure under concatenation operation



Non-deterministic automata



NFA computation



NFA Example



NFA formal definition



Equivalence of DFA and NFA



Closure under regular operation: union, 
concatenation



Closure under star operation



Formal definition of a regular expression



Equivalence with finite automata



Nonregular languages



The pumping lemma



Example pumping lemma


