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## Résumé

Les logiciels tendent à être utilisés plus longtemps que prévu à leur conception, et dans une plus grande variété d'environnements. Si aucune précaution n'est prise, l'adaptation d'un logiciel à de nouvelles utilisations peut s'avérer très difficile et coûteuse. Assurer la portabilité des programmes est un enjeu majeur : il s'agit de s'assurer que leur compilation et leur exécution dans un environnement différent aura un effet réduit et maîtrisé sur leur sémantique.

Cette thèse vise au développement d'une nouvelle classe d'analyses statiques par interprétation abstraite, permettant de vérifier de telles propriétés de portabilité. Ce but est atteint en trois étapes.

Dans une première étape, nous nous intéressons au problème connexe des patchs logiciels. L'analyse de patchs vise à évaluer l'impact de petites modifications d'un programme sur son comportement. Elle compare les sémantiques de deux versions syntaxiquement proches d'un même logiciel qui s'exécutent dans un même environnement. La principale application est la vérification de non régression. Nous partons d'une sémantique concrète collectrice capable d'exprimer les comportements de deux versions d'un programme simultanément. Cette sémantique est définie par induction sur la syntaxe d'un double programme, une structure syntaxique qui distingue les parties communes des parties spécifiques de chaque version. Supposant d'abord cette structure donnée, nous étudions des programmes numériques prenant leurs entrées dans des flux. Nous proposons une abstraction des flux permettant de prouver que deux versions d'un programme lisant un même flux produisent les mêmes sorties. Puis nous exploitons des domaines numériques classiques pour construire une analyse statique efficace. Nous introduisons un domaine numérique à coût linéaire pour borner les différences entre les variables des deux programmes. Nous proposons enfin un algorithme pour la synthèse d'un double programme à partir de deux versions. Il produit dans la plupart des cas pratiques des doubles programmes suffisants pour des analyses statiques conclusives avec des domaines numériques linéaires.

Dans une seconde étape, nous abordons l'analyse de patchs de programmes C de bas niveau, i.e. dont le comportement dépend de la représentation de la mémoire. C'est le cas de la plupart des programmes C, notamment les logiciels embarqués. Nous implémentons l'analyse de patchs sur la plateforme Mopsa, qui permet des analyses relationnelles basées sur des domaines faiblement couplés, et facilite le passage d'un langage jouet à un véritable langage de programmation. Notre implantation tire parti du modèle mémoire implanté dans MOPSA, qui permet l'analyse sûre et précise de programmes C de bas niveau. L'analyse de patchs dans ce modèle permet d'inférer avec succès une première propriété de portabilité des programmes C: la robustesse aux variations des positions des champs scalaires en mémoire, dues $e . g$. à un changement d'interface binaire (ABI), d'options de compilation ou d'extensions C comme des attributs de types ou de variables. L'analyse de patchs de programmes $C$ réalistes dans ce modèle requiert une abstraction numérique expressive pour inférer des égalités entre des déréférencements scalaires dans les deux versions de la mémoire. Nous nous attendons en effet à ce que les deux versions d'un même déréférencement aient presque toujours la même valeur pendant l'exécution, avec seulement des divergences localisées. Nous optimisons donc le modèle mémoire pour ce cas fréquent, en représentant ces égalités symboliquement. Cela permet l'utilisation de domaines numériques non relationnels, d'où un meilleur passage à l'échelle.

Dans une troisième étape, nous considérons une nouvelle propriété de portabilité, motivée par des applications industrielles réelles chez Airbus : la portabilité entre deux plateformes où les représentations en mémoire des scalaires sont différentes (ordres des octets opposés). Nous nous appuyons sur les résultats des deux premières étapes pour construire une analyse statique de cette propriété. Nous étendons notre domaine mémoire pour inférer et représenter symboliquement des égalités modulo le retournement des octets. Nous introduisons un domaine de prédicats symboliques à coût linéaire inférant des relations numériques établies par des calculs arithmétiques bit à bit. L'analyse obtenue permet d'analyser avec succès un logiciel avionique d'un million de lignes de $C$.

## Abstract

Computer programs tend to be used much longer than expected at design time, and in a wider variety of environments. If no care is taken, adapting a software product for new usage may turn out to be difficult and costly. Ensuring the portability of programs is a major stake: it amounts to ensuring that their compilation and execution in a different environment will have small controlled impact on their semantics.

The goal of this thesis is to develop a novel class of static analyses based on abstract interpretation, allowing the verification of such portability properties. This goal is reached in three steps.

In a first step, we consider a related problem: software patches. Patch analysis aims at evaluating the impact of small modifications of a program on its behavior. It compares the semantics of two syntactically close versions of a program running in the same environment. The main application is regression verification: check that the two versions compute the same outputs when run on the same inputs. To address this problem, we start with a novel concrete collecting semantics, expressing the behaviors of both programs at the same time. It is defined by induction on the syntax of a so-called double program, a joint syntactic representation of two versions of a program which distinguishes between common and distinctive parts. We first assume this representation given, and focus on numerical programs reading from input streams. We propose an abstraction of streams able to prove that programs reading from the same stream compute equal outputs. We leverage classic numeric abstract domains to build an effective static analysis. We also introduce a novel numeric domain with linear cost to bound differences between the values of the variables in the two programs. Finally, we propose a heuristic algorithm for constructing a double program from a pair of program versions that allows, in most practical cases, successful patch analyses relying on linear invariants only.

In a second step, we turn to the analysis of patches of low-level C programs, i.e. programs whose behaviors depend on the representation of computer memory. This is the case of most C programs, especially in embedded software. We implement our patch analysis on top of the MopsA platform, which allows relational analyses based on weakly coupled cooperating abstract domains, and eases the lifting of an abstract domain from a toy language to a real-world language such as C . Our implementation benefits from the memory model implemented in MopsA, whichs allows sound and precise analyses of low-level C programs. Patch analysis in this model allows us to successfully address a first portability property: robustness to variations of the offsets of scalar fields, such as those introduced by changes in the Application Binary Interface (ABI) of the target, compiler options or language extensions such as attributes of types or variables. Analyzing realistic patches of C programs with this memory model requires expressive numerical abstractions that infer equalities between matching scalar dereferences in the two versions of the memory. Such dereferences are indeed expected to be equal most of the time during program execution, with only local deviations. We thus optimize the memory model for this common case, by representing these equalities symbolically. This enables the use of non-relational numerical domains, improving scalability.

In a third step, we address an additional portability property, motivated by real industrial applications at Airbus: portability across platforms with opposite byte-orders (a.k.a. endiannesses). We leverage the results of the two first steps to derive a static analysis of this property. We extend our memory domain to infer and represent symbolically equalities modulo byte-swapping. We introduce a novel symbolic predicate domain with near-linear cost to infer relations between individual bytes of the variables in the two programs, such as those established by bitwise arithmetic. The resulting analysis allows analyzing successfully a large real-world avionics software product of one million lines of C.
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## Chapter 1

## Introduction

Industrial societies devote increasingly important roles to software. Besides mediating social interactions, computer programs control the engines and brakes of cars [7] and aircraft, the flights of fly-by-wire airplanes [32] and UAV, emergency systems of nuclear power plants [103], and medical devices such as pacemakers ${ }^{1}$. Such software is termed safety-critical, as some failures thereof may have catastrophic consequences, including the loss of human lives. The case occurs typically for industrial software embedded in transportation, military, medical, and power systems. As emphasized by [46, Sec. I.1], failures of such software may additionally cost billions of dollars ${ }^{2}$, and ruin the reputation of companies ruled against by courts for defects ${ }^{3}$.

### 1.1 Approaches to reliable software

To avoid such situations, software companies are struggling to apply best practices to produce quality software. Such best practices are typically gathered into international standards, such as IEC 62304 [89] for medical devices, DO-178 [3, 4] for aviation, and IEC 60880 [88] for nuclear power plants.

### 1.1.1 Best effort process-based assurance

Most of these industrial standards consist in guidelines for process-based assurance, relying on the assumption that a better-defined process is more likely to produce quality software. Such standards emphasize process activities such as software planning, specification, design, unit and integration testing, and peer-reviews. Informal verification methods such as testing and peer-reviews have well-known shortcomings: they may miss bugs. To face this limitation, standards typically mandate that every software artifact

[^0]be verified multiple times, using different techniques, and possibly by different people. The resulting industrial processes are thus intentionally very heavy and redundant. In some domains, such as aviation and railway, software is liable to certification by third parties on behalf of national or international authorities, and applicable standards are used as the basis for certification audits.

### 1.1.2 Formal methods for product-based assurance

Unlike informal verification methods such as testing and peer-reviews, formal methods strive for exhaustiveness: never miss a bug (in a well-defined class of bugs). Their goal is to provide definite statements about program properties such as correctness, safety and security, so that assurance relies solely on the intrinsic quality of the product, rather than on that of the process or the expertise of the software engineer. These methods are grounded on mathematically well-defined techniques. Formal methods include model-checking [41], symbolic execution [108], program proof [85], typing [38], static analysis [48], and program transformations [152]. They can be unified [55, 52, 56], [46, Chap. 26] in the framework of abstract interpretation [48].

Let us introduce, informally, key notions related to the formal methods of interest in this introduction.

## Semantics

Semantics is the art of assigning meanings to programs [75]. The semantics of a program is a mathematical description of the set of its possible executions. It serves as the basis for formal reasoning about its run-time behavior.

## Formal methods

Formal methods are techniques relying on mathematical reasoning about the behaviors of programs. A formal method is called sound if all its outputs can be proved compatible with a well-defined program semantics, unsound otherwise. A formal method is called complete if it allows proving all the properties that are compatible with the semantics. Due to Rice's theorem [158], no formal method can be at the same time sound, complete and automatic. Fig. 1.1 compares testing with two formal methods: program proof and static analysis ${ }^{4}$. Testing is considered complete and unsound, as "testing shows the presence, not the absence of bugs" [34].

## Program proof

Program proof, a.k.a. deductive program verification, is a formal method that verifies run-time properties of programs at compile-time. It operates on the source code of a program, together with a set of user-specified properties expressed in some program logic. Program proof techniques can be designed to be sound and (relatively) complete,

[^1]

Figure 1.1: Program verification techniques.
but they can only be partially automated. Indeed, these methods require that program parts be annotated with contracts (pre- and post-conditions). In particular, loops must be annotated with inductive invariants. In addition, although theorem provers such as SMT-solvers can be used to automate proofs, these tools require the assistance of the user in some cases, e.g. to prove some quantified formulas.

## Static analysis

Static analysis is a formal method that infers run-time properties of programs at compiletime. It is typically implemented in tools, called static analyzers, that analyze the source (or compiled) code of a program. Static analyzers can be designed to be sound and automatic, and to always terminate. Static analyzers compute on (conservative) approximations of program semantics designed to infer predefined classes of properties of interest, at the cost of completeness: analyses may be inconclusive.

## Abstract interpretation

Abstract interpretation [46] is a unifying theory of the executions of computer programs. It formalizes formal methods, allowing formal reasoning about their properties, such as soundness (all provable facts are true) and completeness (all true facts are provable). Abstract interpretation can be used to design semantics, proof methods, and static analyses of programs. In particular, it allows designing static analyses that are sound by
construction, by formalizing the relationships between a (concrete) program semantics of reference and (abstract) approximations thereof handled by static analyzers.

### 1.1.3 The case of avionics software at Airbus

A relevant example is the case of avionics software at Airbus. This case is the most familiar to us, as we are writing this thesis after 20 years as an avionics software engineer at Airbus, with practical experience in the verification of certified software with both formal and informal methods $[61,63,166,64,28,133,57,62]$. The avionics software department of Airbus is responsible for the development of the software of some of the most safety-critical cockpit avionics systems of Airbus aircraft, such as fly-by-wire control systems, flight-warning, maintenance and communication systems. This department is known for pioneering the industrial deployment of formal methods in the avionics domain [166].

In the aeronautical domain, avionics software running on airborne computers are considered critical components of the systems of civil aircraft. They are thus subject to certification on behalf of authorities such as the European Union Aviation Safety Agency (EASA) and the US Federal Aviation Administration (FAA), and developed according to stringent rules imposed by the applicable DO-178 standard. Three revisions of this standard have been in use since its creation in the beginning of the 1980s, with limited updates to the main document. In the meantime, most aircraft functions have been transferred from hardware to software. This trend, together with the growing effort to optimize fuel consumption and passenger comfort, as well as system configurability and interoperability, has resulted in an exponential growth of the size and complexity of this kind of avionics software, as depicted on Fig. 1.2 ${ }^{5}$.

## Legacy processes

On the other hand, the state of the industrial practice has evolved at a much slower pace during the same time frame. Most avionics software processes are still based on informal specifications and designs, pair reviews, and hand-written test procedures based on equivalence class partitioning.

As shown on Fig. 1.3, all artefacts produced by development processes, i.e., in DO178 terminology, High-Level Requirements (HLR), architecture, Low-Level Requirements (LLR), source and executable code, are verified several times. All of them are reviewed for compliance with artefacts from which they are derived on one hand, and for accuracy, consistency, hardware compatibility and conformance to standards on the other hand. In addition, executable code is verified against LLR and HLR by means of unit and integration testing. Test cases and procedures are then also subject to pair reviews.

LLR provide very detailed specifications for every individual $C$ function or assembly routine, down to the specification of every single procedure call or volatile access. These specifications are typically expressed in informal pseudo-code. In this context,

[^2]

Figure 1.2: Avionics software on board Airbus aircraft (Mloc)
significant effort is invested into unit testing, which roughly amounts to perform greybox testing of every individual C function or assembly routine on the target hardware, to ensure that it implements the given algorithm correctly. Indeed, test scenarios and expected values of outputs are derived completely by hand, from an intellectual reinterpretation of the informal LLR. Then, the correctness of this reinterpretation and the correct implementation of associate scenarios are verified in additional pair reviews.

Despite the automatic compilation of test scripts into target programs for part of the test procedures, the largest part of these heavy design and verification processes is essentially hand-crafted and relies completely on human expertise. Unfortunately, such legacy processes do not scale up to current avionics software size and complexity within reasonable costs, hence cost issues in both development and maintenance phases. In particular, verification is liable for a steadily growing share of the overall development costs. The 2015 status is about $70 \%$ for maximum-criticality software, such as fly-by-wire control/command software developed mostly with legacy methods.


Figure 1.3: Legacy process safety-critical software

## Formal methods as cost-cutters

To address this economical risk, Airbus has started introducing formal techniques into the verification processes of several internal avionics software products since 2001 [166], in order to replace or complement legacy methods. Such techniques have indeed the potential to improve automation while preserving safety. Such methods provide indeed strong, mathematical guarantees about systems behaviors.

Several tools based on formal techniques have been shown to cope with real-world industrial software. Some program proof techniques using deductive methods have been shown credible alternatives to unit testing of individual C functions [71]. This approach is cost-efficient when most proofs are automatic. The case occurs when verifying relatively small functions with abstract memory and numerical models [29]. The soundness of this approach can be ensured at source code level by validating the assumptions introduced by the memory and numerical models. Such assumptions include the absence of run-time errors and non-aliasing of function parameters. Transferring this confidence from the source to the compiled program requires trusting the compiler. Fortunately, a formally verified compiler [115] has been shown usable in practice in the avionics context [22]. Moreover, multiple static analyses based on abstract interpretation have been shown to
cope with real-world industrial software. They typically infer non-functional properties, such as the absence of run-time errors [61, 25, 106, 133], reachable data and control flows [57, 105], and safe upper-bounds of the stack consumption [104], of the worst-case execution time [165], and of round-off errors in floating-point computations [64]. Such analyses are sound and automatic alternatives to costly and error-prone code reviews. For instance, ASTRÉE [25] is routinely used at Airbus to prove the absence of runtime errors of fly-by-wire control/command programs [133] up to 800,000 lines of C. In addition, most of them are whole-program analyses that scale up to large software, allowing to validate the assumptions required by unit proofs in all calling contexts.

## Transforming industrial processes with formal methods

In a first step, some program proof [71] and static analysis [165, 61, 133, 64, 57] techniques were introduced on some avionics projects, until 2015. However, their impact on industrial efficiency has been limited by a lack of formalization of design processes, by an incompatibility of previous testing frameworks with formal methods and by a lack of interoperation between tools, resulting in significant efforts dedicated to preparing inputs for formal verification processes

In a second step [28, 29], Airbus avionics processes have been transformed to maximize automation, while relying on formal techniques to maintain the highest standards for safety. Fig. 1.4 gives a simplified overview of the New Ways of Working $\left({ }^{\nu} W o W\right)$ automated process. We refer the reader to $[28,29]$ for a complete description. The design phase, presented in the central box, is deeply revisited. In legacy processes, this phase was mostly a preparation for the coding phase, producing informal documentation expressing LLR in the form of pseudo-code, and their traceability to HLR. In the ${ }^{\nu} W o W$ approach, the design phase is extended to prepare verification. Dedicated domain-specific languages and compilers have been created to enable the formalization of all design artifacts. A first advantage is that it allows automating a large part of reviews of design data for accuracy, consistency, or conformance to standards. A second, key interest is that it also allows a tight interoperation between design and verification tools. For instance, LLR are formalized as first-order contracts expressed in an internal behavioral interface description language, coined DCSL [28]. The DCSL compiler translates them to unit proof or test contracts and generates associate verification environments. This enables a hybrid approach to unit verification: individual procedures can be verified either by unit test or unit proof, for the same design contracts. This approach has been shown to be very cost-efficient [28]. Note that Fig. 1.4 shows the case of unit proof only, for conciseness. Also note that the proof engine is used to check design consistency, even when the implementation is tested. The DCSL compiler additionally generates expected variables ranges and data-flows to be verified by static analysis tools. Moreover, the functional ranges guaranteed by static analysis allow focusing the scope of unit verification to reachable input ranges. Some static analyzers compute configuration files for other static analyzers, e.g. a points-to analysis on source code resolves computed calls, enabling stack analysis on machine code. Static analysis tools validate


Figure 1.4: ${ }^{\nu} W o W$ process with unit proof
assumptions used by design and unit verification tools, such as the absence of run-time errors, variable ranges and non-aliasing.

Moreover, reviews for conformance of $C$ source code to LLR are eliminated where unit proof is applicable, thanks to the exhaustiveness of this verification technique. Reviews for conformance with the software architecture are automated using a mixture of syntax-based and semantics-based static analysis techniques, such as data flow analysis [57]. Reviews for conformance to standards are automated by syntax-based static analysis tools [62]. Reviews for accuracy and consistency are automated by semanticsbased static analysers by abstract interpretation [133, 64, 104, 165]. Note that the traceability analysis between source and compiled code, required for the most critical software products, is also avoided thanks to a formally verified optimizing C compiler [22]. As a consequence, code and design reviews are mostly limited to tool warning analyses.

The ${ }^{\nu} W o W$ process has been deployed on three large avionics projects, with an estimated productivity gain of $50 \%$ on the subset of the activities related to design and unit verification [28]. As a side effect, integration testing is also alleviated, as some properties that could only be verified in integration tests with legacy processes, e.g. volatile accesses, are verified at unit level, by unit proof or unit test on virtualized hardware.

## Updating standards

Standards have evolved to welcome such alternative techniques into industrial processes. For instance, the latest revision of DO-178 [4] introduces a technical supplement, DO333 [6], providing guidance on the use of formal techniques to meet certification objectives. This supplement introduces standard categories of formal analysis techniques: deductive methods, model-checking, and abstract interpretation. Abstract interpretation, in particular, is presented as a method for constructing semantics-based analysis algorithms for the automatic, static, and sound determination of dynamic properties of infinite-state programs. It emphasizes soundness as the key criterion for an analysis to be considered compliant: the applicant is required to provide justifications that the method never asserts that a property is true when it may not be true.

### 1.1.4 Combining testing and formal verification

Nonetheless, the current state of the industrial practice is that completely formal development methods are still not quite tractable for most avionics software products. Current approaches rely on hybrid processes [28, 29, 44, 142], that integrate design activities with static analysis, program proof, and testing.

## Testing is still needed

Indeed, while some whole-program static analyses [104, 165, 133, 105] based on abstract interpretation successfully scale to large real-world industrial software, program proofs with deductive methods are currently not yet considered applicable, in an industrial context such as Airbus avionics, to the complete functional verification of large software. The reason for this situation is that proving large software requires users to annotate program parts with inductive invariants, which require specific expertise and may be as large as the program itself. In addition, as explained in Sec. 1.1.3, program proof is only considered an efficient alternative to testing when most of the proofs are automatic. The case occurs when proving relatively small programs with abstract memory and numerical models, which is not applicable to all parts of an industrial software that contains lowlevel code. As a consequence, deductive program proofs are only used, for now, as a replacement of unit testing at the level of small, well-typed individual C functions, in order to verify, locally, the correct implementation of algorithms.

As a consequence, testing is still required for the functional verification of large industrial software. Large whole-program test scripts are thus developed in parallel to the initial version of an industrial software products. Their primary objective is to detect and fix bugs, and gain confidence in the behavior of the product. They serve as the standard means to verify the correct implementation of the HLR in the context of certified avionics software.

## Regression verification

Then, new versions of the product are developed, and most test procedures are reused, in hope that they might detect any "regressions", i.e. any unintended changes in program behavior. The maintenance of such test procedures is very costly. First, they are typically affected by any change in software interfaces. Second, they have been developed with the behaviors of the initial version of the product in mind. As a consequence, intended changes in some program behaviors typically break large subsets of the test cases, including many test cases that intended to target unrelated program behaviors. Discriminating such situations from actual regressions is a difficult and error-prone task.

In the end, the maintenance of large test bases over time is a costly and ineffective approach to regression verification. This situation is not specific to safety-critical software. It generalizes to most software development projects. Moreover, it is made worse by the trend, in industrial software, to develop software in product lines [117, 90]. This approach aims at developing generic software components that are shared by multiple products. While this approach eases the initial development of a new product from available components, it may complicate its long-term maintenance. Indeed, changes to generic components affect the behaviors of multiple products. Therefore, there is a strong need to ensure freedom from potential regressions when incorporating a new revision of a generic component into a product. Note that a similar situation occurs when incorporating commercial off-the-shelf (COTS) or open source software that evolves over time ${ }^{6}$.

Example 1 (A patch from the GNU core utilities). Consider, as a motivating example, the commit shown on Fig. 1.5, extracted from a revision control repository of the GNU core utilities. It describes a change in a library implementing core functions for removing files and directories, and used by the POSIX rm command. The main function of this library uses the POSIX fstatat function to read information on the file to delete. As the same status information is needed in several contexts, the library implements a caching mechanism. At initialization, the main function calls a cache_stat_init function, which initializes the st_size field of the stat structure $*$ st to -1 . Then, it calls the cache_fstatat function shown on Fig. 1.5 repeatedly, whenever status information is needed. Indeed, cache_fstatat caches the results of the fstatat function. In revision v6.10 of Coreutils, this function used the st_size field of the stat structure *st to store information on the error value returned by fstatat upon the first call. It did it in a way that ensures that st_size<0 whenever errno>0, so as to use the sign of st_size upon subsequent calls to distinguish between successful and erroneous executions. This scheme works for operating systems where errno is always set to positive values. However, some systems, such as BeOS [1] and Haiku [2], allow for negative errno values. The fix displayed on Fig. 1.5 aims at accommodating such systems. It consists in storing errno directly in the st_ino field of the stat structure.
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Figure 1.5: Patch on remove.c of Coreutils (between v6.10 and v6.11)

On this example, regression verification amounts to proving that the behavior of the main function of the library is unchanged on systems with only positive error values. We will come back to this example in Sec. 3.1.

## First problem statement: patch analysis

More generally, regression verification [79] aims at proving the equivalence of two syntactically close versions of a program [92] running in the same environment. It is a particular instance of the problem of proving the functional equivalence of programs, or program parts, which is fundamental [76]. In this thesis, we develop an approach based on abstract interpretation to address this sub-problem, in particular in the context of low-level C programs such as those used in embedded software. We term our approach patch analysis.

For instance, our analysis is able to prove the absence of regression in the case of Example 1.

## Portability

Portability is a related problem. Computer programs tend to be used much longer than expected at design time, and in a wider variety of environments. If no care is taken, adapting a software product for new usage may turn out to be difficult and costly. Ensuring the portability of programs is a major stake: it amounts to ensuring that their compilation and execution in a different environment will have small controlled impact on their semantics, and that the safety of executions is not jeopardized.

In practice, developers maintain multiple, syntactically close versions of the same software products to accommodate multiple environments. Typical examples are the Linux kernel and drivers, that run on a vast variety of machines. Such software products are typically composed of generic parts, written in portable C, and target-specific parts activated or de-activated by conditional compilation. The case occurs also in industrial embedded software developed in product line approaches, where generic components should be portable to the environments of the software products that incorporate them.

A third, less well-known occurrence of portability is the simulation of embedded systems. For instance, Airbus develops simulators for crew training and system validation. These simulators are based on commodity hardware, as embedded hardware may be a rather scarce and expensive resource. In some cases, there is a strong need that simulations be "representative" of the behavior of the real embedded system, i.e. that they feature the same observable behaviors. The case occurs especially in the context of system validation, when applicants would like to replace part of the tests of the real software on the real hardware with simulations, and use the results of these simulations for certification credit. The related supplement [5] to the applicable standard [4] mandates, in this case, that "an analysis should provide compelling evidence that the simulation approach provides equivalent defect detection and removal as testing of the Executable Object Code". In this case, the simulator is generated from the C source code of the real system. Yet, this is not enough to guarantee that it will behave as the real system. The C standard [91] leaves indeed the encoding of scalar types and the layout of fields in structures partly unspecified. The precise representation of types is standardized in implementation-specific Application Binary Interfaces (ABI), such as the System V ABI [11], to ensure the interoperability of compiled programs, libraries, and operating systems. Although it is possible to write fully portable, ABI-neutral C code, the vast majority of C programs rely on assumptions on the ABI of the platform. This is especially the case in embedded programs, that often require a low-level access to the system. Such programs tend to rely on low-level programming constructs that abuse unions and pointers to bypass the type system of the language. As a consequence, differences between the ABI of the simulation platform and that of the embedded platform may result in the embedded system and the simulator behaving differently.

Endianness is an important source of portability errors in this context. Simulators are typically run on little-endian x86 machines, while some embedded processors such as PowerPC are big-endian.

Example 2 (Endianness). For instance, Fig. 1.6 shows a snippet of code for reading network input. Recall that the order of bytes in the representation of network data is standardized, platform-independent: it follows the big-endian byte-order. Assume variables $x$ and $y$ have the same multi-byte integer type. The sequence of bytes read from the network is first stored into x . x is then either copied, or byte-swapped into y , depending on whether the endianness of the platform matches the (big-endian) network byte-order, or is the opposite endianness.

On this example, portability verification amounts to proving that the two endianspecific variants of the snippet compute the same value for y , whatever the values of the

```
    read_from_network((uint8_t *)&x, sizeof(x));
# if __BYTE_ORDER == __LITTLE_ENDIAN
    uint8_t *px = (uint8_t *)&x, *py = (uint8_t *)&y;
    for (int i=0; i<sizeof(x); i++) py[i] = px[sizeof(x)-i-1];
# else
    y = x;
# endif
```

Figure 1.6: Reading input in network byte-order (Example 2)
(a) Type puning

```
struct { char c; int x; } s = {0};
```

struct { char c; int x; } s = {0};
char *p = (char *) \&s;
char *p = (char *) \&s;
p[4] = 1;

```
p[4] = 1;
```

(b) Final value of s.x

Figure 1.7: Offsets of fields and endianness (Example 3)
bytes read from the network. We will study this example in detail in Sec. 7.1.

Additional sources of portability errors include the offsets of fields in data structures, which are typically ABI-dependent. Moreover, embedded systems often use C extensions such as type attributes or \#pragma directives to fine-tune the memory layouts of some data structures, e.g. to memory-map hardware resources. Such extensions may be interpreted differently by different compilers.

Example 3 (Offsets of fields and endianness). For instance, Fig. 1.7(a) shows a snippet that abuses pointers to bypass the C type system, a common practice in low-level programming known as type punning. The final value of s.x depends on the offset of field x in struct s and on the size and representation of type int. Let us assume a 32 -bit architecture: sizeof(int)=4. If this snippet is compiled for a platform implementing the System V ABI, then 3 padding bytes are introduced between fields c and x , and value 1 is written to the lowest-address byte of s.x. This is the default behavior of GCC when compiling for a host Linux x86 machine. In contrast, value 1 is written to the highest-address byte of $s . x$ if the structure $s$ is packed. Such packing can be obtained, for instance, using GCC's -fpack-struct option or __attribute__ ((packed)) attribute. In either case, the final value of $\mathbf{s . x}$ depends on the weight of individual bytes in scalar values (a.k.a. endianness of the platform). The final values of $s . x$ for the 4 possible ABI are shown on Fig. 1.7(b).

On this example, portability verification amounts to proving that this snippet computes the same value for s.x on the platforms which have both opposite endianness and different alignments (packed versus System V).

We will address the two previous sources of portability errors in this thesis: endianness and offsets of fields and data structures. Nonetheless, multiple other sources sources of portability issues exist, which we will not address. For instance, ensuring the portability of software across platforms where scalar types have different sizes is a difficult task which Linux developers face daily. As another example, ensuring the portability of performance-critical parallel programs across platforms with different weak memory consistency models is very challenging [9, 114].

## Second problem statement: portability analysis

More generally, portability verification aims at proving the equivalence of two syntactically close versions of a program running in different environments. As program equivalence, it is a fundamental problem [85]. Portability and non regression are related properties. Indeed, they both deal with comparing the semantics of two program versions. Regression verification compares the semantics of two programs running in the same environment. They may have different semantics, as they have different syntax. Portability verification compares the semantics of two programs running in different environments. They may have different semantics, even if they share exactly the same syntax. They may additionally exhibit syntactic differences. It is thus natural to view regression verification as a particular case of portability verification, where program versions run in the same environments.

In this thesis, we develop an approach to portability analysis of $C$ programs that is designed as an extension of patch analysis. We focus on two portability properties, related to the representation of the computer memory specified by the ABI: portability against changes in the offsets of scalar fields of $C$ structs, and portability against the order of bytes in the representation of scalars on the platform, which we term endian portability.

For instance, our analysis is able to prove the portability of Examples 2 and 3.

### 1.2 Overview of the thesis

In this thesis, we wish to contribute to the development of formal methods applicable to the verification of real-world software, such as low-level C avionics software. We target the two problems introduced in Sec. 1.1.4 : patch and portability analysis. We address these problems by proposing a novel class of sound, semantics-based static analyses by abstract interpretation.

### 1.2.1 Outline

We start by introducing static analysis by abstract interpretation in Chapter 2, in the context of a simple numerical imperative language called NIMP. We rely on a standard approach used throughout the thesis: we define a denotational concrete collecting semantics by induction on the syntax, and construct an analysis that is parametric in the choice of a numerical abstract domain.

Then, we address patch analysis of numerical programs in Chapter 3. We define a language called $\mathrm{NIMP}_{2}$ for so-called double programs. A double program is a joint syntactic representation of two versions of a NimP program, which distinguishes between common and distinctive parts. We assume this representation given in Chapter 3, and focus on analyzing infinite-state numerical programs reading from infinite input streams. We introduce a novel concrete collecting semantics, defined by induction on the syntax of double programs, that expresses the behaviors of both program versions at the same time. We propose an abstraction of input streams able to prove that program versions reading from the same stream compute equal outputs. Then, we show how to leverage classic numerical abstract domains, such as polyhedra or octagons, to build an effective static analysis. Finally, we introduce a novel numerical domain to bound the differences between the values of the variables in the two programs, which has linear cost, and the right amount of relationality to express useful properties of software patches.

Then, we propose in Chapter 4 an algorithm to automate the synthesis of a double program from a pair of program versions. For most practical patches, the double programs obtained suffice to enable conclusive static analyses with linear numerical domains, even when program invariants are non-linear.

In Chapter 5, we turn to the analysis of patches of low-level C programs, i.e. programs whose behaviors depend on the representation of computer memory. This is the case of most C programs, especially in embedded software. To this aim, we implement our patch analysis on top of the MOPSA platform [97], which allows relational analyses based on weakly coupled cooperating abstract domains, and eases the lifting of an abstract domain from a toy language to a real-world language such as C. Our implementation benefits from the cell domain [127] implemented in MopsA, a memory model permitting sound and precise analyses of low-level C programs. This domain represents the memory as a dynamic collection of scalar variables, termed cells, holding values for the scalar memory dereferences discovered during the analysis. It maintains a consistent abstract state despite the presence of overlapping cells introduced when the analyzed program by-passes the type-system of C to get byte-level access to memory. Patch analysis in this model allows us to successfully address a first portability property: robustness to variations of the offsets of scalar fields, such as those introduced by changes of the Application Binary Interface (ABI) of the target, compiler options or language extensions such as attributes of types or variables. Our implementation analyses successfully real patches from the repositories of the GNU core utilities and the Linux kernel.

To analyze realistic patches of C programs with this memory model requires expressive numerical abstractions that infer equalities between cells associated to the same scalar dereferences in the two versions of the memory. Such cells are indeed expected to be equal most of the time during program execution, with only local deviations. We thus optimize the memory model for this common case in Chapter 6, by representing these equalities symbolically. To this aim, we introduce so-called shared bi-cells, which represent pairs of cells from different program versions holding equal values. This optimization of the memory model enables successful analyses of some real-world patches using only non-relational numerical domains, which improves scalability dramatically.

Finally, we extend our memory domain in Chapter 7 to support a second portability property: portability across platforms with opposite byte-orders, a.k.a. endiannesses. We infer and represent symbolically equalities between cells, modulo byte-swapping. We introduce a novel symbolic predicate domain with near-linear cost to infer relations between individual bytes of the variables in the two programs, such as those established by bitwise arithmetic operations. Bitwise arithmetic is indeed used in programming patterns that are commonly used in endian-portable programs, e.g. to byte-swap scalar data. The resulting analysis allows analyzing successfully a real-world avionics software product of a million lines of C .

### 1.2.2 Contributions

The main contributions presented in this thesis are:

- We introduce a novel concrete collecting semantics, expressing the behaviors of two versions of a program at the same time. This semantics deals with programs reading from unbounded input streams. In the context of patch analysis, both program versions run in the same environment. In the context of portability analysis, they run on platforms with different ABIs, hence syntactically equal programs may have different semantics. We construct pairs of semantics to support these cases uniformly.
- We propose abstractions of input streams able to prove that programs that read from the same stream compute equal output values.
- We propose a joint memory abstraction able to infer equivalence relations between the memories of the two program versions, and represent them symbolically. This memory model deals soundly with ABI-dependent low-level C programs.
- We design structure layout portability analysis and endian portability analysis as extensions of patch analysis.
- We introduce a novel numerical domain to bound differences between the values of the variables in the two program versions, which has linear cost, and the right amount of relationality to express useful properties of software patches.
- We introduce a novel symbolic predicate domain to infer relations between individual bytes of the variables in the two programs, which has near-linear cost, and enough relationality to express (bitwise) arithmetic properties relevant to endian portability.
- We implemented our analyses on the Mopsa platform. Our prototype endian portability analysis is able to scale to large real-world industrial software, with zero false alarms. It is also able to analyze successfully smaller slices of open source software, such as Linux drivers.

Some of the results described in Chapters 3 to 7 have been subject to publications in workshops and symposiums [65, 66, 67, 68], and are presented here with multiple extensions.

### 1.2.3 Context of the work

Airbus avionics software. During the research presented in this thesis, I shared my time between research and my work as an avionics software engineer at Airbus ${ }^{7}$, specializing in design and verification processes, methods and tools. The research was therefore geared towards applications to practical engineering problems of the Airbus avionics software department. In addition, this unique position gave me access to relevant industrial use cases to evaluate experimentally the scalability and the precision of static analyses.

The Mopsa project. I was also part of the Mopsa [134, 97] project ${ }^{8}$, which aims at the modular development of a family of static analyzers for multiple languages and multiple properties. The development of Mopsa was started by Antoine Miné, Abdelraouf Ouadjaout, Matthieu Journault and Raphaël Monat. I implemented most of the results presented in this thesis on top of the Mopsa platform.

Collaborations. All the research described in this thesis is joint work with Antoine Miné. None of it could have happened without his brilliant suggestions. All the results from Chapter 4 are also joint work with Abdelraouf Ouadjaout. The successful implementation of our analyses on top of MopsA owes a lot to his patient, dedicated support.
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## Chapter 2

## Background

In this chapter, we introduce a standard approach based on abstract interpretation to design a static analysis, that will be extended in the following chapters to construct our patch and portability analyses. Starting from a concrete collecting semantics, this approach constructs a computable abstract semantics through a sequence of abstraction steps. The resulting abstraction is sound by construction, and can be implemented into a static analyzer to infer automatically sound approximations of program properties.

We demonstrate this approach by a classic construction of a static analysis of numerical programs by induction in the syntax. We therefore start by introducing the syntax and (concrete) semantics of a simple numerical language called NIMP in Sec. 2.1. Then, we propose a lightweight introduction to the theory of Abstract Interpretation in Sec. 2.2, limited to the elements used in this thesis. We illustrate the concepts by constructing a simple abstraction of the Nimp language into a classical uncomputable invariant semantics of environments. Finally, we introduce numerical abstraction in Sec. 2.3.2, and illustrate it by abstracting the semantics of NIMP further, into a computable interval semantics.

This background chapter reuses material from comprehensive textbooks such as [132] and [46]. In particular, Sec. 2.1 follows broadly the structuration of [132, Sections 3.1 to 3.3], and Sec. 2.2 follows that of [132, Chapter 2].

### 2.1 Language

We introduce a simple numerical language called Nimp. Nimp is a toy language featuring standard imperative statements, and less classic operators for reading from an infinite input stream, and writing to an output stream. These operators will be abstracted away in the present background chapter to focus on a classic numerical semantics. They will however be of critical importance in Chapter 3, where they will be used to compare the semantics of two versions of a NIMP program. In this section, we describe the syntax of NIMP, formalize the semantics of statements and programs, and discuss the properties that can be proved from the concrete semantics. We broadly follow the structuration of [132, Sections 3.1 to 3.3].

```
stat \(::=V \leftarrow\) expr \(\quad V \in \mathcal{V}\)
    \(V \leftarrow \operatorname{input}(a, b) \quad a, b \in \mathbb{Z}\)
    output \((V)\)
    assert (cond)
    if cond then stat else stat
        while cond do stat
        stat; stat
        skip
```

Figure 2.1: Statements of NIMP programs

| $\operatorname{expr}::=$ | $V$ | $V \in \mathcal{V}$ |
| ---: | :--- | ---: |
|  | $\|$  <br>  $-\operatorname{expr}$ <br>  $\operatorname{expr} \diamond \operatorname{expr}$ <br>  $\operatorname{rand}(a, b)$ | $\diamond \in\{+,-, \times, /, \%\}$ |
|  |  | $a, b \in \mathbb{Z}$ |

Figure 2.2: Expressions of Nimp programs

```
cond \(::=\operatorname{expr} \bowtie \operatorname{expr} \quad \bowtie \in\{\leq, \geq,=, \neq,<,>\}\)
    | \(\neg\) cond
    cond \(\diamond\) cond \(\diamond \in\{\wedge, \vee\}\)
```

Figure 2.3: Conditions of NIMP programs

### 2.1.1 Syntax

Let us describe the syntax of Nimp. Statements stat are presented in Fig. 2.1. They are built on top of numeric expressions expr and Boolean conditions cond, defined in Fig. 2.2 and Fig. 2.3, respectively. We assume a given finite set of global $\mathbb{Z}$-valued integer variables $\mathcal{V}$. Nimp features classic imperative statements stat, such as assignments $V \leftarrow e$ of expression $e \in \operatorname{expr}$ to variable $V \in \mathcal{V}$, conditionals if $c$ then $s_{1}$ else $s_{2}$, while loops, and run-time assertions. The less standard $V \leftarrow \operatorname{input}(a, b)$ statement reads a fresh value in the range $[a, b]$ from an infinite input stream, and stores it in variable $V$. The $\operatorname{output}(V)$ statement writes the value of variable $V$ to an output stream. Numeric expressions expr include arithmetic expressions over variables and integer constants. They additionally support non-determinism: the expression $\operatorname{rand}(a, b)$ evaluates to a random value in the range $[a, b]$. Finally, the Boolean conditions cond used in conditionals, loops and assertions are comparisons of numeric expressions, or arbitrary Boolean combinations thereof.

```
\(\frac{\mathbb{E} \llbracket \operatorname{expr} \rrbracket \in \mathcal{E} \rightarrow \mathcal{P}(\mathbb{Z})}{\mathbb{E} \llbracket V \rrbracket \rho} \triangleq \triangleq\{\rho(V)\}\)
\(\mathbb{E} \llbracket c \rrbracket \rho \quad \triangleq\{c\}\)
\(\mathbb{E} \llbracket \operatorname{rand}(a, b) \rrbracket \rho \triangleq\{x \mid a \leq x \leq b\}\)
\(\mathbb{E} \llbracket-e \rrbracket \rho \quad \triangleq\{-v \mid v \in \mathbb{E} \llbracket e \rrbracket \rho\}\)
\(\mathbb{E} \llbracket e_{1} \diamond e_{2} \rrbracket \rho \quad \triangleq\left\{v_{1} \diamond v_{2} \mid v_{1} \in \mathbb{E} \llbracket e_{1} \rrbracket \rho, v_{2} \in \mathbb{E} \llbracket e_{2} \rrbracket \rho, \diamond \notin\{/, \%\} \vee v_{2} \neq 0\right\} \quad \diamond \in\{+,-, \times, /\}\)
```

Figure 2.4: Semantics of numerical expressions

### 2.1.2 Semantics

In this section, we define the formal semantics of NIMP, i.e. a mathematical description of the possible behaviors of NIMP programs. A semantics is chosen according to a class of program properties of interest. We are interested in numerical invariants relating the inputs, the memory and the outputs of programs. We thus choose a suitable semantic domain to represent the possible memory states of programs.

Consider Nimp programs with integer-valued variables in $\mathcal{V}$ : every memory state may be modeled as a function from $\mathcal{V}$ to $\mathbb{Z}$. We thus let $\mathcal{E} \triangleq \mathcal{V} \rightarrow \mathbb{Z}$ denote the set of possible memory states.

## Expression semantics

Let $e \in \operatorname{expr}$ be some numerical expression. The semantics of $e$ describes the result of its evaluation. Consider the syntax of expressions from Fig. 2.2. The result of evaluation may depend on the syntax of $e$, and on the memory state $\rho$ at the time of evaluation:

- If $e$ is some constant $c \in \mathbb{Z}$, then it evaluates always to the same value: $c$.
- If $e$ is a non-deterministic value $\operatorname{rand}(a, b)$ where $a, b \in \mathbb{Z}^{2}$, then it may evaluate to several values. For instance, expression $[1,3]$ may evaluate to values 1,2 or 3 .
- If $e$ is some variable $V \in \mathcal{V}$, then its value depends on the memory state $\rho \in \mathcal{E}$. For instance, expression $V$ evaluates to 42 if $\rho(V)=42$.
- Finally, if $e$ executes some illegal operation, such as a division by zero, then the result of evaluation cannot be defined by an integer value. For instance, expression $1 / 0$ does not evaluate to any integer value.
As a consequence, we define the semantics of expression $e$ as an evaluation function $\mathbb{E} \llbracket e \rrbracket \in \mathcal{E} \rightarrow \mathcal{P}(\mathbb{Z}) . \mathbb{E} \llbracket e \rrbracket \rho$ is the set of possible values of expression $e$ in memory state $\rho \in \mathcal{E}$. It is defined on Fig. 2.4, by induction on the syntax of numeric expressions. For instance, $\mathbb{E} \llbracket e_{1}+e_{2} \rrbracket \rho$ is obtained by recording the sums of all possible values of sub-expressions $e_{1}$ and $e_{2}$ in memory $\rho$, which are given by $\mathbb{E} \llbracket e_{1} \rrbracket \rho$ and $\mathbb{E} \llbracket e_{2} \rrbracket \rho$.

Remark 1 (Semantics and run-time errors). $\mathbb{E} \llbracket e \rrbracket \rho$ filters away any evaluation which may divide by zero. For instance, $\mathbb{E} \llbracket 1 / 0 \rrbracket \rho=\emptyset$. In practice, a static analyzer based on this semantics would print an alarm message in this case. We could enrich the semantics with an error state, in addition to the memory state, to record any possible illegal operations.

```
\(\frac{\mathbb{C} \llbracket \text { cond } \rrbracket \in \mathcal{E} \rightarrow \mathcal{P}(\{\text { true }, \text { false }\})}{\mathbb{C} \llbracket \neg c \rrbracket \rho \quad \triangleq\{\neg v \mid v \in \mathbb{C} \llbracket c \rrbracket \rho\}}\)
\(\mathbb{C} \llbracket c_{1} \diamond c_{2} \rrbracket \rho \triangleq\left\{v_{1} \diamond v_{2} \mid v_{1} \in \mathbb{C} \llbracket c_{1} \rrbracket \rho, v_{2} \in \mathbb{C} \llbracket c_{2} \rrbracket \rho\right\} \quad \diamond \in\{\wedge, \vee\}\)
\(\mathbb{C} \llbracket e_{1} \bowtie e_{2} \rrbracket \rho \triangleq\left\{\right.\) true \(\left.\mid \exists v_{1} \in \mathbb{E} \llbracket e_{1} \rrbracket \rho, v_{2} \in \mathbb{E} \llbracket e_{2} \rrbracket \rho: v_{1} \bowtie v_{2}\right\} \quad \bowtie \in\{\leq, \geq,=, \neq,<,>\}\)
    \(\cup\left\{\right.\) false \(\left.\mid \exists v_{1} \in \mathbb{E} \llbracket e_{1} \rrbracket \rho, v_{2} \in \mathbb{E} \llbracket e_{2} \rrbracket \rho: v_{1} \nsim v_{2}\right\}\)
```

Figure 2.5: Semantics of conditional expressions

We do not do it here for the sake of conciseness, and because the work presented in this thesis does not aim at run-time error analysis.

## Condition semantics

Conditions are comparisons between numeric expressions, or Boolean combinations thereof. As a consequence, their evaluations also depend on the memory state, and may return several possible results due to non-determinism. The semantics for some condition $c \in$ cond is thus an evaluation function $\mathbb{C} \llbracket c \rrbracket \in \mathcal{E} \rightarrow \mathcal{P}(\{$ true, false $\})$. It is defined in Fig. 2.5, by induction on the syntax of conditions. For instance, the semantics $\mathbb{C} \llbracket \neg \rrbracket \rrbracket \rho$ of condition $\neg c$ in memory $\rho$ is defined as the set of the negations of the possible values condition $c$ in $\rho$, given by $\mathbb{C} \llbracket c \rrbracket \rho$. Note that:

- true $\in \mathbb{C} \llbracket \neg c \rrbracket \rho \Leftrightarrow$ false $\in \mathbb{C} \llbracket c \rrbracket$;
- true $\in \mathbb{C} \llbracket c_{1} \wedge c_{2} \rrbracket \rho \Leftrightarrow$ true $\in \mathbb{C} \llbracket c_{1} \rrbracket \cap \mathbb{C} \llbracket c_{2} \rrbracket \rho$;
- true $\in \mathbb{C} \llbracket c_{1} \vee c_{2} \rrbracket \rho \Leftrightarrow$ true $\in \mathbb{C} \llbracket c_{1} \rrbracket \cup \mathbb{C} \llbracket c_{2} \rrbracket \rho$.


## Statement semantics

Let us now introduce the semantics of statements of Nimp programs. The semantics for some statement $s \in s t a t$ aims at describing the effect of the execution of $s$, i.e. the relation between the states of the program before and after executing $s$. The former are called pre-states of $s$, the latter are called post-states of $s$.

Nimp programs have memory states $\rho \in \mathcal{E}$. In addition, such programs write to some output stream with output statements. We therefore let program states record the (finite) sequence $o \in \mathbb{Z}^{*}$ of output values. Moreover, Nimp programs read from some input stream, using input statements. Standard program semantics use nondeterministic choice to model such inputs. Yet, we anticipate that we would like to compare the behaviors of several versions of the same program, reading from the same input stream: see Chapter 3. As a consequence, we parameterize the semantics $\mathbb{S} \llbracket s \rrbracket_{\iota}$ of statement $s$ by a sequence $\iota \in \mathbb{Z}^{\omega}$ of input values, and let program states record the current index $n \in \mathbb{N}$ in this sequence. Note that this sequence has to be infinite: indeed, due to non-determinism, the semantics maps every input stream to a (possibly infinite) set of executions, which can execute an unbounded number of input statements.

We thus let triples $(\rho, n, o) \in \Sigma \triangleq \mathcal{E} \times \mathbb{N} \times \mathbb{Z}^{\star}$ describe program states, where $\rho$ defines the memory state, $n$ is the current index in the input stream, and o records

```
\(\underline{S} \llbracket\) stat \(\rrbracket \in \mathbb{Z}^{\omega} \rightarrow \mathcal{P}(\Sigma) \rightarrow \mathcal{P}(\Sigma)\)
\(S \llbracket\) skip \(\rrbracket_{\iota} X \quad \triangleq X\)
\(\mathbb{S} \llbracket V \leftarrow e \rrbracket_{\iota} X \quad \triangleq\{(\rho[V \mapsto v], n, o) \mid(\rho, n, o) \in X \wedge v \in \mathbb{E} \llbracket e \rrbracket \rho\}\)
\(\mathbb{S} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket_{\iota} X \triangleq\left\{\left(\rho\left[V \mapsto \iota_{n}\right], n+1, o\right) \mid(\rho, n, o) \in X \wedge a \leq \iota_{n} \leq b\right\}\)
\(\mathbb{S} \llbracket \operatorname{output}(V) \rrbracket \iota X \quad \triangleq\{(\rho, n, o \cdot \rho(V)) \mid(\rho, n, o) \in X\}\)
\(S \llbracket \operatorname{assert}(c) \rrbracket_{\iota} \quad \triangleq \mathbb{S} \llbracket c ? \rrbracket\)
\(\mathbb{S} \llbracket s ; t \rrbracket_{\iota} \quad \triangleq \mathbb{S} \llbracket t \rrbracket_{\iota} \circ \mathbb{S} \llbracket s \rrbracket_{\iota}\)
\(\mathbb{S} \llbracket\) if \(c\) then \(s\) else \(t \rrbracket_{\iota} \triangleq \mathbb{S} \llbracket s \rrbracket_{\iota} \circ \mathbb{S} \llbracket c ? \rrbracket \dot{\cup} \mathbb{S} \llbracket t \rrbracket_{\iota} \circ \mathbb{S} \llbracket \neg c ? \rrbracket\)
\(\mathbb{S} \llbracket\) while \(c\) do \(s \rrbracket_{\iota} \quad \triangleq \mathbb{S} \llbracket \neg c ? \rrbracket \circ\left(\mathbb{S} \llbracket s \rrbracket_{\iota} \circ \mathbb{S} \llbracket c ? \rrbracket\right)^{*}\)
    where \(\mathbb{S} \llbracket c ? \rrbracket X \triangleq\{(\rho, n, o) \in X \mid\) true \(\in \mathbb{C} \llbracket c \rrbracket \rho\}\)
```

Figure 2.6: Semantics of NimP statements
the sequence of past outputs. Given some statement $s \in$ stat and some input stream $\iota \in \mathbb{Z}^{\omega}$, we then let $\mathbb{S} \llbracket s \rrbracket_{\iota}$ describe the relation between pre-states $(\rho, n, o) \in \Sigma$ and poststates $\left(\rho^{\prime}, n^{\prime}, o^{\prime}\right) \in \Sigma$ of statement $s$. A standard choice of semantic domain would be to let $\mathbb{S}_{\mathcal{R}} \llbracket s \rrbracket_{\iota} \in \mathcal{P}(\Sigma \times \Sigma)$. Yet, we anticipate that we will compute abstractions of this semantics using numerical domains that represent sets of states. We therefore tailor the formalization of the semantic domain to handle sets of states rather than relations over states. As $\mathcal{P}(\Sigma \times \Sigma) \simeq \Sigma \rightarrow \mathcal{P}(\Sigma)$, we may represent the relation over $\Sigma$ with its image function $\mathbb{S}_{\mathcal{F}} \llbracket s \rrbracket_{\iota} \in \Sigma \rightarrow \mathcal{P}(\Sigma)$, defined by $\mathbb{S}_{\mathcal{F}} \llbracket s \rrbracket_{\iota} \rho \triangleq\left\{\rho^{\prime} \mid\left(\rho, \rho^{\prime}\right) \in \mathbb{S}_{\mathcal{R}} \llbracket s \rrbracket_{\iota}\right\}$. However, this semantic function has different domain and codomain. This is inconvenient, as semantic functions should be composed to reflect the composition of statements, e.g., in sequences. We thus extend the semantic function to $\mathcal{P}(\Sigma) \rightarrow \mathcal{P}(\Sigma)$, as a $\cup$-morphism:

$$
\begin{equation*}
\mathbb{S} \llbracket s \rrbracket_{\iota} X \triangleq \cup\left\{\mathbb{S}_{\mathcal{F}} \llbracket s \rrbracket_{\iota} \rho \mid \rho \in X\right\} \tag{2.1}
\end{equation*}
$$

Given a set of program states $(\rho, n, o) \in X \in \mathcal{P}(\Sigma)$ before executing statement $s$, the semantic function $\mathbb{S} \llbracket s \rrbracket_{\iota}$ returns the set of possible program states $\left(\rho^{\prime}, n^{\prime}, o^{\prime}\right) \in \mathbb{S} \llbracket s \rrbracket_{\iota} X$ after executing statement $s$.

The semantics $\mathbb{S} \llbracket s \rrbracket \in \mathbb{Z}^{\omega} \rightarrow \mathcal{P}(\Sigma) \rightarrow \mathcal{P}(\Sigma)$ is defined on Fig. 2.6, by induction on the syntax of statements $s \in$ stat of NIMP programs. It builds on the semantics $\mathbb{E} \llbracket e \rrbracket \in$ $\mathcal{E} \rightarrow \mathcal{P}(\mathbb{Z})$ of expressions $e \in$ expr, and $\mathbb{C} \llbracket c \rrbracket \in \mathcal{E} \rightarrow \mathcal{P}(\{$ true, false $\})$ of conditions $c \in$ cond.

Atomic statements. We first describe the semantics of base cases of the syntax of statements: the empty statement, assignments, input and output statements, and the $\operatorname{assert}(c)$ statement.

The semantics of the skip statement is the identity function, as the statement has no effect on the program state. The semantics of an assignment $V \leftarrow e$ on a set of program states X updates the memory state $\rho$ in each program state $(\rho, n, o) \in X$ independently:

$$
\begin{aligned}
& X \leftarrow \operatorname{input}(-10,10) ; Y \leftarrow \operatorname{input}(-10,10) ; X \leftarrow X+Y \\
& Y \leftarrow \operatorname{rand}(-10,10)+\operatorname{rand}(-10,10)
\end{aligned}
$$

Figure 2.7: Input statement versus non-determistic choice
it evaluates $e$ in memory $\rho$, and changes the current program state to a set of new states $\left(\rho^{\prime}, n, o\right)$, such that $\rho^{\prime}(V) \in \mathbb{E} \llbracket e \rrbracket \rho$ is a possible value for $e$, and $\rho^{\prime}(W)=\rho(W)$ if $W \neq V$. The semantics of an input statement $V \leftarrow \operatorname{input}(a, b)$ assigns the value at the current index in the input stream to $V$, and increments the index in all program states. Note that input $(a, b)$ returns only if the input value at the current index is in the range $[a, b]$.

Remark 2 (Input statement versus non-determistic choice). Atomic statements $V \leftarrow$ $\operatorname{input}(a, b)$ and $V \leftarrow \operatorname{rand}(a, b)$ are similar, in that they both assign to $V$ a value in the range $[a, b]$. Yet, the former establishes a relation between the current memory state and the contents of the input stream, while the latter does not. Consider for instance the program $P$ shown on Fig. 2.7. Starting from the initial state $\Sigma_{0}=([X \mapsto 0, Y \mapsto$ $0], 0, \emptyset)$, the set of reachable program states when reading from a given stream $\iota \in \mathbb{Z}^{\omega}$ is $\mathbb{S} \llbracket P \rrbracket_{\iota}\left\{\Sigma_{0}\right\}=\left\{\left(\left[X \mapsto i_{0}+i_{1}, Y \mapsto v\right], 2, \emptyset\right) \mid i_{0}, i_{1} \in[-10,10] \wedge v \in[-20,20]\right\}$. This semantics expresses properties such as " $P$ reads the two first values of $\iota$, and stores their sum into $X$ ". In contrast, the only property expressed for $Y$ is that its value ranges in $[-20,20]$.

The semantics of an output statement output $(V)$ extends the sequence of outputs in each program state with the value of variable $V$ in this state. Note that we write $o \cdot v$ to denote the sequence extending sequence $o$ with value $v$.
Remark 3 (Generalization to multiple streams). We model one input stream and one output stream only, to simplify the presentation, while realistic programs may use several input and output streams. This does not restrict the applicability of our approach, as the generalization to multiple input and output streams is straightforward.
$\operatorname{assert}(c)$ statements do not depend on the input stream. We use the dedicated filter $\mathbb{S} \llbracket c ? \rrbracket \in \mathcal{P}(\Sigma) \rightarrow \mathcal{P}(\Sigma)$ to formalize their semantics. $\mathbb{S} \llbracket c ? \rrbracket$ filters away any program state where condition $c$ cannot evaluate to true. In practice, a static analyzer based on this semantics would print an alarm message in this case. We could enrich the semantics with an error state, in addition to the memory state, to record any possible illegal operations. We do not do it here for the sake of conciseness. Note that $\mathbb{S} \llbracket c_{1} \wedge c_{2}$ ? $\rrbracket=$ $\mathbb{S} \llbracket c_{1} ? \rrbracket \cap \mathbb{S} \llbracket c_{2} ? \rrbracket$ and $\mathbb{S} \llbracket c_{1} \vee c_{2} ? \rrbracket=\mathbb{S} \llbracket c_{1} ? \rrbracket \cup \mathbb{S} \llbracket c_{2} ? \rrbracket$. Furthermore, $\mathbb{S} \llbracket c$ ? $\rrbracket$ is a complete $\cup$-morphism: $\mathbb{S} \llbracket c ? \rrbracket\left(\cup_{i \in I} X_{i}\right)=\cup_{i \in I} \mathbb{S} \llbracket c ? \rrbracket X_{i}$ for arbitrary families of sets $\left(X_{i}\right)_{i \in I}$.

Compound statements. We now describe the semantics of inductive cases of the syntax of statements: sequences of statements, selection and iteration statements.

The semantics of a sequence of statements $s ; t$ is defined as the composition of semantic functions of $s$ and $t$. This models accurately the fact that $s ; t$ adds the effects of $t$ to those of $s$.

The semantics of a selection statement if $c$ then $s$ else $t$ is defined as the union of the semantics of the then branch $s$ and the else branch $t$. The semantics of the then branch applies the semantics of $s$ to the pre-states that may satisfy condition $c$, which are selected using the $\mathbb{S} \llbracket c ? \rrbracket$ filter. The semantics of the else branch applies the semantics of $t$ to the pre-states that may fail to satisfy condition $c$, which are selected using the $\mathbb{S} \llbracket \neg c$ ? 』 filter. Note that we use the symbol $\cup$ to denote the pointwise lifting of $\cup: f \dot{\cup} f^{\prime} \triangleq \sigma \in \mathbb{Z}^{\omega} \mapsto f(\sigma) \cup f^{\prime}(\sigma)$.

Let us now describe the semantics of iteration statements while $c$ do $s$. Starting with some pre-state, such statements iterate the body $s$ of the loop, as long as the memory state satisfies the condition $c$.

Let $X$ be a set of pre-states, and let $X^{\prime} \triangleq \mathbb{S} \llbracket$ while $c$ do $s \rrbracket_{\iota} X$ be the associated set of possible post-states. The evaluation of the condition $c$ of the loop divides $X$ into two subsets: the set of states which may satisfy $c$, and the set of states which may fail to satisfy $c$. Let $X_{\geq 1}^{\prime} \triangleq \mathbb{S} \llbracket c ? \rrbracket X$ be the former, and $X_{0}^{\prime} \triangleq \mathbb{S} \llbracket \neg c ? \rrbracket X$ be the latter. The loop has no effect on the states in $X_{0}^{\prime}$, hence $X_{0}^{\prime} \subseteq X^{\prime}$. On the contrary, the body $s$ of the loop is run on states in $X_{\geq 1}^{\prime}$, resulting in states $\mathbb{S} \llbracket s \rrbracket_{\iota} X_{\geq 1}^{\prime}$. Then, the condition is evaluated again for these states, dividing them again into two subsets: states in $X_{\geq 2}^{\prime} \triangleq \mathbb{S} \llbracket c ? \rrbracket \circ \mathbb{S} \llbracket s \rrbracket_{\iota} X_{\geq 1}^{\prime}$ may satisfy $c$, while states in $X_{1}^{\prime} \triangleq \mathbb{S} \llbracket \neg c ? \rrbracket \circ \mathbb{S} \llbracket s \rrbracket_{\iota} X_{\geq 1}^{\prime}$ may fail to. States in $X_{1}^{\prime}$ exit the loop at this point, hence $X_{1}^{\prime} \subseteq X^{\prime}$. On the contrary, the body $s$ of the loop is run again on states in $X_{\geq 2}^{\prime}$, and the previous process is repeated, resulting in a infinite family of sets of states $\left(X_{0}^{\prime}, X_{1}^{\prime}, \ldots\right)$, such that $\forall n \in \mathbb{N}: X_{n}^{\prime} \triangleq$ $\mathbb{S} \llbracket \neg c ? \rrbracket \circ\left(\mathbb{S} \llbracket s \rrbracket_{\iota} \circ \mathbb{S} \llbracket c ? \rrbracket\right)^{n} X \subseteq X^{\prime} . \quad X_{n}^{\prime}$ denotes the set of post-states that may be reached after exactly $n$ iterations. Conversely, all states in $X^{\prime}$ are post-states that may be reached after finitely many iterations. Hence $X^{\prime}=\cup_{n \in \mathbb{N}} X_{n}^{\prime}$.

As consequence, $\mathbb{S} \llbracket$ while $c$ do $s \rrbracket_{\iota}=\cup_{n \in \mathbb{N}} \mathbb{S} \llbracket \neg c ? \rrbracket \circ(\mathbb{S} \llbracket s \rrbracket \iota \circ \mathbb{S} \llbracket c ? \rrbracket)^{n}$. As $\mathbb{S} \llbracket c ? \rrbracket$ is a complete $\cup$-morphism, this can be re-written as

$$
\mathbb{S} \llbracket \text { while } c \text { do } s \rrbracket_{\iota}=\mathbb{S} \llbracket \neg c ? \rrbracket \circ\left(\mathbb{S} \llbracket s \rrbracket_{\iota} \circ \mathbb{S} \llbracket c ? \rrbracket\right)^{*}
$$

where we note $f^{*} \triangleq \dot{U}_{n \in \mathbb{N}} f^{n}$ for any $f \in \mathcal{P}(\Sigma) \rightarrow \mathcal{P}(\Sigma)$.

## Program semantics

We are now ready to define the formal semantics of Nimp programs. We choose to define it in terms of observable inputs and outputs, abstracting away the internal memory state. This is a standard choice when we are interested in properties of observable behaviors. For instance, [27, Sec 3.5] defines the semantics of the source language of the CompCert C compiler in terms of traces of observable input-output operations. We thus denote by $\mathbb{P} \llbracket p \rrbracket \in \mathbb{Z}^{\omega} \rightarrow \mathcal{P}\left(\mathbb{Z}^{*}\right)$ the semantics of programs $p \in$ stat. The semantics $\mathbb{P} \llbracket p \rrbracket_{\iota}$ of a program $p$ reading from an input stream $\iota \in \mathbb{Z}^{\omega}$ is the set of sequences of values that terminating executions of $p$ may output.

Recall, from Sec. 2.1.2, that program states are triples $(\rho, n, o)$, where $\rho$ is a memory state, $n$ is a number of executed input statements, and $o$ is a sequence of output values. Consider the initial memory state $\rho_{0}$ with all variables zero-initialized: $\forall V \in \mathcal{V}: \rho_{0}(V)=$

```
\(I \leftarrow 0 ;\)
\(X \leftarrow \operatorname{input}(-100,100)\);
while \(X \geq 0\) do
    if \((X / 2) \times 2<X\) then output \((X)\);
    \(I \leftarrow I+1 ;\)
    \(X \leftarrow \operatorname{input}(-100,100)\)
done
```

Figure 2.8: Filtering inputs

0 . Consider the related initial program state, with zero-initialized input index, and empty output sequence $x_{0} \triangleq\left(\rho_{0}, 0, \epsilon\right)$. Given some input stream $\iota \in \mathbb{Z}^{\omega}, \mathbb{S} \llbracket p \rrbracket_{\iota}\left\{x_{0}\right\}$ is the set of possible post-states of statement $p$.

Definition 1 (Semantics of Nimp programs). We thus define the semantics of program $p$ as:

$$
\mathbb{P} \llbracket p \rrbracket_{\iota} \triangleq\left\{o \mid(\rho, n, o) \in \mathbb{S} \llbracket p \rrbracket_{\iota}\left\{x_{0}\right\}\right\}
$$

### 2.1.3 Properties

$\mathbb{P}$ is suitable to express a number of properties of terminating executions of Nimp programs, such as so-called "functional properties" expressing relations between inputs and outputs.

Example 4 (Filtering inputs). For instance, a property such as "the program reads a sequence of integers in the range $[-100,100]$ from the input stream, until some negative input value occurs, and writes the sequence of indexes of odd inputs to the output stream" may be expressed as:
$\forall \iota \in \mathbb{Z}^{\omega}: \exists N \in \mathbb{N}:\left(\iota_{N} \in[-100,0] \wedge \forall n<N: \iota_{n} \in[0,100]\right) \Rightarrow \forall o \in \mathbb{P} \llbracket p \rrbracket_{\iota}:|o|=$ $\left|S_{\iota}(0, N)\right| \wedge o_{0}=\min S_{\iota}(0, N) \wedge \forall n<|o|: o_{n+1}=\min S_{\iota}\left(o_{n}+1, N\right)$, where $S_{\iota}(p, q) \triangleq\left\{n \in \mathbb{N} \mid p \leq n<q \wedge \iota_{n} \equiv 1 \bmod 2\right\}$.
Consider the program $p$ on Fig. 2.8.
$\mathbb{S} \llbracket p \rrbracket_{\iota}\left\{x_{0}\right\}=\left\{\left(\left[I \mapsto N, X \mapsto \iota_{N}\right], N+1, o\right) \mid N \in \mathbb{N} \wedge \iota_{N} \in[-100,0] \wedge \forall n<N: \iota_{n} \in\right.$ $[0,100]\}$, where $o$ satisfies the specification above.
Hence $\mathbb{P} \llbracket p \rrbracket_{\iota} \triangleq\left\{o \mid(\rho, n, o) \in \mathbb{S} \llbracket p \rrbracket_{\iota}\left\{x_{0}\right\}\right\}$ can be proved to satisfy the specification.

Remark 4 (Properties of non-terminating executions). Though our definition of $\mathbb{P}$ focuses on terminating executions, some (functional) properties of non-terminating executions can be verified using assert statements. For instance, non-terminating executions of the program shown on Fig. 2.9 read only positive inputs. The semantic domain could be extended to express such properties formally (e.g. adding propagated error states), but we do not do it here for simplicity.

```
\(X \leftarrow \operatorname{input}(-100,100) ;\)
while true do
    \(\operatorname{assert}(X \geq 0)\);
    \(X \leftarrow \operatorname{input}(-100,100)\)
done
```

Figure 2.9: Non-terminating Nimp program

### 2.1.4 Proofs

As shown in previous sections, our formal semantics for Nimp statements and programs is able to express precise properties of program executions. It can thus be used as the mathematical reference for conducting a formal proof that a given Nimp program (or statement) meets a given specification. However, such proofs cannot be automated, because the semantics $\mathbb{S}$ and $\mathbb{P}$ are not computable.

Indeed, the elements of the semantic domain $\mathcal{D} \triangleq \mathbb{Z}^{\omega} \rightarrow \mathcal{P}(\Sigma)$ of $\mathbb{S}$ are infinite sets that cannot be represented in computer memory. Recall that $\Sigma=(\mathcal{V} \rightarrow \mathbb{Z}) \times \mathbb{N} \times \mathbb{Z}^{*}$. As a consequence, the semantic transfer functions of atomic statements such as $\mathbb{S} \llbracket V \leftarrow e \rrbracket$ and $\mathbb{S} \llbracket c ? \rrbracket$ are not computable. The same situation occurs for lattice operators such as $\cup$. Moreover, the semantic transfer function of loops may require an infinite number of iterations.

To side-step this computability issue, one could be tempted to make the set of memory states $\mathcal{P}(\mathcal{V} \rightarrow \mathbb{Z})$ finite by restricting the values of variables to the range of machine integers. One could additionally restrict the maximum lengths of valid input and output sequences to some fixed numbers to handle finitely many variables. However, this would still result in a huge domain, so that a naive representation of sets in extension would not be practicable. For instance, even the set of memory states of a program with only $932-$ bit variables is larger than current estimates of the number of protons in the observable universe $\left(10^{80}\right)$. Similarly, while semantic transfer functions of atomic statements and lattice operators would be computable in principle with these restrictions, evaluating them on every program state individually would not be tractable in practice. Finally, the transfer function of while loops would iterate in finite, but extremely long sequences.

We thus turn to another approach to overcome this computability issue. We will leverage the theory of abstract interpretation to replace the functions operating on the semantic domain by sound, computable approximations thereof, operating on an alternate semantic domain. The former are called concrete, the latter abstract.

### 2.2 Elements of abstract interpretation

Abstract interpretation is an invaluable tool for designing formal methods. In particular, it enables the design of static analyses that are sound by construction by formalizing the relations between a (concrete) program semantics of reference and (abstract) approximations thereof handled by a static analyzer. In this section, we propose a lightweight
introduction to the theory of Abstract Interpretation, limited to the elements used in this thesis. We nonetheless follow broadly the structuration of the more comprehensive [132, Chapter 2].

Abstract interpretation is a mathematical theory where:

1. Concrete and abstract semantic domains are formalized as sets of objects equipped with partial order relations. We thus review elements of order theory in Sec. 2.2.1.
2. Semantic functions such as our concrete semantics $\mathbb{S} \llbracket s \rrbracket$ of Sec. 2.1.2 are defined as fixpoints of operators over these partially ordered sets. We thus introduce relevant fixpoint theorems in Sec. 2.2.2.
3. These mathematical tools are used to construct abstract semantics as sound approximations of concrete ones. We thus introduce abstract domains in Sec. 2.2.3, and related operator approximation techniques in Sec. 2.2.4.

### 2.2.1 Order theory

Semantic domains such as our $\mathbb{Z}^{\omega} \rightarrow \mathcal{P}(\Sigma)$ of Sec. 2.1.2 represent properties of program computations. These properties are naturally ordered by logical implication. Such domains are thus modeled as partially ordered sets, or richer order structures, such as (complete) lattices. Most of the domains used in this thesis are complete lattices, but the framework is not limited to them. Let us introduce these order structures.

## Posets

Definition 2 (Properties of binary relations). A binary relation $\bowtie \in \mathcal{P}(X \times X)$ over a set $X$ is called:

- reflexive if: $\forall x \in X: x \bowtie x$;
- transitive if: $\forall x, y, z \in X: x \bowtie y \wedge y \bowtie z \Longrightarrow x \bowtie z$;
- symmetric if: $\forall x, y \in X: x \bowtie y \Longrightarrow y \bowtie x$;
- anti-symmetric if: $\forall x, y \in X: x \bowtie y \wedge y \bowtie x \Longrightarrow x=y$.

Definition 3 (Partial order, Poset). A binary relation $\sqsubseteq$ over a set $X$ is called a partial order if $\sqsubseteq$ is reflexive, transitive and anti-symmetric. $(X, \sqsubseteq)$ is then called a partially ordered set (a.k.a. poset).

Example 5 (Poset). Given a set $X,(\mathcal{P}(X), \subseteq)$ is a poset. In particular, using the notations of Sec. 2.1.2, the set of memory states $(\mathcal{P}(\mathcal{V} \rightarrow \mathbb{Z}), \subseteq)$ and the set of program states $(\mathcal{P}(\Sigma), \subseteq)$ and are both posets.

Definition 4 (Lower and upper bounds of two elements). Let ( $X, \sqsubseteq$ ) be a poset, and $a, b \in X . c \in X$ is called:

- a lower bound of $a$ and $b$ if $c \sqsubseteq a$ and $c \sqsubseteq b$;
- an upper bound of $a$ and $b$ if $a \sqsubseteq c$ and $b \sqsubseteq c$.

Definition 5 (glb and lub of two elements). Let $(X, \sqsubseteq)$ be a poset, and $a, b \in X . c \in X$ is called:

- the greatest lower bound (a.k.a. glb) of $a$ and $b$ if $c^{\prime} \sqsubseteq c$ for all lower bound $c^{\prime}$ of $a$ and $b$;
- the least upper bound (a.k.a. lub) of $a$ and $b$ if $c \sqsubseteq c^{\prime}$ for all upper bound $c^{\prime}$ of $a$ and $b$.

Remark 5 (Unicity of glb and lub). If $a$ and $b$ have a glb (resp. lub) in $(X, \sqsubseteq)$ then it is unique, and denoted $a \sqcap b$ (resp. $a \sqcup b$ ).

Example 6 (glb and lub). Let $S=\{a, b, c, d\}$. Elements $X=\{a, b\}$ and $Y=\{b, c\}$ of the poset $(\mathcal{P}(S), \subseteq)$ have lub $X \cup Y=\{a, b, c\}$ and glb $X \cap Y=\{b\}$.

Definition 6 (Lower and upper bounds of a set). Let ( $X, \sqsubseteq$ ) be a poset, and $A \in \mathcal{P}(X)$ be a subset. $x \in X$ is called:

- a lower bound of $A$ if $x \sqsubseteq a$ for all $a \in A$;
- an upper bound of $A$ if $a \sqsubseteq x$ for all $a \in A$.

Definition 7 (glb and lub of a set). Let $(X, \sqsubseteq)$ be a poset, and $A \in \mathcal{P}(X)$ be a subset. $x \in X$ is called:

- the greatest lower bound (a.k.a. glb) of $A$ if $x^{\prime} \sqsubseteq x$ for all lower bound $x^{\prime}$ of $A$;
- the least upper bound (a.k.a. lub) of $A$ if $x \sqsubseteq x^{\prime}$ for all upper bound $x^{\prime}$ of $A$.

Remark 6 (glb and lub of a set). If $A$ admits a glb (resp. lub) in ( $X, \sqsubseteq$ ) then it is unique, and denoted $\sqcap A($ resp. $\sqcup A)$.

Definition 8 (Chain). Let $(X, \sqsubseteq)$ be a poset, and $C \in \mathcal{P}(X)$ be a subset. $C$ is called a chain if all elements of $C$ are comparable, i.e. $\forall a, b \in C: a \sqsubseteq b \vee b \sqsubseteq a$.

Hasse diagrams are directed graphs commonly used as graphic representations of posets. Vertices are elements of the set. The greater elements are placed above the smaller ones. Arcs depict the order relation between vertices. Arcs that can be inferred by transitivity are omitted for readability. In particular, Hasse diagrams help visualize glbs, lubs and chains.

Example 7 (Hasse diagram). The Hasse diagrams for the poset $(\mathcal{P}(\{a, b, c, d\}, \subseteq))$ is shown on Fig. 2.10.

## Lattices

Definition 9 (Lattice). $(X, \sqsubseteq, \sqcup, \sqcap)$ is called a lattice if $(X, \sqsubseteq)$ is a poset such that $a \sqcap b$ and $a \sqcup b$ exist for all $a, b \in X$.

Definition 10 (Complete lattice). $(X, \sqsubseteq, \sqcup, \sqcap, \perp, \top)$ is called a complete lattice if ( $X, \sqsubseteq$ ) is a poset such that $\sqcap A$ and $\sqcup A$ exist for all $A \in \mathcal{P}(X)$. In particular, $\perp=\sqcup \emptyset$ denotes the least element, and $\top=\sqcup X$ denotes the greatest element.

Property 1 (Powerset lattice). For every set $X,(\mathcal{P}(X), \subseteq, \cup, \cap, \emptyset, X)$ is a complete lattice, called the powerset lattice of $X$.


Figure 2.10: Hasse diagram for $(\mathcal{P}(\{a, b, c, d\}), \subseteq)$


Figure 2.11: Hasse diagram for $(\mathcal{P}(\mathbb{Z}), \subseteq)$

Example 8 (Powerset lattices). Fig. 2.10 shows the Hasse diagram for the powerset lattice of $\{a, b, c, d\}$. The Hasse diagram for the powerset lattice of $\mathbb{Z}$ is shown on Fig. 2.11.

Remark 7 (Maximal chains). Fig. 2.10 shows that all chains of $(\mathcal{P}(\{a, b, c, d\}), \subseteq)$ are finite. Maximal chains have length 5 . In contrast, Fig. 2.11 shows that $(\mathcal{P}(\mathbb{Z}), \subseteq)$ has
infinite chains, such as $\bigcup_{n \in \mathbb{N}}\{0, \ldots, n\}$.
Property 2 (Pointwise lifting of a lattice). Let $(X, \sqsubseteq, \sqcup, \sqcap, \perp, \top)$ be a complete lattice and $S$ be a set. Then the derived order structure $((S \rightarrow X), \dot{\sqsubseteq}, \dot{ப}, \dot{\Gamma}, \dot{\perp}, \dot{\top})$ defined by:

$$
\begin{aligned}
& f \dot{\sqsubseteq} f^{\prime} \triangleq \\
& \forall s \in S:(f \dot{\sqcup} f)(s) \triangleq f(s) \sqcup f^{\prime}(s) \\
& \forall s \in S \forall(f \dot{\Pi} f)(s) \triangleq f(s) \sqcap f^{\prime}(s) \\
& \forall s \in S: \dot{\perp}(s) \triangleq \perp \\
& \forall s \in S: \dot{\top}(s) \triangleq \top
\end{aligned}
$$

is a complete lattice.
Example 9 (Semantic domain as a pointwise lifted lattice). The semantic domain $\mathcal{D} \triangleq \mathbb{Z}^{\omega} \rightarrow \mathcal{P}(\Sigma)$ introduced in Sec. 2.1.2 enjoys the structure of a complete lattice ( $\mathcal{D}, \dot{\subseteq}, \dot{U}, \dot{n}, \dot{\emptyset}, \dot{\Sigma})$, as it lifts the powerset lattice of $\Sigma$ pointwise.

Property 3 (Coalescent pointwise lifting of a lattice). Let $(X, \sqsubseteq, \sqcup, \sqcap, \perp, \top)$ be a complete lattice and $S$ be a set. Let $\perp_{0} \notin S \rightarrow X$ be a new least element. Then the derived order structure $\left((S \rightarrow(X \backslash\{\perp\})) \cup\left\{\perp_{0}\right\}\right.$, 亡், ப், $\left.\dot{\Pi}, \perp_{0}, \dot{\top}\right)$ defined by:

$$
\begin{aligned}
& f \dot{\sqsubseteq} f^{\prime} \stackrel{\Delta}{\Longleftrightarrow} \forall s \in S: f(s) \sqsubseteq f^{\prime}(s) \\
& \forall s \in S:(f \dot{\sqcup} f)(s) \triangleq f(s) \sqcup f^{\prime}(s) \\
& \forall s \in S:(f \dot{\Gamma} f)(s) \triangleq f(s) \sqcap f^{\prime}(s) \\
& \forall s \in S: \dot{\top}(s) \triangleq \top
\end{aligned}
$$

is a complete lattice.
Remark 8 (Coalescent pointwise lifting of a lattice). Property 3 is often used to define program semantics based on invariant memory states, as liftings of non-relational numerical abstract domains. We will show the example of the Interval abstraction in Sec. 2.3.2.

### 2.2.2 Functions, operators and fixpoints

## Functions and operators

Let us list some useful properties of functions over order structures.
Definition 11 (Monotonicity). Given two posets $\left(X_{1}, \sqsubseteq_{1}\right)$ and $\left(X_{2}, \sqsubseteq_{2}\right)$, a function $f \in X_{1} \rightarrow X_{2}$ is called monotone if:

$$
\forall x, y \in X_{1}: x \sqsubseteq_{1} y \Longrightarrow f(x) \sqsubseteq_{2} f(y)
$$

Remark 9 (Monotonicity). If we interpret the elements of posets as program properties and their partial orders as models of logical implication, monotonicity is a necessary property for a function to preserve logical implication.

Example 10 (Monotonicity). Given a statement $s \in$ stat and a stream $\iota \in \mathbb{Z}^{\omega}$, the semantic transfer function $\mathbb{S} \llbracket s \rrbracket_{\iota}$ defined on Fig. 2.6 of Sec. 2.1.2 is monotone.

Definition 12 (Complete $\sqcup$-morphism). Given two complete lattices ( $X_{1}, \sqsubseteq_{1}, \sqcup_{1}, \sqcap_{1}, \perp_{1}, \top_{1}$ ) and ( $X_{2}, \sqsubseteq_{2}, \sqcup_{2}, \sqcap_{2}, \perp_{2}, \top_{2}$ ) a function $f \in X_{1} \rightarrow X_{2}$ is called a complete $\sqcup$-morphism if:

$$
\forall C \in \mathcal{P}\left(X_{1}\right): f\left(\sqcup_{1} C\right)=\sqcup_{2} f(C)
$$

Concrete semantic transfer functions of programs are typically defined as complete $\sqcup$-morphisms. This property implies indeed that it suffices to observe the behavior of a program for each possible input separately, and then to join all behaviors to obtain the set of all possible program behaviors. For instance, we intentionally defined $\mathbb{S} \llbracket s \rrbracket_{\iota}$ as a complete U-morphism by Equation 2.1.

Definition 13 (operator). We call operator on a set $X$ any function $f \in X \rightarrow X$.
Semantic functions are operators of the semantic domain. By extension, two-variable functions over a set $X$ are also called operators. For instance, $\sqcap$ and $\sqcup$ are called lattice operators of the lattice $(X, \sqsubseteq, \sqcup, \sqcap)$.

Definition 14 (Extensivity). An operator $f$ on a poset $(X, \sqsubseteq)$ is called extensive if

$$
\forall x \in X: x \sqsubseteq f(x)
$$

Example 11 (Extensivity). $n \mapsto 2 \times n$ is extensive on $(\mathbb{N}, \leq)$.
Definition 15 (Reductivity). An operator $f$ on a poset $(X, \sqsubseteq)$ is called reductive if

$$
\forall x \in X: f(x) \sqsubseteq x
$$

Example 12 (Reductivity). $n \mapsto\lfloor n / 2\rfloor$ is reductive on $(\mathbb{N}, \leq)$.

## Fixpoints

Definition 16 (Fixpoint). Let $f \in X \rightarrow X$ be an operator over a poset ( $X, \sqsubseteq$ ).

- $x \in X$ is called a fixpoint of $f$ if $f(x)=x$. We denote as $\operatorname{fp}(f)$ the set of fixpoints of $f$;
- if $\operatorname{fp}(f)$ has a least element, it is called the the least fixed point of $f$, and denoted lfp $f$.

Theorem 1 (Tarski's fixpoint theorem [167]). Let $f \in X \rightarrow X$ be an operator over a complete lattice $(X, \sqsubseteq, \sqcup, \sqcap, \perp, \top)$. If $f$ is monotone, then $\mathrm{fp}(f)$ is complete lattice, and $\operatorname{lfp} f=\sqcap\{x \in X \mid f(x) \sqsubseteq x\}$.

Theorem 2 (Kleene's constructive fixpoint theorem (weakened)). Let $f \in X \rightarrow X$ be an operator over a complete lattice $(X, \sqsubseteq, \sqcup, \sqcap, \perp, \top)$. If $f$ is a complete $\sqcup$-morphism, then $\operatorname{lfp} f=\sqcup\left\{f^{n}(\perp) \mid n \in \mathbb{N}\right\}$.

Theorem 2 can be found in [48] with weaker assumptions. In particular, $X$ need not be a lattice. We use the strong assumptions above to avoid introducing concepts that are not necessary in the context of this thesis.

This theorem is constructive, in that it expresses lfp $f$ as the limit of an iteration starting from $\perp$. It also suggests that unbounded iterations of operators may be expressed as fixpoints. The semantic function of loops of NIMP programs, introduced in Sec. 2.1.2, features such an iteration:

$$
\mathbb{S} \llbracket \text { while } c \text { do } s \rrbracket_{\iota}=\mathbb{S} \llbracket \neg c ? \rrbracket \circ \cup_{n \in \mathbb{N}}\left(\mathbb{S} \llbracket s \rrbracket_{\iota} \circ \mathbb{S} \llbracket c ? \rrbracket\right)^{n}
$$

Using Theorem 2, we can indeed rewrite it as:

$$
\begin{equation*}
\mathbb{S} \llbracket \text { while } c \text { do } s \rrbracket_{\iota} X=\mathbb{S} \llbracket \neg c ? \rrbracket\left(\operatorname{lfp} F_{\iota}^{X}\right) \tag{2.2}
\end{equation*}
$$

where $F_{\iota}^{X}(Y) \triangleq X \cup S \llbracket s \rrbracket_{\iota}(\mathbb{S} \llbracket c ? \rrbracket Y)$.

### 2.2.3 Domain abstraction

We are now ready to formalize the relationships between concrete and abstract semantic domains, by giving a mathematical meaning to the notion of abstraction.

## Concrete and abstract domains

The minimum structure for defining a concrete semantic domain is a poset ( $C, \leq$ ) (although we often have complete lattices in this thesis). Elements of $C$ represent properties of programs executions, which are sets of program behaviors. $\leq$ is an information order compatible with implication: larger elements represent coarser properties, hence more behaviors.

Example 13 (Concrete semantic domain for NIMP). The concrete semantic domain $\mathcal{D} \triangleq \mathbb{Z}^{\omega} \rightarrow \mathcal{P}(\Sigma)$ that we introduced in Sec. 2.1.2 is equipped with a complete lattice structure through pointwise lifting (see Example 9).

An abstract domain provides an alternate representation for a concrete domain, that may represent fewer elements, i.e. fewer properties. Abstract domains require thus the same minimal structure as concrete domains: a poset ( $A, \sqsubseteq$ ).

Example 14 (Abstracting away NIMP streams). In the case of NIMP programs, one may choose to focus on numerical properties of variables, rather than on the relationships between output input and values. One will thus disregard input streams $\iota \in \mathbb{Z}^{\omega}$, indexes $n \in \mathbb{N}$ in these streams, and sequences of outputs $o \in \mathbb{Z}^{*}$, and keep only memory states $\rho \in \mathcal{E}$ as program states of interest. The resulting abstract "memory-only" domain is then $\hat{\mathcal{D}} \triangleq \mathcal{P}(\mathcal{E})$, a (powerset) complete lattice.

Remark 10 (Abstracting away Nimp streams). We will follow up on Example 14 in the rest of chapter, and construct step by step an abstract semantics expressing numerical invariants of reachable memory states of NimP programs. The result will be classic semantics that ignores input and ouput streams, as in [132, Sec. 3.3]. While we make this choice to simplify the presentation of generic static analysis techniques in the current chapter, we will reintroduce streams in the concrete and abstract semantics in Chapter 3, in order to compare the semantics of two versions of a program.

We now describe the relation between concrete and abstract domains in the framework of abstract interpretation, and the related notion of soundness.

## Concretization and soundness

The minimum connection between a concrete domain $(C, \leq)$ and an abstract domain $(A, \sqsubseteq)$ is a monotone function $\gamma \in A \rightarrow C$ that defines the meaning of abstract elements of $A$ in terms of concrete elements of $C . \quad \gamma(a)$ is the concrete property represented by $a \in A . \quad \gamma$ is called the concretization of $A$. Monotonicity ensures that abstract implication is compatible with concrete implication.

An abstract property $a \in A$ is said to be sound with respect to a concrete property $c \in C$ if $c$ represents at least as many behaviours as $c$, i.e. $c \leq \gamma(a)$. Moreover $a$ is called an exact abstraction of $c$ if $a$ and $c$ represent the same set of behaviors, i.e. $c=\gamma(a)$.

Definition 17 (Sound and exact abstractions). Let $(C, \leq)$ and ( $A, \sqsubseteq$ ) be two posets. Let $\gamma \in C \rightarrow A$ be a monotone function, and $c \in C . a \in A$ is called:

1. a sound abstraction of $c$ for $\gamma$ if $c \leq \gamma(a)$;
2. an exact abstraction of $c$ for $\gamma$ if $c=\gamma(a)$.

Definition 18 (Concretization). Let $(C, \leq)$ and $(A, \sqsubseteq)$ be two posets. $\gamma \in A \rightarrow C$ is called a concretization function if it is monotone and every element of $C$ has a sound abstraction for $\gamma$.

Example 15 (Concretization function for Nimp's memory-only domain). Following up on Example 14, we propose the concretization $\hat{\gamma} \in \hat{\mathcal{D}} \rightarrow \mathcal{D}$ defined by $\hat{\gamma}(X)_{\iota}=X \times$ $\mathbb{N} \times \mathbb{Z}^{*}$. It means that a set of (abstract) memory states represents the set of possible (concrete) program states that have these memory states (and arbitrary input and output sequences).

Remark 11 (Composition of abstractions). An immediate consequence of Definitions 18 and 17 is that abstractions compose. If $(A, \sqsubseteq)$ abstracts $(C, \leq)$ via $\gamma \in C \rightarrow A,\left(A^{\prime}, \sqsubseteq^{\prime}\right)$ abstracts $(A, \sqsubseteq)$ via $\gamma^{\prime} \in A^{\prime} \rightarrow A$, then $\left(A^{\prime}, \sqsubseteq^{\prime}\right)$ abstracts $(C, \leq)$ via $\gamma \circ \gamma^{\prime}$. This allows incremental approaches to abstraction: abstract domains can be developed in layers. We will use this approach extensively in this thesis. We will illustrate it in the current chapter, by following up on Examples 14 and 15.

Some abstract domains rely solely on a concretization function to define their relation to a concrete domain. For instance, this it is the case of the polyhedra abstract domain [51], that represents sets of real numbers as affine inequalities. Most abstractions
used in this thesis will nonetheless enjoy a richer connection to concrete domains. They will feature an additional function $\alpha \in C \rightarrow A$, called abstraction function, such that the pair $(\alpha, \gamma)$ forms a Galois connection.

## Galois connections

Definition 19 (Galois connection). Let $(C, \leq)$ and $(A, \sqsubseteq)$ be two posets. A pair $(\alpha, \gamma) \in$ $(C \rightarrow A) \times(A \rightarrow C)$ is called a Galois connection, and denoted $(C, \leq) \underset{\alpha}{\stackrel{\gamma}{\leftrightharpoons}}(A, \sqsubseteq)$, if:

1. $\gamma$ is monotone;
2. $\alpha$ is monotone;
3. $\gamma \circ \alpha$ is extensive;
4. $\alpha \circ \gamma$ is reductive.

The monotonicity of $\gamma$ and $\alpha$ ensure that concrete and abstract implications are compatible: more precise (concrete) properties are represented by more precise (abstract) properties. The extensivity of $\gamma \circ \alpha$ states that $\alpha(c)$ is a sound abstraction of $c$ for all concrete element $c \in C$. The reductivity of $\alpha \circ \gamma$ additionally ensures that it is the least for the abstract order.

This last property is a key interest Galois connections: the abstraction function returns the so-called "best abstraction" of each concrete element.
Property 4 (Best abstraction). Let $(C, \leq) \underset{\alpha}{\stackrel{\gamma}{\hookrightarrow}}(A, \sqsubseteq)$ be a Galois connection.

$$
\forall c \in C: \alpha(c)=\sqcap\{a \mid c \leq \gamma(a)\}
$$

The following characterization is often used in practice to prove that two domains are related by a Galois connection.

Property 5 (Characteristic property of Galois connections). Let $(C, \leq)$ and $(A, \sqsubseteq)$ be two posets. A pair $(\alpha, \gamma) \in(C \rightarrow A) \times(A \rightarrow C)$ is a Galois connection if and only if:

$$
\forall(c, a) \in C \times A: c \leq \gamma(a) \Longleftrightarrow a \sqsubseteq \alpha(c)
$$

Example 16 (Galois connection for Nimp's memory-only domain). Following up on Example 15, we propose the abstraction $\hat{\alpha} \in \mathcal{D} \rightarrow \hat{\mathcal{D}}$ defined by $\hat{\alpha}(f)=\bigcup_{\sigma \in \mathbb{Z}}\{\rho \mid(\rho, n, o) \in$ $f(\sigma)\}$. We have $(\mathcal{D}, \dot{\subseteq}) \underset{\hat{\alpha}}{\stackrel{\hat{\gamma}}{ }}(\hat{\mathcal{D}}, \subseteq)$.

Example 17 (Absence of Galois connection). The polyhedra abstract domain [51] represents sets of real numbers as affine inequalities. The meaning of abstract elements is defined by a concretization function. However, no abstraction function can be proposed to form a Galois connection, as not all sets of real numbers have a best abstraction in this domain. Indeed, this domain can be seen, geometrically, as abstracting a set of points as a convex polyhedron. The best abstraction would be the smallest enclosing polyhedron. Unfortunately, such a polyhedron does not exist for some sets of points, such as discs. Fig. 2.12 illustrates this fact.


Figure 2.12: Absence of Galois connection (no polyhedral abstraction)

Although this is not necessary to have a Galois connection, several Galois connections introduced in this thesis will feature a unique abstract representation $a \in A$ for every concrete property $c \in C$. Such particular Galois connections are called Galois embeddings.

Definition 20 (Galois embedding). A Galois connection $(C, \leq) \underset{\alpha}{\stackrel{\gamma}{\longleftrightarrow}}(A, \sqsubseteq)$ is called a Galois embedding, and denoted $(C, \leq) \underset{\alpha}{\gamma}(A, \sqsubseteq)$, if one of the following equivalent properties holds:

1. $\alpha$ is surjective;
2. $\gamma$ is injective;
3. $\alpha \circ \gamma=I d$.

Example 18 (Galois embedding for NIMP's memory-only domain). The Galois connection introduced in Example 16 is additionally a Galois embedding:

$$
(\mathcal{D}, \dot{\subseteq}) \underset{\hat{\alpha}}{\stackrel{\hat{\gamma}}{\leftrightarrows}}(\hat{\mathcal{D}}, \subseteq)
$$

In a Galois embedding, the abstract domain is isomorphic to a subset of the concrete domain (the image of $\hat{\gamma}$, i.e. $\hat{\gamma}(A)$ ). The abstraction of elements of $\hat{\gamma}(A)$ does not lose information, while the abstraction of other elements may lose information. In some cases, we introduce completely isomorphic abstractions, that do not lose information on any concrete elements. The interest of such abstractions is usually a change of representation, to make later abstractions easier to express. In those cases, we have Galois isomorphisms.

Definition 21 (Galois isomorphism). A Galois connection $(C, \leq) \underset{\alpha}{\stackrel{\gamma}{\hookrightarrow}}(A, \sqsubseteq)$ is called a Galois isomorphism, and denoted $(C, \leq) \underset{\alpha}{\stackrel{\gamma}{\leftrightarrows}}(A, \sqsubseteq)$, if one of the following equivalent properties holds:

1. $\alpha$ is bijective;
2. $\gamma$ is bijective;
3. $\gamma \circ \alpha=\alpha \circ \gamma=I d$.

Example 19 (no Galois isomorphism for Nimp memory states). The Galois connection introduced in Example 16 is not a Galois isomorphism.

Property 6 (Composing Galois connections). Let $\left(X_{1}, \sqsubseteq_{1}\right) \stackrel{\gamma_{1}}{\gamma_{1}}\left(X_{2}, \sqsubseteq_{2}\right)$ and $\left(X_{2}, \sqsubseteq_{2}\right.$ $) \underset{\alpha_{2}}{\stackrel{\gamma_{2}}{\leftrightarrows}}\left(X_{3}, \sqsubseteq_{3}\right)$ be two Galois connections. Then $\left(X_{1}, \sqsubseteq_{1}\right) \underset{\alpha_{2} \circ \alpha_{1}}{\stackrel{\gamma_{1} \circ \gamma_{2}}{\leftrightarrows}}\left(X_{3}, \sqsubseteq_{3}\right)$ is a Galois connection.

Remark 12 (Composition of abstractions). Remark 11 noted that abstractions can be developed in layers. Property 6 additionally ensures that optimal abstractions can be developed incrementally.

Property 7 (Lifting Galois connections pointwise). Let $(C, \leq) \underset{\alpha}{\stackrel{\gamma}{\Longrightarrow}}(A, \sqsubseteq)$ be a Galois connection, and $S$ be a set. Then $(S \rightarrow C, \dot{\leq}) \underset{\dot{\alpha}}{\dot{\gamma}}(S \rightarrow A, \dot{\sqsubseteq})$ is a Galois connection, where

$$
\begin{aligned}
& f \dot{\leq} f^{\prime} \stackrel{\Delta}{\Longleftrightarrow} \forall s \in S: f(s) \leq f^{\prime}(s) \\
& f \dot{\sqsubseteq} f^{\prime} \triangleq \triangleq \forall s \in S: f(s) \sqsubseteq f^{\prime}(s) \\
& \dot{\alpha}(f) \triangleq \alpha \circ f \\
& \dot{\gamma}(f) \triangleq \gamma \circ f
\end{aligned}
$$

Property 8 (Coalescent pointwise lifting of a Galois connection). Let ( $\left.C, \leq, \vee, \wedge, \perp_{C}, \top_{C}\right)$ and $\left(A, \sqsubseteq, \sqcup, \sqcap, \perp_{A}, \top_{A}\right)$ be a two complete lattices such that $(C, \leq) \underset{\alpha}{\stackrel{\gamma}{\hookrightarrow}}(A, \sqsubseteq)$, and let $S$ be a set. Let $\left(\left(S \rightarrow\left(C \backslash\left\{\perp_{C}\right\}\right)\right) \cup\left\{\perp_{C}^{0}\right\}, \dot{\leq}, \dot{\vee}, \dot{\wedge}, \perp_{C}^{0}, \dot{\top}_{C}\right)$ and $\left(\left(S \rightarrow\left(A \backslash\left\{\perp_{A}\right\}\right)\right) \cup\right.$ $\left.\left\{\perp_{A}^{0}\right\}, \dot{\sqsubseteq}, \dot{\sqcup}, \dot{\sqcap}, \perp_{A}^{0}, \dot{\top}_{A}\right)$ be the coalescent pointwise liftings of $\left(C, \leq, \vee, \wedge, \perp_{C}, \top_{C}\right)$ and ( $A, \sqsubseteq, \sqcup, \sqcap, \perp_{A}, \top_{A}$ ), respectively, as defined by Property 3. Then

$$
\left(\left(S \rightarrow\left(C \backslash\left\{\perp_{C}\right\}\right)\right) \cup\left\{\perp_{C}^{0}\right\}, \dot{\leq}\right) \underset{\vec{\alpha}}{\stackrel{\bar{\gamma}}{\leftrightarrows}}\left(\left(S \rightarrow\left(A \backslash\left\{\perp_{A}\right\}\right)\right) \cup\left\{\perp_{A}^{0}\right\}, \dot{\sqsubseteq}\right)
$$

is a Galois connection such that:

$$
\begin{aligned}
& \bar{\gamma}(f) \triangleq \begin{cases}\perp_{C}^{0} & \text { if } f=\perp_{A}^{0} \\
\gamma \circ f & \text { otherwise }\end{cases} \\
& \bar{\alpha}(f) \triangleq \begin{cases}\perp_{A}^{0} & \text { if } f=\perp_{C}^{0} \\
\alpha \circ f & \text { otherwise }\end{cases}
\end{aligned}
$$

Remark 13 (Lifting Galois connections pointwise). Property 8 is often used to define program semantics based on invariant memory states, as liftings of non-relational numerical abstract domains. We will show the example of the Interval abstraction in Sec. 2.3.2.

### 2.2.4 Operator and fixpoint approximation

A distinctive feature of abstract interpretation is to replace uncomputable semantic operators over a concrete domain by operators on an abstract domain. Abstract operators must be designed as sound approximations of the concrete ones. When abstract operators are computable, we obtain an effective static analysis, the results of which are guaranteed to be sound with respect to the concrete semantics. Now that we have established formal relations between concrete and abstract domains, (through concretizations or Galois connections), we are ready to discuss techniques for approximating operators. A critical subset thereof deal with approximating fixpoints.

## Operator approximation

In Sec. 2.2.3, we have defined a notion of sound (resp. exact) abstraction in the context of domains. We extend these notions to domain operators, such as semantic transfer functions and lattice operators.

Definition 22 (Sound and exact operator abstraction). Let $(C, \leq)$ and $(A, \sqsubseteq)$ be two posets, and let $f \in C \rightarrow C$ and $g \in A \rightarrow A$ be two operators. $g$ is called:

1. a sound abstraction of $f$ if $f \circ \gamma \dot{\leq} \gamma \circ g$;
2. an exact abstraction of $f$ if $f \circ \gamma=\gamma \circ g$.

Remark 14 (operator abstraction). Definition 22 generalizes to two-variable operators over a poset, such as lattice operators.

In the context of a Galois connection, we can additionally extend the notion of best abstraction to operators.
Definition 23 (Best operator abstraction). Let $(C, \leq) \underset{\alpha}{\stackrel{\gamma}{\hookrightarrow}}(A, \sqsubseteq)$ be a Galois connection, and let $f \in C \rightarrow C$ and $g \in A \rightarrow A$ be two operators. $g$ is called the best abstraction of $f$ if $g(a)$ is the best abstraction of $f(\gamma(a))$ for all $a \in A$.
Property 9 (Best operator abstraction). Let $(C, \leq) \underset{\alpha}{\gamma}(A, \sqsubseteq)$ be a Galois connection, and let $f \in C \rightarrow C$ be an operator. Then $\alpha \circ f \circ \gamma$ is the best abstraction of $f$.

Example 20 (Operator abstraction for NiMP's memory-only domain). The best abstraction of the operator $\mathbb{S} \llbracket V \leftarrow e \rrbracket$ over $\mathcal{D}$ defined in Fig. 2.6 is the operator $\hat{\mathbb{S}} \llbracket V \leftarrow e \rrbracket$ over $\hat{\mathcal{D}}$ defined as:

$$
\hat{\mathbb{S}} \llbracket V \leftarrow e \rrbracket X \triangleq\{\rho[V \mapsto v] \mid \rho \in X \wedge v \in \mathbb{E} \llbracket e \rrbracket \rho\}
$$

More generally, Fig. 2.13 shows the best abstractions of the concrete semantics of atomic Nimp statements. As noted in Remark 10, this semantics abstracts away I/O streams: inputs are abstracted as nondeterministic choice, and outputs have no effect. As a consequence, this semantics cannot express some functional properties of interest of NIMP programs, such as the property stated in Example 4 for the program shown on Fig. 2.8.

```
\(\hat{\mathcal{S}} \llbracket\) stat \(\rrbracket \in \hat{\mathcal{D}} \rightarrow \hat{\mathcal{D}}\)
\(\hat{S} \llbracket\) skip \(\rrbracket X \quad \triangleq X\)
\(\hat{\mathbb{S}} \llbracket V \leftarrow e \rrbracket X \quad \triangleq\{\rho[V \mapsto v] \mid \rho \in X \wedge v \in \mathbb{E} \llbracket e \rrbracket \rho\}\)
\(\hat{\mathbb{S}} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket \triangleq \hat{\mathcal{S}} \llbracket V \leftarrow \operatorname{rand}(a, b) \rrbracket\)
\(\hat{S} \llbracket \operatorname{output}(V) \rrbracket \quad \triangleq \hat{S} \llbracket \operatorname{skip} \rrbracket\)
\(\hat{S} \llbracket \operatorname{assert}(c) \rrbracket \quad \triangleq \hat{S} \llbracket c ? \rrbracket\)
    where \(\hat{\mathbb{S}} \llbracket c ? \rrbracket X \triangleq\{\rho \in X \mid\) true \(\in \mathbb{C} \llbracket c \rrbracket \rho\}\)
```

Figure 2.13: Abstract (memory-only) semantics of NIMP atomic statements
$\underline{\hat{S} \llbracket s t a t \rrbracket \in \hat{\mathcal{D}} \rightarrow \hat{\mathcal{D}}}$
$\hat{S} \llbracket s ; t \rrbracket \quad \triangleq \hat{S} \llbracket t \rrbracket \circ \hat{S} \llbracket s \rrbracket$
$\hat{S} \llbracket$ if $c$ then $s$ else $t \rrbracket \triangleq \hat{S} \llbracket s \rrbracket \circ \hat{S} \llbracket c ? \rrbracket \dot{\cup} \hat{S} \llbracket t \rrbracket \circ \hat{S} \llbracket \neg c$ ? 】
$\hat{S} \llbracket$ while $c$ do $s \rrbracket X \triangleq \hat{S} \llbracket \neg c$ ? $\rrbracket\left(\hat{\Pi}_{X}\right)$
where $\forall \iota: \operatorname{lfp} F_{\iota}^{X} \subseteq \hat{\gamma}\left(\hat{\Pi}_{X}\right)$
Figure 2.14: Abstract (memory-only) semantics of Nimp compound statements

## Operator composition

Abstract operators can be composed, preserving the soundness of approximations.
Property 10 (Composition of sound abstract operators). Let ( $C, \leq$ ) be a concrete domain, and $(A, \sqsubseteq)$ be a related abstract domain. Let $f, f^{\prime} \in C \rightarrow C$ be concrete operators, and $g, g^{\prime} \in A \rightarrow A$ be abstract operators. Then:

1. if $g$ and $g^{\prime}$ are sound abstractions of $f$ and $f^{\prime}$, respectively, and $f$ is monotonic, then $g \circ g^{\prime}$ is a sound abstraction of $f \circ f^{\prime}$.
2. if $g$ and $g^{\prime}$ are exact abstractions of $f$ and $f^{\prime}$, respectively, then $g \circ g^{\prime}$ is an exact abstraction of $f \circ f^{\prime}$.

This property suggests an abstraction scheme for complex concrete operators defined as compositions of simpler ones. Such a scheme is well-suited to abstracting concrete semantic transfer functions defined by induction on the syntax of a programming language.

Example 21 (Composition of sound abstract operators). The concrete semantics shown on Fig. 2.6 of Sec. 2.1.2 is defined by induction on the syntax of Nimp programs. For instance, $\mathbb{S} \llbracket s ; t \rrbracket_{\iota}=\mathbb{S} \llbracket t \rrbracket_{\iota} \circ \mathbb{S} \llbracket s \rrbracket_{\iota}$ in the concrete domain $\mathcal{D}$. The semantics of the sequential composition may thus be abstracted as $\hat{\mathbb{S}} \llbracket s ; t \rrbracket \triangleq \hat{\mathcal{S}} \llbracket t \rrbracket \circ \hat{S} \llbracket s \rrbracket$ in the abstract domain $\hat{\mathcal{D}}$. More generally, Fig. 2.14 shows a possible abstraction of the semantics of compound NIMP statements, which follows the same structure, by induction on the syntax.

Remark 15 (Composition of sound abstract operators). Property 10 guarantees soundness, but not optimality: the composition of best abstractions may not be the best abstraction of the composition.

Figs. 2.13 and 2.14 illustrate how an abstract semantics can be soundly derived by approximating a concrete one. Yet, the construction is not complete. First, Fig. 2.14 requires a sound abstraction $\hat{\Pi}_{X}$ of the least fixpoint of the operator $F_{\imath}^{X}$ over the concrete domain. We will fill this first gap in the following of this section by fixpoint approximation. Second, the abstract semantics $\hat{\mathbb{S}}$ is not computable, as $\mathcal{D}$ is infinite. We will fill this second gap in Sec. 2.3.2 by numerical abstraction.

## Fixpoint approximation

A first approach is to approximate a concrete least fixpoint by Kleenian iteration in the abstract.

Theorem 3 (Kleenian fixpoint approximation (weakened)). Let $\left(C, \leq, \vee, \wedge, \perp_{C}, \top^{C}\right)$ be a complete lattice and $(A, \sqsubseteq)$ be a poset with a minimal element $\perp$.

If $f \in C \rightarrow C$ is a complete $\vee$-morphism, $g \in A \rightarrow A$ is a sound abstraction of $f$, and the sequence $\left\{g^{n}(\perp) \mid n \in \mathbb{N}\right\}$ has a limit $l \in A$, then $l$ is a sound abstraction of $\operatorname{lfp} f$.

This theorem can be found with weaker assumptions, e.g. in [132, Sec. 2.3]. In particular, $C$ need not be a lattice. We use the strong assumptions above to avoid introducing concepts that are not necessary in the context of this thesis.

This approach is effective in practice if iterates of $g$ from $\perp$ stabilize after a finite number of iterations, and if this number is reasonably small. The case occurs in some abstract domains, such as finite domains, or lattices featuring only finite chains. However, many abstract domains of interest feature infinite chains [54]. This is in particular the case of the widely used Interval Domain, as we will see in Sec. 2.3.2. To overcome this limitation, [48] introduced an iteration acceleration technique known as widening, that guarantees that a sound approximation of the concrete least fixpoint is computed in finite time.

Definition 24 (Widening operator). Let ( $A, \sqsubseteq$ ) be a poset and $\nabla \in A \times A \rightarrow A$ be a binary operator. $\nabla$ is called a widening operator if:

1. $\forall x, y \in A: x \sqsubseteq x \nabla y \wedge y \sqsubseteq x \nabla y$
2. for all sequences $\left(x_{n}\right)_{n \in \mathbb{N}} \in A^{\mathbb{N}}$, the sequence $\left(y_{n}\right)_{n \in \mathbb{N}} \in A^{\mathbb{N}}$ defined by $y_{0} \triangleq x_{0}$ and $y_{n+1} \triangleq y_{n} \nabla x_{n+1}$ is ultimately stationary, i.e. $\exists l \in \mathbb{N}: \forall n \geq l: y_{n}=y_{l}$.

Theorem 4 (Fixpoint approximation with widening). Let $\left(C, \leq, \vee, \wedge, \perp_{C}, T^{C}\right)$ be a complete lattice, and $(A, \sqsubseteq)$ be a poset with a minimal element $\perp$. Let $f \in C \rightarrow C$ be a monotonic operator, $g \in A \rightarrow A$ be a sound abstraction of $f$, and $\nabla$ be a widening operator. Then the sequence $\left(y_{n}\right)_{n \in \mathbb{N}} \in A^{\mathbb{N}}$ defined by $y_{0} \triangleq \perp$ and $y_{n+1} \triangleq y_{n} \nabla g\left(y_{n}\right)$ is ultimately stationary, and its limit is a sound abstraction of $\operatorname{lfp} f$.
$\hat{\hat{S}} \llbracket \operatorname{stat} \rrbracket \in \hat{\mathcal{D}} \rightarrow \hat{\mathcal{D}}$
$\hat{S} \llbracket s ; t \rrbracket \quad \triangleq \hat{S} \llbracket t \rrbracket \circ \hat{S} \llbracket s \rrbracket$
$\hat{S} \llbracket$ if $c$ then $s$ else $t \rrbracket \triangleq \hat{S} \llbracket s \rrbracket \circ \hat{S} \llbracket c ? \rrbracket \dot{\cup} \hat{S} \llbracket t \rrbracket \circ \hat{S} \llbracket \neg c ? \rrbracket$
$\hat{\mathbb{S}} \llbracket$ while $c$ do $s \rrbracket X \triangleq \hat{\mathbb{S}} \llbracket \neg c ? \rrbracket\left(\left(\hat{G}_{X}\right)^{l}(\perp)\right)$
where

$$
\begin{aligned}
l & \triangleq \min \left\{n \in \mathbb{N} \mid\left(\hat{G}_{X}\right)^{n}(\perp)=\left(\hat{G}_{X}\right)^{n+1}(\perp)\right\} \\
\hat{G}_{X}(Y) & \triangleq Y \nabla \hat{F}^{X}(Y) \\
\hat{F}^{X}(Y) & \triangleq X \cup \hat{\mathbb{S}} \llbracket s \rrbracket(\hat{\mathbb{S}} \llbracket c ? \rrbracket Y)
\end{aligned}
$$

Figure 2.15: abstract (memory-only) semantics of Nimp compound statements with widening

Widening operators can be defined specifically in each abstract domain, as part of a trade-off between the cost of abstract iterations and the precision of the approximations. We show the naive widening of Example 22 as a witness that such operators exist.

Example 22 (Naive widening).

$$
x \nabla y \triangleq\left\{\begin{array}{l}
x \text { if } y \sqsubseteq x \\
\top \text { otherwise }
\end{array}\right.
$$

The naive widening of Example 22 can be used in any abstract domain that contains a maximum element $T$. It typically leads to very coarse approximations in practice, hence more refined widenings are usually defined in abstract domains. We will show an example in the case of the Interval abstract domain in Sec. 2.3.2.

Example 23 (Fixpoint approximation with widening). Following up on Example 21 and assuming a widening operator $\nabla$ for our abstract domain $\hat{\mathcal{D}}$, we can update Fig. 2.14 with a sound approximation of the least fixpoint $\hat{\Pi}_{X}$ of the concrete operator $F_{l}^{X}$. The result is shown on Fig. 2.15. We perform iterations with widening of the sound approximation $\hat{F}^{X}$ of $F_{\iota}^{X}$, relying on Theorem 4 for iterations to stabilize on a sound approximation of the concrete least fixpoint in finite time.

### 2.3 Static analysis

Static analysis aims at inferring properties of programs automatically, by computing with sound abstractions of their concrete semantics. We have introduced the (uncomputable) concrete semantics $\mathbb{S}$ of Nimp programs in Sec. 2.1. Then, we have presented in Sec. 2.2 how an abstract semantics can be designed as a sound approximation of a concrete one. We have illustrated this approach by deriving $\hat{\mathbb{S}}$, a simple abstraction of $\mathbb{S}$. However, $\hat{\mathbb{S}}$ is not yet suitable for an effective static analysis. Indeed, the elements of the abstract domain $\hat{\mathcal{D}}=\mathcal{P}(E)$ are not representable in computer memory, hence $\hat{\mathbb{S}}$, (as $\mathbb{S}$ ) is not
computable. We need to abstract $\hat{\mathbb{S}}$ further to obtain a computable abstraction $\mathbb{S} \not{ }^{\sharp}$ of $\mathbb{S}$, resulting in an effective static analysis. Nonetheless, the modular approach to operator approximation illustrated in Sec. 2.2.4 allows clarifying the requirements for such a computable abstract semantics.

### 2.3.1 Generic computable abstract semantics

A computable abstraction of $\hat{\mathbb{S}}$ (and thus of $\mathbb{S}$ ) is a semantics of NimP programs $\mathbb{S}^{\sharp}$ that meets the following requirements:

- $\mathbb{S}^{\sharp} \llbracket s \rrbracket$ is an operator over a poset $\left(\mathcal{D}^{\sharp}, \sqsubseteq^{\sharp}\right)$ such that:
$-\mathcal{D}^{\sharp}$ is a set of computer-representable values with a least element $\perp^{\sharp}$ and a greatest element $T^{\sharp}$, and
- an effective algorithm is available to test whether $x^{\sharp} \sqsubseteq y^{\sharp}$ holds for all $x^{\sharp}, y^{\sharp} \in$ $\mathcal{D}^{\sharp}$;
- a monotonic (concretization) function $\gamma \in \mathcal{D}^{\sharp} \rightarrow \mathcal{D}$ exists such that $\gamma\left(\perp^{\sharp}\right)=\emptyset$ and $\gamma\left(T^{\sharp}\right)=\mathcal{E} ;$
- an effective algorithm is available to compute the operator $\mathbb{S} \sharp \Vdash \leftarrow e \rrbracket$ (resp. $\mathbb{S}^{\sharp} \llbracket e_{1} \bowtie e_{2} \rrbracket$, resp. $\cup^{\sharp}$, resp. $\left.\cap^{\sharp}\right)$ over $\mathcal{D}^{\sharp}$, such that $\mathbb{S}^{\sharp} \llbracket V \leftarrow e \rrbracket\left(\right.$ resp. $\mathbb{S}^{\sharp} \llbracket e_{1} \bowtie e_{2} \rrbracket$, resp. $\cup^{\sharp}$, resp. $\left.\cap^{\sharp}\right)$ is a sound abstraction of $\hat{\mathbb{S}} \llbracket V \leftarrow e \rrbracket$ (resp. $\hat{\mathcal{S}} \llbracket e_{1} \bowtie e_{2} \rrbracket$ resp. $\cup$, resp. $\cap$ );
- an effective algorithm is available to compute a widening operator $\nabla$.

In addition, a Galois connection $(\mathcal{D}, \subseteq) \underset{\alpha}{\stackrel{\gamma}{\leftrightarrows}}\left(\mathcal{D}^{\sharp}, \sqsubseteq^{\sharp}\right)$ may optionally exist. In this case, best abstractions can be constructed for all operators.

Using the modular abstraction scheme introduced in in Sec. 2.2.4, we obtain the abstract semantics of NIMP programs $\mathbb{S}^{\sharp}$ shown on Fig. 2.16. This semantics is parameterized by a generic abstract domain $\left(\mathcal{D}^{\sharp}, \sqsubseteq^{\sharp}\right)$, approximations $\cup^{\sharp}$ and $\cap^{\sharp}$ of lattice operators, and transfer functions of assignments $V \leftarrow e$ and tests $e_{1} \bowtie e_{2}$. This generic construction guarantees that $\mathbb{S} \sharp \llbracket s \rrbracket$ is a sound approximation of $\hat{\mathbb{S}} \llbracket s \rrbracket$ (and of $\mathbb{S} \llbracket s \rrbracket$ ) for all statements $s$, and that the computation of $\mathbb{S} \sharp \llbracket s \rrbracket X^{\sharp}$ terminates for all abstract properties $X^{\sharp} \in \mathcal{D}^{\sharp}$. It is therefore suitable as the design of a static analyzer that is parametric in the choice of an abstract domain.

To move on from a generic analyzer to a practical instance, we must provide an instance of the generic abstract domain $\mathcal{D}^{\sharp}$. $\mathcal{D}^{\sharp}$ abstracts sets of memory states in $\mathcal{D}=\mathcal{P}(\mathcal{V} \rightarrow \mathbb{Z})$, i.e. sets of points in a vector space of dimension $|\mathcal{V}|$. Such an abstract domain is called a numerical abstract domain.

### 2.3.2 Numerical abstract domains

Numerical domains are essential components of static analyzers. They express indeed invariants that are key to prove safety properties of programs, such as the range of individual variables, or algebraic relations between several variables. Numerical abstractions

```
\(\cup^{\sharp} \in \mathcal{D}^{\sharp} \times \mathcal{D}^{\sharp} \rightarrow \mathcal{D}^{\sharp}\)
\(\mathcal{N}^{\sharp} \in \mathcal{D}^{\sharp} \times \mathcal{D}^{\sharp} \rightarrow \mathcal{D}^{\sharp} \quad\) given
\(\nabla \in \mathcal{D}^{\sharp} \times \mathcal{D}^{\sharp} \rightarrow \mathcal{D}^{\sharp}\)
\(\left.\begin{array}{l}\mathbb{S} \sharp \llbracket V \leftarrow e \rrbracket \\ \mathbb{S} \sharp \llbracket c ? \rrbracket\end{array}\right]\) given
\(\mathbb{S}^{\sharp} \llbracket\) stat \(\rrbracket, \mathbb{S}^{\sharp} \llbracket \operatorname{cond} ? \rrbracket \in \mathcal{D}^{\sharp} \rightarrow \mathcal{D}^{\sharp}\)
\(\mathbb{S}^{\sharp} \llbracket \operatorname{skip} \rrbracket X^{\sharp} \quad \triangleq X^{\sharp}\)
\(\mathbb{S}^{\sharp} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket \triangleq \mathbb{S}^{\sharp} \llbracket V \leftarrow \operatorname{rand}(a, b) \rrbracket\)
\(\mathbb{S}^{\sharp} \llbracket \operatorname{output}(V) \rrbracket \triangleq \mathbb{S}^{\sharp} \llbracket \operatorname{skip} \rrbracket\)
\(\mathbb{S}^{\sharp} \llbracket \operatorname{assert}(c) \rrbracket \quad \triangleq \mathbb{S} \llbracket c ? \rrbracket\)
\(\mathbb{S}^{\sharp} \llbracket s ; t \rrbracket \quad \triangleq \mathbb{S}^{\sharp} \llbracket t \rrbracket \circ \mathbb{S}^{\sharp} \llbracket s \rrbracket\)
\(\mathbb{S}^{\sharp} \llbracket\) if \(c\) then \(s\) else \(t \rrbracket \triangleq \mathbb{S}^{\sharp} \llbracket s \rrbracket \circ \mathbb{S}^{\sharp} \llbracket c ? \rrbracket \dot{\cup}^{\sharp} \mathbb{S}^{\sharp} \llbracket t \rrbracket \circ \mathbb{S}^{\sharp} \llbracket \neg c ? \rrbracket\)
\(\mathbb{S}^{\sharp} \llbracket\) while \(c\) do \(s \rrbracket X^{\sharp} \triangleq \mathbb{S} \sharp \llbracket c ? \rrbracket\left(\left(G_{X^{\sharp}}^{\sharp}\right)^{l}(\perp)\right)\) where
            \(l \triangleq \min \left\{n \in \mathbb{N} \mid\left(G_{X^{\sharp}}^{\sharp}\right)^{n}(\perp)=\left(G_{X^{\sharp}}^{\sharp}\right)^{n+1}(\perp)\right\}\)
    \(G_{X^{\sharp}}^{\sharp}\left(Y^{\sharp}\right) \triangleq Y^{\sharp} \nabla F_{X^{\sharp}}^{\sharp}\left(Y^{\sharp}\right)\)
    \(F_{X^{\sharp}}^{\sharp}\left(Y^{\sharp}\right) \triangleq X^{\sharp} \cup^{\sharp} \mathbb{S}^{\sharp} \llbracket s \rrbracket\left(\mathbb{S}^{\sharp} \llbracket c ? \rrbracket Y^{\sharp}\right)\)
\(\mathbb{S}^{\sharp} \llbracket\) true \(? \rrbracket X^{\sharp} \quad \triangleq X^{\sharp}\)
\(\mathbb{S}^{\sharp} \llbracket\) false \(? \rrbracket X^{\sharp} \quad \triangleq \perp^{\sharp}\)
\(\mathbb{S}^{\sharp} \llbracket\left(c_{1} \wedge c_{2}\right) ? \rrbracket \quad \triangleq \mathbb{S}^{\sharp} \llbracket c_{1} ? \rrbracket \dot{n}^{\sharp} \mathbb{S} \llbracket c_{2} ? \rrbracket\)
\(\mathbb{S}^{\sharp} \llbracket\left(c_{1} \vee c_{2}\right) ? \rrbracket \quad \triangleq \mathbb{S} \sharp \llbracket c_{1} ? \rrbracket \dot{U}^{\sharp} \mathbb{S} \sharp \llbracket c_{2} ? \rrbracket\)
```

Figure 2.16: Abstract semantics of NIMP programs (parameterized by an abstract domain $\mathcal{D}^{\sharp}$ )
have thus been widely studied, resulting in a variety of numerical domains in the literature. Popular examples include: Signs [47], Intervals [47], Congruences [82], Linear equalities [102], Polyhedra [51], Ellipses [73], Zones [135], Octagons [128], Exponentials [74], Gauges [173], and Zonotopes [124].

The goal of the present chapter is not to give an in-depth overview of available numerical abstract domains. Indeed, we mainly aim at demonstrating how a computable abstract semantics can be derived to enable a sound static analysis. We will thus focus on the simple Interval abstract domain. We will nonetheless provide a brief overview of other domains, featuring different trade-offs between expressiveness and cost.

## Interval abstraction

Interval analysis aims at inferring numerical invariants of the form $a \leq \mathrm{x} \leq b$, where x is a program variable, and $a$ and $b$ are numerical constants discovered during the analysis. Such invariants are called non-relational, as they express numerical properties

$$
\begin{gathered}
(\hat{\mathcal{D}}, \subseteq) \stackrel{\gamma_{C}}{\alpha_{C}}(\tilde{\mathcal{D}}, \tilde{\subseteq}) \\
\alpha_{C}(\hat{X}) \triangleq\left\{\begin{array}{c}
\tilde{\perp} \quad \text { if } X=\emptyset \\
V \mapsto \bigcup_{\rho \in \hat{X}}\{\rho(V)\} \text { otherwise }
\end{array}\right. \\
\gamma_{C}(\tilde{X}) \triangleq\left\{\begin{array}{cc}
\emptyset & \text { if } \tilde{X}=\tilde{\perp} \\
\cup\{\rho \mid \forall V \in \mathcal{V}: \rho(V) \in \tilde{X}(V)\} \text { otherwise }
\end{array}\right.
\end{gathered}
$$

Figure 2.17: Cartesian abstraction
(ranges) of individual variables separately. In contrast, such non-relational invariants cannot express relations between multiple variables. The Interval domain is thus called a non-relational domain.

Remark 16 (non-relational domains). Other widely used non-relational domains include the Sign and Congruence domains. The Sign (resp. Congruence) domain expresses invariants of the form $\mathrm{x} \bowtie 0$ (resp. $\mathrm{x} \in a \mathbb{Z}+b$ ) where x is a program variable, $\bowtie \in$ $\{\leq, \geq,=\}$, and $a$ and $b$ are numerical constants discovered during the analysis. The abstract operators of non-relational domains have typically linear worst-case cost, which makes them attractive. For instance, the Interval domain is used as a base domain in most static analyzers based on abstract interpretation, and combined with other domains in reduced products $[49,50]$ to contribute to the inference of precise invariants. The Congruence domain is used in static analyzers of C programs such as ASTRÉE [25], Frama-C [58] and Mopss [97] to check that data structures are well-aligned on word boundaries in computer memory.

It is sufficient, in the case non-relational domains, to abstract the set of values of individual variables in each memory state separately, disregarding any relational information. Such a choice is an abstraction per se, called Cartesian abstraction.

Cartesian abstraction. We abstract the domain of memory-only states $\hat{\mathcal{D}}=\mathcal{P}(\mathcal{V} \rightarrow$ $\mathbb{Z})$ further, into the domain $\tilde{\mathcal{D}} \triangleq \mathcal{V} \rightarrow \mathcal{P}(\mathbb{Z}) \cup\{\tilde{\perp}\}$, where $\tilde{\perp} \notin \mathcal{V} \rightarrow \mathcal{P}(\mathbb{Z})$ is the new least element of $(\tilde{\mathcal{D}}, \tilde{\subseteq})$ such that $\tilde{\subseteq} \triangleq \dot{\subseteq} \cup \bigcup_{X \in \tilde{\mathcal{D}}}\{(\tilde{\perp}, X)\}$. Abstract elements describe the sets of reachable values of individual program variables. This abstraction enjoys a Galois connection, as shown on Fig. 2.17. The semantic transfer functions resulting from the best abstraction are still uncomputable, because $\mathcal{P}(\mathbb{Z})$ contains infinite elements. The principle of interval analysis is to abstract the sets of integers representing the values of individual variables into intervals representing their ranges, to finally achieve computability.

Interval Domain. We start by abstracting sets of integers into intervals, which we will lift to abstract memory states in a second step. The definition of the Interval poset $\left(\mathcal{I}, \sqsubseteq_{\mathcal{I}}\right)$ is shown on Fig. 2.19. Non $-\perp_{\mathcal{I}}$ abstract elements of $\mathcal{I}$ are defined by an ordered pair of integer or infinite bounds, extending the usual order $\leq$ on $\mathbb{Z}$ to

$$
\begin{gathered}
(\mathcal{P}(\mathbb{Z}), \subseteq) \stackrel{\gamma_{\mathcal{I}}}{\leftrightarrows}\left(\mathcal{I}, \sqsubseteq_{\mathcal{I}}\right) \\
\alpha_{\mathcal{I}}(X) \triangleq\left\{\begin{array}{c}
\perp_{\mathcal{I}} \quad \text { if } X=\emptyset \\
{[\min X, \max X] \text { otherwise }}
\end{array}\right. \\
\gamma_{\mathcal{I}}(i) \triangleq\left\{\begin{array}{c}
\text { if } i=\perp_{\mathcal{I}} \\
\{x \mid l \leq x \leq u \wedge i=[l, u]\} \text { otherwise }
\end{array}\right.
\end{gathered}
$$

Figure 2.18: Interval abstraction

$$
\begin{array}{rlll}
\mathcal{I} & \triangleq\{[l, u] \mid l \in \mathbb{Z} \cup\{-\infty\}, u \in \mathbb{Z} \cup\{+\infty\}, l \leq u\} & \cup & \left\{\perp_{I}\right\} \\
\sqsubseteq_{\mathcal{I}} & \triangleq\left\{\left(\left[l_{1}, u_{1}\right],\left[l_{2}, u_{2}\right]\right) \in\left(\mathcal{I} \backslash\left\{\perp_{\mathcal{I}}\right\}\right)^{2} \mid l_{2} \leq l_{1} \wedge u_{1} \leq u_{2}\right\} & \cup & \bigcup_{i \in \mathcal{I}}\left\{\left(\perp_{\mathcal{I}}, i\right)\right\}
\end{array}
$$

Figure 2.19: The Interval Poset

$$
\left.\begin{array}{rl}
{[a, b] \sqcup_{\mathcal{I}}[c, d]} & \triangleq[\min (a, c), \max (b, d)] \\
i \sqcup_{\mathcal{I}} \perp_{\mathcal{I}} \triangleq i \triangleq \perp_{\mathcal{I}} \sqcup_{\mathcal{I}} i
\end{array}\right] \begin{array}{cc}
{[a, b] \sqcap_{\mathcal{I}}[c, d] \triangleq\left\{\begin{array}{cc}
{[\max (a, c), \min (b, d)]} & \text { if } \max (a, c) \leq \min (b, d) \\
\perp_{\mathcal{I}} & \text { otherwise }
\end{array}\right.} \\
i \sqcap_{\mathcal{I}} \perp_{\mathcal{I}} \triangleq \perp_{\mathcal{I}} \triangleq \perp_{\mathcal{I}} \sqcap_{\mathcal{I}} i &
\end{array}
$$

Figure 2.20: Interval lattice operators
infinities. This representation is obviously representable in computer memory: at most two numbers must be represented. The order $\sqsubseteq_{\mathcal{I}}$ is also computable: it compares the bounds of intervals. Fig. 2.18 shows the relation between intervals and sets of integers: the Interval abstraction enjoys a Galois embedding with the complete powerset lattice of integers $(\mathcal{P}(\mathbb{Z}), \subseteq, \cup, \cap, \emptyset, \mathbb{Z})$. The lattice operators $\sqcup_{\mathcal{I}}$ and $\sqcap_{\mathcal{I}}$ can be derived as best abstractions of $\cup$ and $\cap$, as shown on Fig. 2.20. We can derive in a similar way the best abstractions of (arithmetic) operators over $\mathbb{Z}$. We only show the cases of operators $+_{\mathcal{I}}$, $-_{\mathcal{I}}$ and $\times_{\mathcal{I}}$ on Fig. 2.21 for conciseness.

The Interval domain $\left(\mathcal{I}, \sqsubseteq_{\mathcal{I}}, \sqcup_{\mathcal{I}}, \sqcap_{\mathcal{I}}, \perp_{\mathcal{I}},[-\infty,+\infty]\right)$ is a complete lattice that features infinite chains, as illustrated by Fig. 2.22. A widening is therefore required to enforce the convergence of abstract iterations. We could use the generic naive widening introduced in Example 22, but this would lead to very imprecise analyses of loops in practice. Instead, real-world analyzers such as ASTRÉE rely on widenings with thresholds. Let

$$
\begin{aligned}
\forall i \in \mathcal{I}: \perp_{\mathcal{I}}+_{\mathcal{I}} i \triangleq \perp_{\mathcal{I}} \triangleq i+_{\mathcal{I}} \perp_{\mathcal{I}} & {[a, b]+_{\mathcal{I}}[c, d] \triangleq[a+c, b+d] } \\
\forall i \in \mathcal{I}: \perp_{\mathcal{I}}-_{\mathcal{I}} i \triangleq \perp_{\mathcal{I}} \triangleq i-_{\mathcal{I}} \perp_{\mathcal{I}} & {[a, b]-_{\mathcal{I}}[c, d] \triangleq[a-d, b-c] } \\
\forall i \in \mathcal{I}: \perp_{\mathcal{I}} \times_{\mathcal{I}} i \triangleq \perp_{\mathcal{I}} \triangleq i \times_{\mathcal{I}} \perp_{\mathcal{I}} & {[a, b] \times_{\mathcal{I}}[c, d] \triangleq[\min T, \max T] } \\
& \text { where } T=\{a c, a d, b c, b d\}
\end{aligned}
$$

Figure 2.21: Interval abstraction of arithmetic operators


Figure 2.22: Hasse diagram of the Interval poset ( $\left.\mathcal{I}, \sqsubseteq_{\mathcal{I}}\right)$
$T \in \mathcal{P}(\mathbb{Z})$ be a finite set of bounds (thresholds). The widening operator $\nabla_{I}^{T}$ is defined as $[a, b] \nabla_{I}^{T}[c, d] \triangleq[x, y]$ where:

- $x=a$ if $a \leq c$, otherwise $x=\max \{n \in T \cup\{-\infty,+\infty\} \mid n \leq c\}$;
- $y=b$ if $b \geq d$, otherwise $y=\min \{n \in T \cup\{-\infty,+\infty\} \mid n \geq d\}$.

Interval based abstract program semantics. We are now ready to define an interval-based abstract domain $\mathcal{D}^{\sharp}$ that can be used to parameterize the generic abstract program semantics of Fig. 2.16. Leveraging Property 8, we derive $\mathcal{D}^{\sharp}$ by coalescent pointwise lifting:

$$
\mathcal{D}^{\sharp} \triangleq\left(\mathcal{V} \rightarrow\left(\mathcal{I} \backslash\left\{\perp_{I}\right\}\right)\right) \cup\left\{\perp^{\sharp}\right\}
$$

$$
\begin{aligned}
& X^{\sharp} \sqsubseteq^{\sharp} Y^{\sharp} \Longleftrightarrow\left(X^{\sharp}=\perp^{\sharp}\right) \vee\left(X^{\sharp}, Y^{\sharp} \neq \perp^{\sharp} \wedge \forall V \in \mathcal{V}: X^{\sharp}(V) \sqsubseteq_{\mathcal{I}} Y^{\sharp}(V)\right) \\
& \bar{\gamma}_{\mathcal{I}}\left(X^{\sharp}\right)=\left\{\begin{array}{c}
\tilde{\perp} \quad \text { if } X^{\sharp}=\perp^{\sharp} \\
\gamma_{\mathcal{I}} \circ X^{\sharp} \text { otherwise }
\end{array}\right. \\
& \bar{\alpha}_{\mathcal{I}}(\tilde{X})=\left\{\begin{array}{cc}
\perp^{\sharp} & \text { if } \tilde{X}=\tilde{\mathcal{L}} \\
\alpha_{\mathcal{I}} \circ \tilde{X} \text { otherwise }
\end{array}\right. \\
& T^{\sharp}(V)=[-\infty,+\infty] \\
& X^{\sharp} \cup^{\sharp} Y^{\sharp}=\left\{\begin{array}{cc}
Y^{\sharp} & \text { if } X^{\sharp}=\perp^{\sharp} \\
X^{\sharp} & \text { if } Y^{\sharp}=\perp^{\sharp} \\
V \mapsto X^{\sharp}(V) \sqcup_{\mathcal{I}} Y^{\sharp}(V) \text { otherwise }
\end{array}\right. \\
& X^{\sharp} \nabla_{T}^{\sharp} Y^{\sharp}=\left\{\begin{array}{cc}
Y^{\sharp} & \text { if } X^{\sharp}=\perp^{\sharp} \\
X^{\sharp} & \text { if } Y^{\sharp}=\perp^{\sharp} \\
V \mapsto X^{\sharp}(V) \nabla_{\mathcal{I}}^{T} Y^{\sharp}(V) \text { otherwise }
\end{array}\right. \\
& X^{\sharp} \cap^{\sharp} Y^{\sharp}=\left\{\begin{array}{cl}
\perp^{\sharp} & \text { if } X^{\sharp}=\perp^{\sharp} \vee Y^{\sharp}=\perp^{\sharp} \\
\perp^{\sharp} & \text { if } \exists V \in \mathcal{V}: X^{\sharp}(V) \sqcap_{\mathcal{I}} Y^{\sharp}(V)=\perp_{\mathcal{I}}^{\sharp} \\
V \mapsto X^{\sharp}(V) \sqcap_{\mathcal{I}} Y^{\sharp}(V) \text { otherwise }
\end{array}\right.
\end{aligned}
$$

Figure 2.23: Interval abstract operators
such that all elements where $\perp_{I}$ appears are coalesced into a unique element $\perp^{\sharp}$. Property 8 guarantees optimal abstraction: $\left(\tilde{\mathcal{D}}, \underset{\widetilde{\subseteq}}{\tilde{\sigma_{\mathcal{I}}}} \xlongequal[\bar{\gamma}_{I}]{\leftrightarrows}\left(\mathcal{D}^{\sharp}, \sqsubseteq^{\sharp}\right)\right.$, with $\sqsubseteq^{\sharp}=\dot{\sqsubseteq}_{\mathcal{I}} \cup \bigcup_{X^{\sharp} \in \mathcal{D}^{\sharp}}\left\{\left(\perp^{\sharp}, X^{\sharp}\right)\right\}$. This allows deriving most abstract operators on $\mathcal{D}^{\sharp}$ by lifting operators on $\mathcal{I}$ pointwise. Fig. 2.23 shows these operators. They are sound, optimal and computable.

The only missing operators to complete the requirements of Sec. 2.3.1 for a computable abstraction are the transfer functions for assignments and tests $\mathbb{S} \sharp \llbracket V \leftarrow e \rrbracket$ and $\mathbb{S}^{\sharp} \llbracket e_{1} \bowtie e_{2} ? \rrbracket$. The standard practice is to propose algorithms that define the semantics, rather than deriving optimal abstract operators through $\alpha_{\mathcal{I}}$. The soundness of these algorithms must then be proved using $\gamma_{\mathcal{I}}$. We will not do it here, as such algorithms and proofs are standard. A standard abstract semantics for assignments is:

$$
\mathbb{S}^{\sharp} \llbracket V \leftarrow e \rrbracket X^{\sharp} \triangleq\left\{\begin{array}{cc}
\perp^{\sharp} & \text { if } X=\perp^{\sharp} \vee \mathbb{E}^{\sharp} \llbracket e \rrbracket X^{\sharp}=\perp_{\mathcal{I}} \\
X^{\sharp}\left[V \mapsto \mathbb{E}^{\sharp} \llbracket e \rrbracket\right] & \text { otherwise }
\end{array}\right.
$$

where the abstract semantics $\mathbb{E}^{\sharp} \llbracket e \rrbracket$ of expression $e \in$ expr is evaluated by induction on the syntax, propagating the abstract, interval-based, representation for sets of values. The definition of $\mathbb{E}^{\sharp} \llbracket e \rrbracket$ is shown on Fig. 2.24. The abstract semantics for tests is shown on Fig. 2.25: it handles precisely simple cases, safely defaulting to the identity for other cases. Note that much more precise abstract semantics can be defined for tests. Standard

```
\(\mathbb{E}^{\sharp} \llbracket V \in \mathcal{V} \rrbracket X^{\sharp} \quad \triangleq X^{\sharp}(V)\)
\(\mathbb{E}^{\sharp} \llbracket c \in \mathbb{Z} \rrbracket X^{\sharp} \quad \triangleq[c, c]\)
\(\mathbb{E}^{\sharp} \llbracket \operatorname{rand}(a, b) \rrbracket X^{\sharp} \triangleq[a, b]\)
\(\mathbb{E}^{\sharp} \llbracket-e \rrbracket X^{\sharp} \quad \triangleq-\sharp \mathbb{E} \llbracket e \rrbracket X^{\sharp}\)
\(\mathbb{E}^{\sharp} \llbracket e_{1}+e_{2} \rrbracket X^{\sharp} \quad \triangleq \mathbb{E}^{\sharp} \llbracket e_{1} \rrbracket X^{\sharp}+\mathcal{I} \mathbb{E} \llbracket e_{2} \rrbracket X^{\sharp}\)
\(\mathbb{E}^{\sharp} \llbracket e_{1}-e_{2} \rrbracket X^{\sharp} \triangleq \mathbb{E}^{\sharp} \llbracket e_{1} \rrbracket X^{\sharp}-\mathcal{I} \mathbb{E}^{\sharp} \llbracket e_{2} \rrbracket X^{\sharp}\)
\(\mathbb{E}^{\sharp} \llbracket e_{1} \times e_{2} \rrbracket X^{\sharp} \quad \triangleq \mathbb{E}^{\sharp} \llbracket e_{1} \rrbracket X^{\sharp} \times_{\mathcal{I}} \mathbb{E}^{\sharp} \llbracket e_{2} \rrbracket X^{\sharp}\)
```

Figure 2.24: Abstract semantics of expressions

$$
\begin{aligned}
& \mathbb{S}^{\sharp} \llbracket V \leq n ? \rrbracket X^{\sharp} \triangleq\left\{\begin{array}{c}
X^{\sharp}[V \mapsto[a, \min \{b, n\}] \text { if } a \leq n \\
\perp^{\sharp}
\end{array} \quad \begin{array}{c}
\text { otherwise }
\end{array}\right. \\
& \mathbb{S}^{\sharp} \llbracket V \leq W ? \rrbracket X^{\sharp} \triangleq\left\{\begin{array}{c}
X^{\sharp}[V \mapsto[a, \min \{b, d\}, W \mapsto[\max \{a, c\}, d]] \text { if } a \leq d \\
\perp^{\sharp}
\end{array}\right. \\
& \mathbb{S}^{\sharp} \llbracket e_{1} \bowtie e_{2} ? \rrbracket X^{\sharp} \triangleq X^{\sharp} \text { in all otherwise cases. } \\
& \text { where }[a, b]=X^{\sharp}(V) \text { and }[c, d]=X^{\sharp}(W)
\end{aligned}
$$

Figure 2.25: Abstract semantics of tests
versions rely on bottom-up and top-down traversals of the abstract syntax tree of the condition $e_{1} \bowtie e_{2}$, known the HC 4 [23] algorithm in the constraint solving community. A presentation in the abstract interpretation framework can be found in [132, Sec. 4.6].

Interval analysis. In the previous sections, starting with Example 15 of Sec. 2.2.3, we have used a gradual abstraction scheme to abstract the uncomputable semantics $\mathbb{S}$ of NIMP programs into a computable numerical abstract semantics $\mathbb{S}^{\sharp}$. Abstraction steps can be summarized as a sequence of Galois connections:

$$
(\mathcal{D}, \subseteq) \underset{\hat{\alpha}}{\stackrel{\hat{\gamma}}{\leftrightarrows}}(\hat{\mathcal{D}}, \subseteq) \underset{\alpha_{C}}{\stackrel{\gamma_{C}}{\leftrightarrows}}(\tilde{\mathcal{D}}, \tilde{\subseteq}) \underset{\bar{\alpha}_{\mathcal{I}}}{\stackrel{\bar{\gamma}_{I}}{\leftrightarrows}}\left(\mathcal{D}^{\sharp}, \sqsubseteq^{\sharp}\right)
$$

The two first abstraction steps are done directly, while the last one results from the coalescent pointwise lifting of the Galois connection $(\mathcal{P}(\mathbb{Z}), \subseteq) \underset{\alpha_{\mathcal{I}}}{\stackrel{\gamma_{\mathcal{I}}}{\leftrightarrows}}\left(\mathcal{I}, \sqsubseteq_{\mathcal{I}}\right)$.

Our construction on now complete: $\mathbb{S}^{\sharp}$ is a computable abstract semantics based on the interval domain, which can be implemented as part of a static analyzer, and used for the analysis of real, if simple, Nimp programs.

Example 24. Fig. 2.26 shows a simple Nimp program that reads an input in the range $[0,5]$, stores it into variable $X$, and increments $X$ by steps of 2 until it is larger than 42. An assertion line 5 expresses the expected property that $X<50$ after the loop. Analyzing this program with our semantics $\mathbb{S}^{\sharp}$, we enter the loop with the abstract

```
    \(X \leftarrow \operatorname{input}(0,5) ;\)
while \((X<42)\) do
        \(X \leftarrow X+2\)
    done;
\(\operatorname{assert}(X<50)\)
```

Figure 2.26: Simple loop
invariant $X_{2}^{\sharp}=X \mapsto[0,5]$, and iterate $X^{\sharp} \mapsto X^{\sharp} \nabla_{T}^{\sharp}\left(X_{2}^{\sharp} \cup^{\sharp} \mathbb{S}^{\sharp} \llbracket X \leftarrow X+2 \rrbracket \circ \mathbb{S}^{\sharp} \llbracket X<\right.$ $\left.42 \rrbracket X^{\sharp}\right)$ from $\perp^{\sharp}$. Equivalently in the interval domain, we iterate $I \mapsto I \nabla_{\mathcal{I}}^{T}\left(I_{2} \sqcup_{I}\left(I \sqcap_{\mathcal{I}}\right.\right.$ $\left.[-\infty, 41])+_{\mathcal{I}}[2,2]\right)$ from $I_{2}=[0,5]$. Assuming $T=\emptyset$ (no widening thresholds), we reach a fixpoint $I^{*}=[0,+\infty]$ in 2 iterations. We obtain the invariant $X \in[42,+\infty]$ line 5 , which is too coarse to prove the assertion. In contrast, if we add a widening threshold $T=\{45\}$, we reach the fixpoint $I^{*}=[0,45]$ in 2 iterations. We obtain the invariant $X \in[42,45]$ line 5 , which is precise enough to prove the assertion. Note that the most precise invariant is [42,43]. The best invariant we can obtain with our interval abstraction alone is $[0,43]$, which is computed if 43 is a widening threshold $(43 \in T)$.

The precision of the Interval abstraction can be improved by a number of techniques, such as loop unrolling, delayed widening and narrowing. We do not present these techniques in the current background chapter, and refer the interested reader to [132]. The Interval domain is widely used as a base domain in most static analyzers based on abstract interpretation, because variable bounds are needed in most static analyses, and because the linear cost of its abstract operators makes it attractive. The Interval domain infers coarse invariants when used in isolation. It is typically combined with other domains in reduced products $[49,50]$ to infer precise invariants.

## Linear relational domains

In contrast to the Interval domain and other non-relational domain presented earlier, a variety of domains have been developed to infer relational numerical invariants, such as algebraic relations between program variables. Such domains are called relational domains. The majority focus on linear (or affine) invariants, as such invariants are of critical importance for the analysis of general-purpose software. Multiple domains have been proposed to infer linear relations between program variables. The most expressive one is the the Polyhedra domain [51]. More restricted domains include zones [135], octagons [128], linear equalities [102] pentagons [119], parallelotopes [10], octahedra [40], two variables per inequality [161], 4-octahedron [149, 150], Logahedra [86] and gauges [173]. They all consist in considering specific templates of polyhedra.

Polyhedra. The Polyhedra domain is one of the most used relational abstract domains. It expresses general linear inequalities of the form:

$$
\bigwedge_{j=1}^{m} \sum_{i=1}^{n} a_{i j} \mathrm{x}_{i} \geq b_{j}
$$

where $\mathbf{x}_{i}$ are program variables, $n=|\mathcal{V}|$ is the number of program variables, $m$ is the number of inequalities, and $a_{i j}$ and $b_{i}$ are numerical constants discovered by the analysis. The set of abstract elements is subject to a double representation: a constraint-based representation, and a generator-based one. Some operators are indeed more efficient on the former, while others are more efficient on the latter. The domain uses Chernikova's algorithm [35, 116] to convert between the two representations. The constraint representation relies directly on the matrix $\left(a_{i j}\right)_{(i, j) \in[1, n] \times[1, m]}$ and vector $\left(b_{j}\right)_{j \in[1, m]}$. The generator representation is a set of vectors representing vertices or rays. Every point inside a bounded polyhedron is an affine combination of vertices. For an unbounded polyhedron, combinations of rays defining the directions in which it is unbounded are added to the combination of vertices. The meaning of each representation is defined by a concretization function, as there is no Galois connection between $\mathcal{P}(\mathcal{V} \rightarrow \mathbb{Z})$ and the polyhedra domain. Recall indeed Example 17: not all sets of numbers enjoy a best abstraction in this domain. Assignments and tests of linear expressions are represented exactly (no loss of precision). Non-linear expressions are handled by default, unprecise transfer functions. The abstract join computes the convex hull of two polyhedra. Implementations of the Polyhedra domain can be found in publicly available abstract domain libraries such as Apron [93], PPL [14] and ELINA [163]. Abstract operators exhibit exponential cost in practice. Some implementations [162] rely on a constraint-only representation, as an important part of the cost of operators in the classic double description method is due to the necessary conversions between the two representations.

Octagons. Polyhedra allow precise analyses of linear invariants, but do not scale to large programs. On the contrary, Intervals scale, but allow very limited precision. The quest for an intermediate option motivated the introduction of so-called weakly relational domains [126]. Such domains express restricted linear invariants, relying on operators with polynomial cost. The Octagon domain [128] is one of the most widely used weakly relational domains. It expresses linear inequalities of the form

$$
\begin{array}{r}
\bigwedge_{(i, j) \in[1, n] \times[1, m]} \pm \mathrm{x}_{j} \pm \mathrm{x}_{i} \leq c_{i j} \\
\bigwedge_{i \in[1, n]} a_{i} \leq \mathrm{x}_{i} \leq b_{i}
\end{array}
$$

where $\mathbf{x}_{i}$ are program variables, $n=|\mathcal{V}|$ is the number of program variables, $m$ is the number of two-variable inequalities, and $a_{i}, b_{i}$ and $c_{i j}$ are numerical constants discovered by the analysis. The abstract representation relies on differences bound matrices (DBM, or equivalently, potential graphs). The domain enjoys a Galois connection (for integer
or real-valued programs). The same concrete elements may have several abstract representations as DBM, hence operators rely on strong normalization. Tests of the form $\pm \mathrm{x}_{j} \pm \mathrm{x}_{i} \leq c$ and assignments of the form $\mathrm{x}_{j} \leftarrow \pm \mathrm{x}_{i}+c$ are abstracted exactly. Abstract operators have quadratic space (resp. cubic time) complexity in the worst case, which is much better than polyhedra. Yet this is still costly for programs with a large number of variables, hence variable packing [25, Sec. III.H.5] strategies are used in practice. A widely used implementation of Octagons ships with the Apron [93] abstract domain library. A related industrial-strength implementation ships with the ASTRÉE [25] static analyzer. It is important, for instance, to analyze precisely some tests and some loops that are frequently used as part of basic operators of control-command programs. A certified implementation is available in Verasco [95, 96].

## Non-linear relational domains

Domains expressing non-linear invariants are less widely used. Abstract domains expressing general polynomial inequalities are currently not scalable [15, 159]. In contrast, some specialized domains are able to infer efficiently non-linear invariants that are necessary to analyze some domain-specific programs, such as programs modeling or controlling physical systems. Non-linear numerical abstract domains include ellipses [73, 160, 151] for analyzing digital filters [155], and exponentials [74], for bounding the drift of floatingpoint numbers due to the slow accumulation of rand-off errors over time. For instance, ellipses and exponentials were implemented into the ASTRÉE [25] static analyzer to analyze precisely control-command programs embedded in some Airbus fly-by-wire control systems. ASTRÉE implements a large set of relational domains, and not only domainspecific ones. This set includes intervals, congruences, octagons, ellipses, exponentials and gauges. In constrast, polyhedra are not used because of floating-point implementation shorcomings [46, Sec. 53.2.11]. Geometric representations of the concretizations of the invariants inferred by intervals, congruences, octagons, ellipses, exponentials and polyhedra are shown on Fig. 2.27 (adapted from [25]).

### 2.4 Conclusion

In this chapter, we have introduced a standard approach to static analysis by abstract interpretation that will be used extensively in the rest of the thesis. In particular, we have demonstrated a classic construction of a static analysis of numerical programs by induction on the syntax, that is parametric in the choice of a numerical abstract domain. We have illustrated this construction on the simple imperative language Nimp.

We will follow the same approach in Chapter 3, where we turn to the joint analysis of pairs of NIMP programs, with a view to inferring their functional equivalence. This goal requires comparing their semantics at an abstract level. We will thus design a joint concrete semantics for pairs of NIMP programs, defined by induction on the syntax of socalled double programs. We will then abstract this joint semantics in numerical domains, and introduce a novel numerical domain to bound the differences between the values of


Figure 2.27: Examples of numerical abstract domains [25]
the variables in the two programs. We will introduce another novel numerical domain in Chapter 7. This domain infers relations between individual bytes of $C$ variables that are useful for inferring the endian portability of C programs.

## Chapter 3

## Patch Analysis

In this chapter, we present a static analysis for software patches. Given two syntactically close versions of a program, our analysis can infer a semantic difference, and prove that both versions compute the same outputs when run on the same inputs.

### 3.1 Motivation

The main application of this analysis is regression verification [79]: prove that a program change does not add any undesirable behavior. Recall, for instance, the motivating Example 1 from Sec. 1.1.4. This example features a change in a library used by the POSIX rm command, which we reproduce on Fig. 3.1. The cache_fstatat function is designed to cache the results of the POSIX fstatat function. In revision v6.10 of Coreutils, the former used the st_size field of the stat structure *st to cache the errno error value returned by the latter. The implementation worked for operating systems featuring only positive errno values. The patch displayed on Fig. 1.5 aims at accommodating operating systems allowing for negative errno values, such as BeOS [1] and Haiku [2].

On this example, regression verification amounts to proving that the behavior of the main function of the library is unchanged on systems with only positive error values. This is, indeed, validated by our analysis. The analyzed source code includes a stub variable for errno, and stub code for the fstatat function. The stub for fstatat updates errno with a non-deterministic value, ranging over positive integers. Note that a separate analysis of the cache_fstatat function, as opposed to an analysis of the whole library, makes it necessary to model its possible execution environments with an unbounded loop, calling cache_fstatat an arbitrary number of times, with parameters taken from an arbitrary sequence of file names and stat structures. This unbounded sequence is modeled, in practice, using an unbounded number of reads from an input stream. Fig. 3.2 shows an example for $n$ files, where $n$ may be unbounded.

More generally, we are interested in analyzing patches of programs reading an unbounded number of input values, e.g. programs reading from file or I/O streams, and embedded reactive software with internal state, which no related work addresses. Our goal is to prove that the original and patched versions of such programs compute equal


Figure 3.1: Patch on remove.c of Coreutils (between v6.10 and v6.11)

```
for (c=0; c<n; c++) cache_stat_init (&file[c].st);
while ((c=getchar()) >= 0 && c < n)
    r = cache_fstatat (AT_FDCWD, file[c].name, &file[c].st, AT_SYMLINK_NOFOLLOW);
```

Figure 3.2: Execution environments for cache_fstatat
outputs, when run with the same sequence of inputs. Like in Sec. 2.1.2, we therefore model streams directly in the concrete semantics on which our analysis is based.

### 3.2 Running example

Let us sketch our approach to the analysis of semantic differences between two syntactically similar programs $P_{1}$ and $P_{2}$. We are interested in proving that $P_{1}$ and $P_{2}$ compute equal outputs when run on equal inputs.

Example 25 (running example). As a running example, let us start with two syntactically close versions of the Unchloop benchmark, taken from [172], and displayed on Fig. 3.3(c). Figs. 3.3(a) and 3.3(b) show two versions of the Unchloop program, where lines 3 and 9 differ. Let $P_{1}$ denote the first (or left) version, and $P_{2}$ the second (or right) version. We call double program, and denote by $P$ shown in Fig. 3.3(c), a joint syntactic representation of $P_{1}$ and $P_{2}$ that highlights their common parts and their differences. $P_{1}$ and $P_{2}$ are called simple programs, and referred to as the left (or first) and right (or

```
\(a \leftarrow \operatorname{input}(-1000,1000)\);
1: \(\quad a \leftarrow \operatorname{input}(-1000,1000)\);
\(b \leftarrow \operatorname{input}(-1000,1000)\);
    \(b \leftarrow \operatorname{input}(-1000,1000) ;\)
\(c \leftarrow 1 ;\)
    \(c \leftarrow 0 ;\)
\(i \leftarrow 0\);
    \(i \leftarrow 0\);
while \((i<a)\{\)
    while \((i<a)\{\)
    \(c \leftarrow c+b ;\)
        \(c \leftarrow c+b ;\)
    \(i \leftarrow i+1 ;\)
\}
\(r \leftarrow c ;\)
output \((r)\);
    (a) Left version \(P_{1}\)
        \(i \leftarrow i+1\).
    ,
        \(i \leftarrow i+1 ;\)
    \}
    \(r \leftarrow c+1 ;\)
    output \((r)\);
        (b) Right version \(P_{2}\)
```

1: $\quad a \leftarrow \operatorname{input}(-1000,1000)$;
$2: \quad b \leftarrow \operatorname{input}(-1000,1000)$;
$3: \quad c \leftarrow 1 \| 0$;
4: $\quad i \leftarrow 0$;
5: while $(i<a)\{$
$6: \quad c \leftarrow c+b$;
$7: \quad i \leftarrow i+1 ;$
8: \}
$9: \quad r \leftarrow c \| c+1$;
10: output $(r)$;
(c) Double program $P$

Figure 3.3: Two versions of the Unchloop example
second) versions of $P$. The $\|$ symbol is used to represent syntactic differences in the syntax of $P$. It is available at expression, condition, and statement levels in our syntax for double programs. For instance at line $3, c \leftarrow 1 \| 0$ means $c \leftarrow 1$ for $P_{1}$, and $c \leftarrow 0$ for $P_{2}$. In contrast, line 4 means $i \leftarrow 0$ for both $P_{1}$ and $P_{2}$.

Let us describe this running example. Both versions $P_{1}$ and $P_{2}$ read inputs in the range $[-1000,1000]$ into a and b at lines 1 and 2. At line 3, the counter c is being initialised with value 1 for program $P_{1}$, and value 0 for program $P_{2}$. Then, both programs add a times the value of b to c in a loop. Finally, they both store the result into r at line 9: c for $P_{1}, \mathrm{c}+1$ for $P_{2}$. Finally, both program versions write the value of r to some output stream at line 10 .

The property we would like to check is the following: if both program versions $P_{1}$ and $P_{2}$ read the same input values at lines 1 and 2 , and if $P_{1}$ and $P_{2}$ both reach line 10, then $P_{1}$ and $P_{2}$ should both write the same output value.

More generally, the semantics of $P$ is parameterized by a (possibly infinite) sequence of input values, and we wish to prove that, given the same sequence of input values, $P_{1}$ and $P_{2}$ write the same sequence of output values. Following the standard approach


Figure 3.4: Statements of double programs
to abstract interpretation [48], we develop a concrete collecting semantics for a toy imperative language for double programs, which we call $\mathrm{NIMP}_{2}$. NimP ${ }_{2}$ is constructed as an extension of NIMP in the current chapter. Our approach will be further developed in Chapters 5 and 6, to enable the analysis of real-world C programs. In this chapter, we assume the double program $P$ given. We will present in Chapter 4 an algorithm for automating its construction from $P_{1}$ and $P_{2}$.

The rest of the chapter is organized as follows. We first describe the syntax and semantics of double programs reading from infinite input streams in Sec. 3.3 and 3.4. Then, we abstract this semantics in numerical domains in Sec. 3.5. We present an experimental evaluation in Sec. 3.6 and related works in Sec. 3.7. Finally, Sec. 3.8 concludes.

### 3.3 Syntax

The syntax of double statements dstat is shown in Fig. 3.4. It is built on top of double expressions dexpr and double conditions dcond, defined in Fig. 3.5. The distinctive trait of $\mathrm{NIMP}_{2}$ syntax is the $\|$ operator, which may occur anywhere in the parse tree to denote syntactic differences between then left and right versions of a double program. However, || operators cannot be nested: a double program only describes a pair of programs.

Remark 17 (|| operators in expressions and conditions). || operators can occur in expressions and Boolean conditions, but only at the top level of their parse tree.

Given a double program $P$, we may extract its left (resp. right) version $P_{1}=\pi_{1}(P)$ (resp. $\left.P_{2}=\pi_{2}(P)\right)$, using the $\pi_{1}$ (resp. $\pi_{2}$ ) version extraction function, keeping only the left (resp. right) side of $\|$ symbols. The definition for $\pi_{k}$ is given on Fig. 3.6 and 3.7 , by induction on the syntax of double statements, expressions and conditions. For instance, $\pi_{1}(x \leftarrow 1 \| y \leftarrow 0)=x \leftarrow 1$, and $\pi_{2}(x \leftarrow 1 \| y \leftarrow 0)=y \leftarrow 0$, while $\pi_{1}(z \leftarrow 0)=z \leftarrow 0=\pi_{2}(z \leftarrow 0)$.

Simple programs $P_{1}$ and $P_{2}$ enjoy the Nimp syntax for simple imperative programs, presented in Fig. 2.1 of Sec. 2.1.1.

```
dexpr ::= expr dcond ::= cond
    | expr| expr | cond | cond
```

Figure 3.5: Double expressions and conditions of double programs

```
\(\underline{\pi_{k} \in \text { dstat } \rightarrow \text { stat }} \quad k \in\{1,2\}\)
\(\pi_{k}(s) \quad=s\) if \(s \in s t a t\)
\(\pi_{k}\left(s_{1} \| s_{2}\right) \quad=s_{k}\)
\(\pi_{k}(V \leftarrow e) \quad=V \leftarrow \pi_{k}^{e x p r}(e)\)
\(\pi_{k}(s ; t)=\pi_{k}(s) ; \pi_{k}(t)\)
\(\pi_{k}(\) if \(c\) then \(s\) else \(t)=\) if \(\pi_{k}^{\text {cond }}(c)\) then \(\pi_{k}(s)\) else \(\pi_{k}(t)\)
\(\pi_{k}(\) while \(c\) do \(s)=\) while \(\pi_{k}^{\text {cond }}(c)\) do \(\pi_{k}(s)\)
```

Figure 3.6: Version extractor for statements of double programs


Figure 3.7: Version extractor for expressions and conditions

### 3.4 Concrete semantics

In this section, we define the concrete semantics of the $\mathrm{NIMP}_{2}$ language. To this aim, we first lift the semantics $\mathbb{S}$ of terminating simple statements defined in Sec. 2.1.2 to a semantics for double statements, denoted $\mathbb{D}$. Then, we present the double semantics $\mathbb{P}_{2} \llbracket \cdot \rrbracket$ of $\mathrm{NIMP}_{2}$ double programs, and the program equivalence property of interest. Finally, we describe an extension of $\mathrm{NIMP}_{2}$ designed to express equivalence properties of non-terminating reactive programs running in lockstep.

### 3.4.1 From simple statements to double statements

A double program represents a pair of simple programs, reading from the same stream of inputs. As simple program versions $P_{k}=\pi_{k}(P)$ have concrete states in $\Sigma=(\mathcal{V} \rightarrow$ $\mathbb{Z}) \times \mathbb{N} \times \mathbb{R}^{\star}$, double program $P$ has concrete states in $\mathcal{D} \triangleq \Sigma \times \Sigma$. In addition, $\mathbb{D}$ is parameterized by infinite sequences of values, representing the input stream shared by $P_{1}$ and $P_{2}$.

Thus the semantics of a double statement $s \in d$ stat, denoted $\mathbb{D} \llbracket s \rrbracket \in \mathbb{Z}^{\omega} \rightarrow \mathcal{P}(\mathcal{D}) \rightarrow$ $\mathcal{P}(\mathcal{D})$, describes the relation between pre- and post-states of $s$, which are pairs of states of simple programs, for a given shared sequence of input values. Given an input stream $\iota \in \mathbb{Z}^{\omega}$ and a set of double program pre-states $X \in \mathcal{P}(\mathcal{D})$, the set of reachable double post-states $\mathbb{D} \llbracket s \rrbracket_{i} X$ is shown on Fig. 3.8. It is defined by induction on the syntax, so as to allow for modular, joint analyses of double programs that maintain input-output

```
\(\frac{\mathbb{D} \llbracket \text { dstat } \rrbracket \in \mathbb{Z}^{\omega} \rightarrow \mathcal{P}(\mathcal{D}) \rightarrow \mathcal{P}(\mathcal{D})}{\mathbb{D} \llbracket \text { skip } \rrbracket_{\iota} X} \triangleq \triangleq\)
\(\mathbb{D} \llbracket s_{1} \| s_{2} \rrbracket_{\iota} X \quad \triangleq \bigcup_{\left(\sigma_{1}, \sigma_{2}\right) \in X}\left\{\left(\sigma_{1}^{\prime}, \sigma_{2}^{\prime}\right) \mid \sigma_{1}^{\prime} \in \mathbb{S} \llbracket s_{1} \rrbracket_{\iota}\left\{\sigma_{1}\right\} \wedge \sigma_{2}^{\prime} \in \mathbb{S} \llbracket s_{2} \rrbracket \iota\left\{\sigma_{2}\right\}\right\}\)
\(\mathbb{D} \llbracket V \leftarrow e_{1}\left\|e_{2} \rrbracket \quad \triangleq \mathbb{D} \llbracket V \leftarrow e_{1}\right\| V \leftarrow e_{2} \rrbracket\)
\(\mathbb{D} \llbracket V \leftarrow e \rrbracket \quad \triangleq \mathbb{D} \llbracket V \leftarrow e \| V \leftarrow e \rrbracket\)
\(\mathbb{D} \llbracket \operatorname{assert}(c) \rrbracket \quad \triangleq \mathbb{D} \llbracket \operatorname{assert}(c) \| \operatorname{assert}(c) \rrbracket\)
\(\mathbb{D} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket \quad \triangleq \mathbb{D} \llbracket V \leftarrow \operatorname{input}(a, b) \| V \leftarrow \operatorname{input}(a, b) \rrbracket\)
\(\mathbb{D} \llbracket\) output \((V) \rrbracket \triangleq \mathbb{D} \llbracket \operatorname{output}(V) \| \operatorname{output}(V) \rrbracket\)
\(\mathbb{D} \llbracket s_{1} ; s_{2} \rrbracket_{\iota} \quad \triangleq \mathbb{D} \llbracket s_{2} \rrbracket_{\iota} \circ \mathbb{D} \llbracket s_{1} \rrbracket_{\iota}\)
\(\mathbb{D} \llbracket\) if \(c_{1} \| c_{2}\) then \(s\) else \(t \rrbracket_{\iota} \triangleq \mathbb{D} \llbracket s \rrbracket_{\iota} \circ \mathbb{F} \llbracket c_{1} \| c_{2} \rrbracket\)
    \(\dot{\cup} \mathbb{D} \llbracket \pi_{1}(s)\left\|\pi_{2}(t) \rrbracket \iota \circ \mathbb{F} \llbracket c_{1}\right\| \neg c_{2} \rrbracket\)
    \(\dot{\cup} \mathbb{D} \llbracket \pi_{1}(t)\left\|\pi_{2}(s) \rrbracket \iota \circ \mathbb{F} \llbracket \neg c_{1}\right\| c_{2} \rrbracket\)
    \(\dot{\cup} \mathbb{D} \llbracket t \rrbracket_{\iota} \circ \mathbb{F} \llbracket \neg c_{1} \| \neg c_{2} \rrbracket\)
\(\mathbb{D} \llbracket\) if \(c\) then \(s\) else \(t \rrbracket \quad \triangleq \mathbb{D} \llbracket\) if \(c \| c\) then \(s\) else \(t \rrbracket\)
\(\mathbb{D} \llbracket\) while \(c_{1} \| c_{2}\) do \(s \rrbracket_{\iota} X \quad \triangleq \mathbb{F} \llbracket \neg c_{1} \| \neg c_{2} \rrbracket\left(\operatorname{lfp} H_{\iota}^{X}\right)\)
\(\mathbb{D} \llbracket\) while \(c\) do \(s \rrbracket \quad \triangleq \mathbb{D} \llbracket\) while \(c \| c\) do \(s \rrbracket\)
    where \(\mathbb{F} \llbracket c_{1} \| c_{2} \rrbracket X \triangleq\left\{\left(\left(\rho_{1}, n_{1}, o_{1}\right),\left(\rho_{2}, n_{2}, o_{2}\right)\right) \in X \mid\right.\) true \(\left.\in \mathbb{C} \llbracket c_{1} \rrbracket \rho_{1} \cap \mathbb{C} \llbracket c_{2} \rrbracket \rho_{2}\right\}\)
    and \(\quad H_{\iota}^{X}(Y) \triangleq X\)
    \(\cup \mathbb{D} \llbracket s \rrbracket っ \circ \mathbb{F} \llbracket c_{1} \| c_{2} \rrbracket Y\)
    \(\cup \mathbb{D} \llbracket \pi_{1}(s)\left\|\operatorname{skip} \rrbracket \iota \circ \mathbb{F} \llbracket c_{1}\right\| \neg c_{2} \rrbracket Y\)
    \(\cup \mathbb{D} \llbracket\) skip \(\left\|\pi_{2}(s) \rrbracket \iota \circ \mathbb{F} \llbracket \neg c_{1}\right\| c_{2} \rrbracket Y\)
```

Figure 3.8: Denotational concrete semantics of double programs
relations on the variables. Note that $\mathbb{D}$ is parametric in $\mathbb{S}$.
The semantics for the empty program is the identity function. The semantics $\mathbb{D} \llbracket s_{1} \|$ $s_{2}$ 】for the composition of two syntactically different statements reverts to the pairing of the simple program semantics of individual simple statements $s_{1}$ and $s_{2}$. Note that $\mathbb{D} \llbracket s_{1} \| s_{2} \rrbracket_{\iota}=\mathbb{D} \llbracket$ skip $\left\|s_{2} \rrbracket_{\iota} \bullet \mathbb{D} \llbracket s_{1}\right\|$ skip $\rrbracket_{\iota}$. The semantics for atomic statements, such as assignments, assert, input and output statements, are defined using this construct. In particular, the semantics defines the assignments of double expressions $V \leftarrow e_{1} \| e_{2}$ (different expressions to the same variable) as shortands for $V \leftarrow e_{1} \| V \leftarrow e_{2}$. The interest of double expressions in the syntax is to allow for simple symbolic simplifications in later abstraction steps, when computing differences between expressions assigned to a variable.

The semantics for the sequential composition of statements boils down to the composition of the semantics of individual statements. The semantics for selection statements relies on the filter $\mathbb{F} \llbracket c_{1} \| c_{2} \rrbracket$ to distinguish between cases where both program versions agree on the value of the controlling expression, and cases where they do not (a.k.a.
unstable tests). There are two stable and two unstable test cases, according to the evaluations of the two conditions. The semantics for stable test cases is standard. The semantics for the first unstable test case is defined by composing the left version of the then branch, $\pi_{1}(s)$, filtered by the condition $c_{1}$, and of the right version of the else branch, $\pi_{2}(t)$, filtered by the negation of the condition $\neg c_{2}$. Intuitively, $\pi_{1}(s) \| \pi_{2}(t)$ means that the left version of the double program executes the left version of $s$, while the right version of the double program executes the right version of $t$. The semantics for the second unstable test case is the dual. The semantics for (possibly unbounded) iteration statements is defined using the least fixpoint of a function defined similarly. Note that $\mathbb{F} \llbracket c_{1}\left\|c_{2} \rrbracket=\mathbb{F} \llbracket c_{1}\right\|$ true $\rrbracket \cap \mathbb{F} \llbracket$ true $\left\|c_{2} \rrbracket, \mathbb{F} \llbracket c_{1} \wedge c_{1}^{\prime}\right\| c_{2} \rrbracket=\mathbb{F} \llbracket c_{1}\left\|c_{2} \rrbracket \cap \mathbb{F} \llbracket c_{1}^{\prime}\right\|$ true $\rrbracket$, and $\mathbb{F} \llbracket \vee_{i \in I} c_{i}\left\|c^{\prime} \rrbracket=\cup_{i \in I} \mathbb{F} \llbracket c_{i}\right\| c^{\prime} \rrbracket$.
Remark 18 (input versus rand). The semantics $\mathbb{D} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket_{\iota}$ of input statements is different from the semantics $\mathbb{D} \llbracket V \leftarrow \operatorname{rand}(a, b) \rrbracket$ » of non-deterministic assignments. The latter entails no relationship between the values read by the two versions of a double program, besides the fact that they range in the same interval. On the contrary, the former reads from a shared input stream $\iota$, hence the left and right versions $P_{1}$ and $P_{2}$ read equal values if their input indexes $n_{1}$ and $n_{2}$ are equal. This is the case when $P_{1}$ and $P_{2}$ have called input equal numbers of times. On the contrary, if one version, say $P_{1}$, has called input more often than the other, then $P_{1}$ is ahead of $P_{2}$ in the stream, and the two versions are desynchronized. Nonetheless, they may resynchronize later if $P_{2}$ catches up with $P_{1}$, hence read equal values again. Also, owing to the semantics $\mathbb{S} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket$ of simple input statements, input $(a, b)$ returns only if the input value at the current index is in the range $[a, b]$. Therefore, it should be considered a semantic error if $P_{1}$ and $P_{2}$ use different ranges $\left[a_{1}, b_{1}\right] \neq\left[a_{2}, b_{2}\right]$ to read the input at the same index. For the sake of simplicity, we do not check this in our semantics (altough our implementation performs this check).

The presence of both input and rand primitives makes the semantics very expressive, and useful for modeling many practical problems. Non-determinism allows to abstract unknown parts of a program: for instance, $\operatorname{rand}(0,10)$ is a sound stub for $f()$, when function $f$ is only known to return values between 0 and 10. Also, combining input and rand allows to model information flow problems, as we will see in Sec 3.7.2.

### 3.4.2 Semantics of double programs

We are now ready to define the formal semantics of $\mathrm{NIMP}_{2}$ programs. Our goal is to develop patch and portability analyses, able to compare the behaviors of two versions $P_{1}$ and $P_{2}$ of a double program $P \in d s t a t$. Hence, our semantics $\mathbb{P}_{2} \llbracket P \rrbracket$ must enable the comparison of the input-output relationships of $P_{1}$ and $P_{2}$. We thus let $\mathbb{P}_{2} \llbracket P \rrbracket$ 」 denote the set of pairs of output sequences $\left(o_{1}, o_{2}\right)$ that may be written by terminating executions of $P_{1}$ and $P_{2}$, when reading from the same input stream $\iota \in \mathbb{Z}^{\omega}$.

Consider the initial (simple) memory state $\rho_{0}$ with all variables zero-initialized: $\forall V \in$ $\mathcal{V}: \rho_{0}(V)=0$. Consider the related initial simple program state, with zero-initialized input index, and empty output sequence $x_{0} \triangleq\left(\rho_{0}, 0, \epsilon\right)$. The related initial double
program state is $\left(x_{0}, x_{0}\right)$. Given some input stream $\iota \in \mathbb{Z}^{\omega}, \mathbb{D} \llbracket P \rrbracket_{\iota}\left\{\left(x_{0}, x_{0}\right)\right\}$ is the set of possible double post-states of statement $P$.

Definition 25 (Semantics of double NIMP $_{2}$ programs). We thus define the semantics of double program $P$ as:

$$
\mathbb{P}_{2} \llbracket P \rrbracket_{\iota} \triangleq\left\{\left(o_{1}, o_{2}\right) \mid\left(\left(\rho_{1}, n_{1}, o_{1}\right),\left(\rho_{2}, n_{2}, o_{2}\right)\right) \in \mathbb{D} \llbracket P \rrbracket_{\iota}\left\{\left(x_{0}, x_{0}\right)\right\}\right\}
$$

### 3.4.3 Properties of interest

We wish to prove the functional equivalence of the left and right versions $P_{1}=\pi_{1}(P)$ and $P_{2}=\pi_{2}(P)$ of a given double program $P \in d s t a t . P_{1}$ and $P_{2}$ are considered functionally equivalent if they write the same sequence of outputs when reading the same sequence of inputs.

Definition 26 (Equivalence property). Therefore the property of interest may be formalized as:

$$
\forall \iota \in \mathbb{Z}^{\omega}: \forall\left(o_{1}, o_{2}\right) \in \mathbb{P}_{2} \llbracket P \rrbracket_{\iota}: o_{1}=o_{2}
$$

Remark 19 (Equivalence property versus certified compilation). This definition of equivalence is reminiscent of the notion of semantic preservation used in the proof of the CompCert [115] compiler, where the source and transformed programs should exhibit the same traces of input-output operations.

Coming back to the motivating Example 25 from Fig. 3.3(c) of Sec. 3.2, the set of double program states reachable from $\left(x_{0}, x_{0}\right)$ with input stream $\iota \in \mathbb{Z}^{\omega}$ can be computed, by hand, from the concrete semantics:

$$
\begin{aligned}
\mathbb{D} \llbracket P \rrbracket_{\iota}\left\{\left(x_{0}, x_{0}\right)\right\} & =\left\{\left\langle\left\langle R_{1} \iota, 2,(1)\right\rangle,\left\langle R_{2} \iota, 2,(1)\right\rangle\right\rangle \mid \iota_{0}<0\right\} \\
& \cup\left\{\left\langle\left\langle R_{1}^{\prime} \iota, 2,\left(1+\iota_{0} \times \iota_{1}\right)\right\rangle,\left\langle R_{2}^{\prime} \iota, 2,\left(1+\iota_{0} \times \iota_{1}\right)\right\rangle\right\rangle \mid \iota_{0} \geq 0\right\}
\end{aligned}
$$

where $R_{1}, R_{2}, R_{1}^{\prime}, R_{2}^{\prime} \in \mathbb{Z}^{\omega} \rightarrow \mathcal{E}$ are defined as:

$$
\left.\left.\begin{array}{llll}
R_{1} \sigma \triangleq\left[\begin{array}{lllll} 
& a \mapsto \sigma_{0}, & b \mapsto \sigma_{1}, & c \mapsto 1, & i \mapsto 0, \\
R_{2} \sigma \triangleq & r \mapsto 1 \\
R_{1}^{\prime} \sigma \triangleq & & i \mapsto 0, & r \mapsto 1
\end{array}\right] \\
R_{2}^{\prime} \sigma \triangleq & a \mapsto \sigma_{0}, & b \mapsto \sigma_{1}, & c \mapsto 0, \\
a \mapsto \sigma_{0}, & b \mapsto \sigma_{1}, & c \mapsto 1+\sigma_{0} \times \sigma_{1}, & i \mapsto \sigma_{0}, \\
R_{2} \mapsto 1+\sigma_{0} \times \sigma_{1}
\end{array}\right]\right]
$$

The double program semantics is given by:

$$
\begin{aligned}
\mathbb{P}_{2} \llbracket P \rrbracket_{\iota} & =\left\{\langle\epsilon, \epsilon\rangle,\langle(1),(1)\rangle \mid \iota_{0}<0\right\} \\
& \cup\left\{\langle\epsilon, \epsilon\rangle,\left\langle\left(1+\iota_{0} \times \iota_{1}\right),\left(1+\iota_{0} \times \iota_{1}\right)\right\rangle \mid \iota_{0} \geq 0\right\}
\end{aligned}
$$

The semantics $\mathbb{P}_{2}$ is thus suitable to enable a formal proof that both program versions output the same value, whatever the input sequence $\iota$.

```
\(W \leftarrow \operatorname{input}(0,1) ;\)
\(V \leftarrow \operatorname{input}(-10,10) \|\) skip;
while \(W=1\) do
    skip \(\| V \leftarrow \operatorname{input}(-10,10)\);
    output \((V)\);
    \(W \leftarrow \operatorname{input}(0,1)\);
    \(V \leftarrow \operatorname{input}(-10,10) \|\) skip
done
```

Figure 3.9: Reording input statements

Unfortunately, our concrete collecting semantics $\mathbb{P}_{2}$ is not computable in general. A particular difficulty of Example 25 is that the input-ouptut relation is non linear: $(a \leq 0 \Rightarrow r=1) \wedge(a \geq 0 \Rightarrow r=1+a \times b)$. Hence, inferring such information is beyond classic numerical domains, such as polyhedra. We will provide a new analysis method which works using intervals and avoids resorting to more complex, non-linear numerical domains.

Example 26 (Reordering reads from input stream). An additional difficulty, is that some programs may read an unbounded number of values from their input stream. For instance, Fig. 3.9 shows a program reordering reads from the input stream across the body of an unbounded, possibly non-terminating loop. Inputs of even index are Booleans, used to decide whether the program should continue reading from the input stream. Inputs of odd index are copied to the output stream, as long as Boolean inputs are true. $P_{1}$ executes one input statement more than $P_{2}$ in all terminating executions. This program satisfies the equivalence property of Definition 26, as:

$$
\mathbb{P}_{2} \llbracket P \rrbracket \iota=\left\{\begin{array}{l|l}
\langle o, o\rangle & \begin{array}{l}
|o| \in \mathbb{N} \wedge \iota_{2|o|}=0 \wedge \iota_{2|o|+1} \in[-10,10] \wedge \\
\forall 0 \leq k \leq|o|-1: \iota_{2 k}=1 \wedge o_{k}=\iota_{2 k+1} \in[-10,10]
\end{array}
\end{array}\right\}
$$

Our notion of program equivalence is thus robust to reorderings of input statements between program versions.

### 3.4.4 Non-terminating executions

Our concrete collecting semantics $\mathbb{P}_{2}$ relates pairs of terminating executions of two versions of a program. It is suitable to prove a number of properties, including that two terminating programs starting from equal initial states will produce equal outputs, a notion called partial equivalence in [79]. In contrast, $\mathbb{P}_{2}$ does not express any differences between pairs of executions where at least one of the program versions does not terminate.

Example 27 ( $P_{2}$ may not terminate). For instance, consider the program

$$
P \triangleq X \leftarrow \operatorname{input}(0,5) ; \text { skip } \| \text { while } X=2 \text { do skip done; } \text { output }(X)
$$

while true do

$$
R \leftarrow X \| X+1
$$

$$
X \leftarrow \operatorname{input}(-10,10)
$$

$$
\text { output }(R)
$$

done
(a) Non equivalent versions
while true do
$R \leftarrow X \| X+1 ;$
$X \leftarrow \operatorname{input}(-10,10)$;
$Y \leftarrow R+1 \| R$;
output $(Y)$
done
(b) Equivalent versions

Figure 3.10: Lockstep composition of versions of a reactive program
$P_{2}$ does not terminate for the input value 2 , whereas $P_{1}$ does. The semantics of $P$ can be computed by hand:

$$
\left.\mathbb{D} \mathbb{P} P \rrbracket_{\iota}\left\{\left(x_{0}, x_{0}\right)\right\}=\left\{\left(\left(\left\{X \mapsto \iota_{0}\right\}, 1,\left(\iota_{0}\right)\right),\left(\left\{X \mapsto \iota_{0}\right\}, 1,\left(\iota_{0}\right)\right)\right) \mid \iota_{0} \in[0,1] \cup[3,5]\right]\right\}
$$

Hence $\left.\mathbb{P}_{2} \llbracket P \rrbracket=\left\{\left(\left(\iota_{0}\right),\left(\iota_{0}\right)\right) \mid \iota_{0} \in[0,1] \cup[3,5]\right]\right\}$ satisfies the equivalence property of Definition 26, which only considers outputs of pairs of executions where both $P_{1}$ and $P_{2}$ terminate.

Moreover, $\mathbb{P}_{2}$ conveys no information on non-terminating executions. For instance, $\mathbb{P}_{2} \llbracket$ while true do $s \rrbracket \iota=\emptyset$ holds for all double statements $s$ and input sequences $\iota$. This is inconvenient, as we would like to be able to compare the behaviors of multiple versions of some reactive software, such as embedded control-command programs, which typically run in infinite loops [61]. We are especially interested in reactive loops where the two program versions are composed in lockstep, like the double program on Fig. 3.10(a). $P_{1}$ outputs the infinite sequence $\left(0, \iota_{0}, \ldots, \iota_{n}, \ldots\right)$, whereas $P_{2}$ outputs the infinite sequence $\left(1,1+\iota_{0}, \ldots, 1+\iota_{n}, \ldots\right)$. In contrast, both versions of the double program on Fig. 3.10(b) output the infinite sequence $\left(1,1+\iota_{0}, \ldots, 1+\iota_{n}, \ldots\right)$. Yet, $\mathbb{P}_{2}$ does not distinguish these two double programs.

To overcome this issue, we extend the language with an additional primitive, used for specifications. We add the assert_sync statement to the language of double statements, as a means to assert that both program versions should have written the same sequence of values to the output stream when they reach the current control point. This extension is shown on Fig. 3.11. The semantics of assert_sync filters away any double program state with unequal output sequences. In practice, it also reports a semantic error if any such state may be reachable, although we do not represent this in the formalism for conciseness. Note that program versions are only allowed to execute assert_sync in lockstep. Indeed, executing assert_sync is an error in the simple program semantics.

```
dstat::= . .
    | assert__sync
```

(a) Extension of the syntax

$$
\pi_{k}(\text { assert_sync }) \triangleq \operatorname{assert}(\text { false }) ; \quad k \in\{1,2\}
$$

$\mathbb{D} \llbracket$ assert_sync $\rrbracket_{\iota} X \triangleq\left\{\left(\left(\rho_{1}, n_{1}, o_{1}\right),\left(\rho_{2}, n_{2}, o_{2}\right)\right) \in X \mid o_{1}=o_{2}\right\}$
(b) Extension of the semantics

Figure 3.11: Extension of dstat with assert_sync

We may now rewrite the double program of Fig. 3.10(b) as

$$
\begin{aligned}
& P \triangleq \text { while true do } \\
& R \leftarrow X \| X+1 ; \\
& X \leftarrow \operatorname{input}(-10,10) ; \\
& Y \leftarrow R+1 \| R ; \\
& \text { output }(Y) ; \\
& \text { assert_sync } \\
& \text { done }
\end{aligned}
$$

The calculation of $\mathbb{P}_{2} \llbracket P \rrbracket_{\iota}$ encounters no semantic error, as it only evaluates $\mathbb{D} \llbracket$ assert_sync $\rrbracket_{\iota} X_{n}$, for the family of sets of double states $\left(X_{n}\right)_{n \in \mathbb{N}}$ defined by
$X_{0}=\left\{\left\langle\left[R \mapsto 0, X \mapsto \iota_{0}, Y \mapsto 1\right], 1,(1),\left[R \mapsto 1, X \mapsto \iota_{0}, Y \mapsto 1\right], 1,(1)\right\rangle \mid \iota_{0} \in[-10,10]\right\}$
and $\forall n \geq 1: X_{n}=\left\{\left\langle\left[R \mapsto \iota_{n-1}, X \mapsto \iota_{n}, Y \mapsto 1+\iota_{n-1}\right], 1+n,\left(1,1+\iota_{0}, \ldots, 1+\right.\right.\right.$ $\left.\left.\iota_{n-1}\right),\left[R \mapsto 1+\iota_{n-1}, X \mapsto \iota_{n}, Y \mapsto 1+\iota_{n-1}\right], 1+n,\left(1,1+\iota_{0}, \ldots, 1+\iota_{n-1}\right)\right\rangle \mid \forall k \leq n:$ $\left.\iota_{k} \in[-10,10]\right\}$.
Remark 20 (assert_sync( $V$ ) notation). Note that we are especially interested in reactive programs where output statements are executed in lockstep. The encoding of such programs in the $\mathrm{NIMP}_{2}$ syntax typically features sequences
output $\left(V_{1}\right) ; \ldots ;$ output $\left(V_{n}\right)$; assert_sync,
for variables $V_{1}, \ldots, V_{n} \in \mathcal{V}$. We thus abuse notations to simplify the encoding in examples, writing assert__sync $\left(V_{1}, \ldots, V_{n}\right)$ as a shorthad for
output $\left(V_{1}\right) ; \ldots ;$ output $\left(V_{n}\right)$; assert_sync.
For instance, we may rewrite the double program of Fig. 3.10(b) as:

$$
\begin{aligned}
& P \triangleq \text { while true do } \\
& R \leftarrow X \| X+1 ; \\
& X \leftarrow \operatorname{input}(-10,10) ; \\
& Y \leftarrow R+1 \| R ; \\
& \text { assert_sync}(Y) \\
& \text { done }
\end{aligned}
$$

### 3.5 Abstract semantics

Our concrete collecting semantics $\mathbb{D}$ and $\mathbb{P}_{2}$ are not computable in general. We therefore tailor an abstract semantics suitable for the analysis of program differences.

| Semantics | Sec. | Input abstraction | Output abstraction | Environment abstraction |
| :--- | :--- | :--- | :--- | :--- |
| $\mathbb{D}$ | 3.4 | Infinite sequence | Unbounded sequence | Concrete maps |
| $\hat{\mathbb{D}}$ | 3.5 .1 | Unbounded FIFO | Unbounded sequence | Concrete maps |
| $\hat{\mathbb{D}}^{p}$ | 3.5 .2 | Queue of length $p$ | Unbounded sequence | Concrete maps |
| $\tilde{\mathbb{D}}^{p}$ | 3.5 .3 | Queue of length $p$ | Lockstep | Concrete maps |
| $\tilde{\mathbb{D}}^{0}$ | 3.5.4 | Lockstep | Lockstep | Concrete maps |
| $\tilde{\mathbb{D}}^{\sharp p}$ | 3.5 .5 | Queue of length $p$ | Lockstep | Standard numerical domains |
| $\triangle^{\sharp p}$ | 3.5 .6 | Queue of length $p$ | Lockstep | Dedicated numerical domain |

Figure 3.12: Abstractions of $\mathbb{D}$.

This abstraction is constructed in several steps, summarized on Fig. 3.12. Each row of the table refers to a section that introduces an additional abstraction step, on top of previous ones. Each step abstracts either inputs, or outputs, or memory states (environments). More specifically, sections 3.5 .1 to 3.5 .4 start with designing uncomputable abstractions of $\mathbb{D}$. Sec. 3.5.1 first abstracts infinite input sequences into unbounded FIFO queues. Then Sec. 3.5.2 abstracts them further into bounded queues, featuring a finite number of variables. Furthermore, Sec. 3.5.3 abstracts away output sequences. In addition, Sec. 3.5.4 introduces a simplified version of the semantics, that is sufficient for the special case of programs reading inputs and writing outputs in lockstep (no desynchronizations). Finally, sections 3.5.5 and 3.5.6 derive computable numerical abstractions of $\mathbb{D}$, resulting in effective static analyses. Section 3.5.5 leverages standard numerical abstractions, while section 3.5.6 introduces a dedicated numerical domain.

### 3.5.1 Wrapping up infinite input sequences

A first observation is that we do not need to recall the whole input sequence $\iota \in \mathbb{Z}^{\omega}$ shared by the left and right versions $P_{1}$ and $P_{2}$ of a double program $P$. Indeed, we only aim at exploiting equalities between the input values read by $P_{1}$ and $P_{2}$. We therefore only need to record, at any point in the analysis, the input subsequence that has been read by one program, but not the other one yet. This ensures that, when a program that has read less values than the other catches up with it, it reads the same values. Values read by both programs can be discarded, and values not read by any program do not need to be known in advance, as they can be chosen non-deterministically. This subsequence of input values read by one program only forms an (unbounded) FIFO queue, as inputs are read in order. We therefore abstract the input sequence $\iota$, and indexes $n_{1}$ and $n_{2}$ of $P_{1}$ and $P_{2}$ in this sequence, defined in $\mathcal{D}$, as the difference $\delta \triangleq n_{2}-n_{1}$, and a FIFO queue of length $|\delta|$. The new semantic domain is thus $\hat{\mathcal{D}} \triangleq \hat{\Sigma} \times \hat{\Sigma} \times \mathbb{Z} \times \mathbb{Z}^{\star}$, where $\hat{\Sigma} \triangleq \mathcal{E} \times \mathbb{Z}^{\star}$ records the memory states and output streams of individual program versions. A formalization of this abstraction is shown on Fig. 3.13. Note that we use the symbol $\subseteq$ to denote the pointwise lifting of $\subseteq: f \dot{\subseteq} f^{\prime} \equiv \forall \sigma \in \mathbb{Z}^{\omega}: f(\sigma) \subseteq f^{\prime}(\sigma)$.

Proposition 1. The pair $\left(\alpha_{\mathfrak{F}}, \gamma_{\mathfrak{F}}\right)$ defined in Fig. 3.13 is a Galois embedding.

$$
\begin{gathered}
\left(\mathbb{Z}^{\omega} \rightarrow \mathcal{P}(\mathcal{D}), \dot{\subseteq}\right) \underset{\alpha_{\mathfrak{F}}}{\stackrel{\gamma_{\tilde{\mathfrak{F}}}}{\leftrightarrows}}(\mathcal{P}(\hat{\mathcal{D}}), \subseteq) \\
\alpha_{\mathfrak{F}}(f) \triangleq\left\{\beta_{\sigma}(s) \mid s \in f(\sigma) \wedge \sigma \in \mathbb{Z}^{\omega}\right\}=\bigcup_{\sigma \in \mathbb{Z}^{\omega}}\left\{\beta_{\sigma}(f(\sigma))\right\} \\
\left(\gamma_{\mathfrak{F}}(\hat{R})\right)(\sigma) \triangleq\left\{s \mid \beta_{\sigma}(s) \in \hat{R}\right\}=\beta_{\sigma}^{-1}(\hat{R})
\end{gathered}
$$

where $\forall \sigma \in \mathbb{Z}^{\omega}: \beta_{\sigma} \in \mathcal{D} \rightarrow \hat{\mathcal{D}}$
$\beta_{\sigma}\left(\left(\left(\rho_{1}, n_{1}, o_{1}\right),\left(\rho_{2}, n_{2}, o_{2}\right)\right)\right) \triangleq\left(\left(\rho_{1}, o_{1}\right),\left(\rho_{2}, o_{2}\right), \delta, q\right)$
with $\quad \delta=n_{2}-n_{1}$
$\wedge|q|=|\delta|$
$\wedge \forall 0 \leq n<|\delta|: q_{n}=\sigma_{\max \left\{n_{1}, n_{2}\right\}-n-1}$
Figure 3.13: Abstraction of shared input sequences with unbounded FIFO queues

Note that this abstraction includes some redundancy: indeed, it would be enough to record only the sign of $\delta$, instead of its value, as its absolute value is given by the length of the queue. However, keeping the value simplifies subsequent abstraction steps.

## Simple programs

Starting from the concrete semantics $\mathbb{D}$, let us now formalize the semantics resulting from this first abstraction step. To start with, we first define the simple program semantics. The behaviors of the left and right versions $P_{1}$ and $P_{2}$ of a double program $P$ depend on which is ahead in the input sequence, and which is behind. $P_{1}$ is ahead if $\delta<0$, and $P_{2}$ is ahead if $\delta>0$. Therefore, we need to particularize the simple program semantics $\hat{\mathbb{S}}_{k} \llbracket s \rrbracket \in \mathcal{P}(\hat{\mathcal{E}}) \rightarrow \mathcal{P}(\hat{\mathcal{E}})$, where $\hat{\mathcal{E}} \triangleq \hat{\Sigma} \times \mathbb{Z} \times \mathbb{Z}^{\star}$, and $k \in\{1,2\}$. Fig. 3.14 shows the semantics for $\hat{\mathbb{S}}_{k} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket$. Note that we write $q \cdot q^{\prime}$ to denote the concatenation of queues $q$ and $q^{\prime}$. Intuitively, this semantics distinguishes between two cases:

1. If program $P_{k}$ is ahead of the other program in the input sequence, or at the same point, then a new successful input read operation produces a fresh input value, and adds it at the head of the queue.
2. If program $P_{k}$ is behind the other program in the input sequence, then a new successful input read operation retrieves the value at the tail of the queue.

In both cases, an input read operation is only successful if the value read matches the bounds specified for the input statement.

We do not display the semantics for other commands, as the semantics for assignments, tests and outputs are unchanged for memory environments and output sequences, and leave input index differences and queues unchanged. For instance:

$$
\begin{aligned}
& \hat{\mathbb{S}}_{k} \llbracket V \leftarrow e \rrbracket \hat{X} \\
& \hat{\mathbb{S}}_{k} \llbracket \operatorname{output}(V) \rrbracket \hat{X} \triangleq\{((\rho[V \mapsto v], o), \delta, q) \mid((\rho, o), \delta, q) \in \hat{X} \wedge v \in \mathbb{E} \llbracket e \rrbracket \rho\} \\
& ((\rho, o \cdot \rho(V)), \delta, q) \mid((\rho, o), \delta, q) \in \hat{X}\}
\end{aligned}
$$

The complete semantics is available on Fig. A. 1 of appendix A.1.

$$
\begin{aligned}
& \hat{S}_{k} \llbracket s \rrbracket \in \mathcal{P}(\hat{\mathcal{E}}) \rightarrow \mathcal{P}(\hat{\mathcal{E}}) \\
& \hat{S}_{1} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket \hat{X} \triangleq\left\{\begin{array}{l|l}
\quad & k \in\{1,2\} \\
((\rho[V \mapsto \nu], o), \delta-1, \nu \cdot q) & ((\rho, o), \delta, q) \in \hat{X} \\
\delta \leq 0 \\
a \leq \nu \leq b
\end{array}\right\} \\
& \cup\left\{\begin{array}{l|l}
((\rho[V \mapsto v], o), \delta-1, q) & ((\rho, o), \delta, q \cdot v) \in \hat{X} \\
\delta>0 \\
a \leq \nu \leq b
\end{array}\right\} \\
& \cup\left\{\begin{array}{ll}
((\rho[V \mapsto v], o), \delta+1, q) & ((\rho, o), \delta, q) \in \hat{X} \\
\hat{\mathbb{S}}_{2} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket \hat{X} \triangleq\left\{\begin{array}{l}
((\rho[V \mapsto \nu], o), \delta+1, \nu \cdot q) \\
\delta \geq 0 \\
a \leq \nu \leq b \\
\\
\end{array}\right\}
\end{array}\right\}
\end{aligned}
$$

Figure 3.14: Abstract semantics of simple programs $P_{1}$ and $P_{2}$ with unbounded queues

```
\(\hat{\mathbb{D}} \llbracket s \rrbracket \in \mathcal{P}(\hat{\mathcal{D}}) \rightarrow \mathcal{P}(\hat{\mathcal{D}})\)
\(\hat{\mathbb{D}} \llbracket s_{1} \| s_{2} \rrbracket \triangleq \hat{\mathbb{D}}_{2} \llbracket s_{2} \rrbracket \circ \hat{\mathbb{D}}_{1} \llbracket s_{1} \rrbracket\)
\(\hat{\mathbb{D}}_{1} \llbracket s \rrbracket \hat{X} \triangleq\left\{\left(r_{1}^{\prime}, r_{2}, \delta^{\prime}, q^{\prime}\right) \mid\left(r_{1}^{\prime}, \delta^{\prime}, q^{\prime}\right) \in \hat{\mathbb{S}}_{1} \llbracket s \rrbracket\left\{\left(r_{1}, \delta, q\right)\right\} \wedge\left(r_{1}, r_{2}, \delta, q\right) \in \hat{X}\right\}\)
\(\hat{\mathbb{D}}_{2} \llbracket s \rrbracket \hat{X} \triangleq\left\{\left(r_{1}, r_{2}^{\prime}, \delta^{\prime}, q^{\prime}\right) \mid\left(r_{2}^{\prime}, \delta^{\prime}, q^{\prime}\right) \in \hat{\mathbb{S}}_{2} \llbracket s \rrbracket\left\{\left(r_{2}, \delta, q\right)\right\} \wedge\left(r_{1}, r_{2}, \delta, q\right) \in \hat{X}\right\}\)
\(\hat{\mathbb{F}} \llbracket c_{1} \| c_{2} \rrbracket \triangleq \hat{\mathbb{F}}_{2} \llbracket c_{2} \rrbracket \circ \hat{\mathbb{F}}_{1} \llbracket c_{1} \rrbracket\)
\(\hat{\mathbb{F}}_{k} \llbracket c \rrbracket \hat{X} \triangleq\left\{\left(\left(\rho_{1}, o_{1}\right),\left(\rho_{2}, o_{2}\right), \delta, q\right) \in \hat{X} \mid\right.\) true \(\left.\in \mathbb{C} \llbracket c \rrbracket \rho_{k}\right\} ; k \in\{1 ; 2\}\)
```

Figure 3.15: Abstract semantics of double programs with unbounded queues

## Double programs

We then lift the semantics $\hat{S}_{1} \llbracket s \rrbracket$ and $\hat{S}_{2} \llbracket s \rrbracket$ to double programs. The definition of $\hat{\mathbb{D}} \llbracket s \rrbracket \in \mathcal{P}(\hat{\mathcal{D}}) \rightarrow \mathcal{P}(\hat{\mathcal{D}})$ is very similar to that of $\mathbb{D} \llbracket s \rrbracket$. It can be obtained by removing $\iota$ parameters from Fig. 3.8, except for the composition of syntactically different statements $\hat{\mathbb{D}} \llbracket s_{1} \| s_{2} \rrbracket$ and conditions $\hat{\mathbb{F}} \llbracket c_{1} \| c_{2} \rrbracket$. We thus only show the definitions of these relations on Fig. 3.15, and the remainder on Fig. A. 2 of Appendix A.1.

Following the particularization of simple statement semantics, the semantics for double statements and conditions compose the semantics of their left and right versions $\hat{\mathbb{D}}_{k} \llbracket s_{k} \rrbracket$ and $\hat{\mathbb{F}}_{k} \llbracket c_{k} \rrbracket$, where $\hat{\mathbb{D}}_{k}$ and $\hat{\mathbb{F}}_{k}$ operate on simple statements and conditions only. Note that the order of the composition is arbitrary, and not significant, as $\hat{\mathbb{D}}_{2} \llbracket s \rrbracket \circ \hat{\mathbb{D}}_{1} \llbracket t \rrbracket=\hat{\mathbb{D}}_{1} \llbracket t \rrbracket \circ \hat{\mathbb{D}}_{2} \llbracket s \rrbracket$, and likewise for $\hat{\mathbb{F}}_{1} \llbracket c \rrbracket$ and $\hat{\mathbb{F}}_{2} \llbracket d \rrbracket$. Note also that $\hat{\mathbb{D}}_{1} \llbracket \pi_{1}(s) \rrbracket=\hat{\mathbb{D}} \llbracket \pi_{1}(s) \| \mathbf{s k i p} \rrbracket$, and $\hat{\mathbb{D}}_{2} \llbracket \pi_{2}(s) \rrbracket=\hat{\mathbb{D}} \llbracket \operatorname{skip} \| \pi_{2}(s) \rrbracket$.

Finally, we formalize the relation between the abstract semantics $\hat{\mathbb{D}}$ and the concrete collecting semantics $\mathbb{D}$.

$$
\left.\begin{array}{c}
\quad\left(\mathcal{P}(\hat{\mathcal{D}}, \subseteq) \stackrel{\alpha_{p}}{\leftrightarrows}\left(\mathcal{P}\left(\hat{\mathcal{D}}_{p}\right), \subseteq\right)\right. \\
\alpha_{p}(\hat{R}) \triangleq\left\{\beta_{p}(s) \mid s \in \hat{R}\right\}=\beta_{p}(\hat{R}) \\
\gamma_{p}\left(\hat{R}_{p}\right) \triangleq\left\{s \mid \beta_{p}(s) \in \hat{R}_{p}\right\}=\beta_{p}^{-1}\left(\hat{R}_{p}\right) \\
\text { where } \beta_{p} \in \hat{\mathcal{D}} \rightarrow \hat{\mathcal{D}}_{p}
\end{array}\right\} \begin{aligned}
& \beta_{p}\left(\left(\left(\rho_{1}, o_{1}\right),\left(\rho_{2}, o_{2}\right), \delta, q\right)\right) \triangleq\left(\left(\rho_{1}, o_{1}\right),\left(\rho_{2}, o_{2}\right), \delta, \tilde{q}\right) \text { with } \tilde{q}_{n}=\left\{\begin{array}{cc}
q_{n} \text { if } 0 \leq n<|\delta| \\
0 & \text { if }|\delta| \leq n<p
\end{array}\right.
\end{aligned}
$$

Figure 3.16: Abstraction of FIFO queues to fixed length $p \geq 1$

Proposition 2. $\hat{\mathbb{D}}$ is the best abstraction of $\mathbb{D}: \hat{\mathbb{D}}=\alpha_{\mathfrak{F}} \circ \mathbb{D} \circ \gamma_{\mathfrak{F}}$.

### 3.5.2 Bounding input queues

The abstract semantics $\hat{\mathbb{D}}$ features unbounded queues of input values. We aim at abstracting the concrete collecting semantics $\mathbb{D}$ in numerical domains, so we need to deal with a bounded number of variables. As it is also simpler to deal with a fixed number of variables, we parameterize our abstract semantics with some predetermined integer $p \geq 1$, used to define the lengths of abstract FIFO queues in domain $\hat{\mathcal{D}}_{p} \triangleq \Sigma \times \Sigma \times \mathbb{Z} \times \mathbb{Z}^{p}$. Queues from $\hat{\mathcal{D}}$ are truncated whenever $|\delta|>p$, and padded with zeros whenever $|\delta|<p$. A formalization of this abstraction is shown on Fig. 3.16.

Proposition 3. For all $p \geq 1$, the pair $\left(\alpha_{p}, \gamma_{p}\right)$ defined in Fig. 3.16 is a Galois embedding.

Let $p \geq 1$. Starting from semantics $\hat{\mathbb{D}}$, we now give a formal definition for the abstract double program semantics $\hat{\mathbb{D}}^{p}$ resulting from this second abstraction step.

## Simple programs

To this aim, we first define the semantics $\hat{\mathcal{S}}_{k}^{p} \llbracket s \rrbracket \in \mathcal{P}\left(\hat{\mathcal{E}}_{p}\right) \rightarrow \mathcal{P}\left(\hat{\mathcal{E}}_{p}\right)$ of simple programs, where $\hat{\mathcal{E}}_{p} \triangleq \Sigma \times \mathbb{Z} \times \mathbb{Z}^{p}$, and $k \in\{1,2\}$. Fig. 3.17 shows the semantics of $\hat{\mathbb{S}}_{k}^{p} \llbracket V \leftarrow$ $\operatorname{input}(a, b) \rrbracket$. Intuitively, this semantics distinguishes between three cases:

1. If program $P_{k}$ is ahead of the other program in the input sequence, or at the same point, then a new successful input read operation produces a fresh input value, and adds it on top of the queue, discarding the value at the bottom at the queue.
2. If program $P_{k}$ is behind the other program in the input sequence, and the delay is less than the size of the input queue, then a new successful input read operation retrieves the value in the queue indexed by this delay, and resets this value to zero.
3. If program $P_{k}$ is behind the other program in the input sequence, and the delay is more than the size of the input queue, then a new successful input read operation produces a fresh input value, and leaves the queue unchanged.

Figure 3.17: Abstract semantics of simple program $P_{1}$ and $P_{2}$ with queues of length $p \geq 1$.

In any case, an input read operation is only successful if the value read matches the bounds specified for the input statement. We do not display the semantics for other commands, as the semantics for assignments and tests are standard for memory environments, and leave input index differences and queues unchanged. For instance, $\hat{\mathbb{S}}_{k}^{p} \llbracket V \leftarrow e \rrbracket \hat{X}_{p} \triangleq\left\{((\rho[V \mapsto v], o), \delta, q) \mid((\rho, o), \delta, q) \in \hat{X}_{p} \wedge v \in \mathbb{E} \llbracket e \rrbracket \rho\right\}$. The complete semantics is available on Fig. A. 3 of App. A.2.

## Double programs

We then lift the semantics $\hat{\mathbb{S}}_{1}^{p} \llbracket s \rrbracket$ and $\hat{\mathcal{S}}_{2}^{p} \llbracket s \rrbracket$ to double programs. The definition of $\hat{\mathbb{D}}^{p} \llbracket s \rrbracket \in \mathcal{P}\left(\hat{\mathcal{D}}_{p}\right) \rightarrow \mathcal{P}\left(\hat{\mathcal{D}}_{p}\right)$ is very similar to that of $\hat{\mathbb{D}} \llbracket s \rrbracket$. The main change is that $\hat{\mathbb{D}}_{k}^{p} \llbracket s \rrbracket$ is defined with $\hat{\mathbb{S}}_{k}^{p} \llbracket s \rrbracket$, whereas $\hat{\mathbb{D}}_{k} \llbracket s \rrbracket$ is defined with $\hat{\mathbb{S}}_{k} \llbracket s \rrbracket$. We thus only show the definitions of some transfer functions on Fig. 3.18, and the remainder on Fig. A. 4 of Appendix A.2. These definitions are very similar to those of $\hat{\mathbb{D}} \llbracket s \rrbracket$ on Fig. 3.15. The semantics for double statements and conditions compose the semantics of their left and right versions. The order of the composition is arbitrary, but significant for statements, as $\hat{\mathbb{D}}_{2}^{p} \llbracket s \rrbracket \circ \circ \hat{\mathbb{D}}_{1}^{p} \llbracket t \rrbracket \neq \hat{\mathbb{D}}_{1}^{p} \llbracket t \rrbracket \circ \hat{\mathbb{D}}_{2}^{p} \llbracket s \rrbracket$ due to input statements that can lose precision upon overflowing the bounded queue. Both composition orders, however, are sound. A way to make the analyse precise and independent from the order would be to compute the intersection of the compositions with the two orders. The order is in constrast not significant for conditions, as $\hat{\mathbb{F}}_{2}^{p} \llbracket c \rrbracket \circ \hat{\mathbb{F}}_{1}^{p} \llbracket d \rrbracket=\hat{\mathbb{F}}_{1}^{p} \llbracket d \rrbracket \circ \circ \hat{\mathbb{F}}_{2}^{p} \llbracket c \rrbracket$. Note also that $\hat{\mathbb{D}}_{1}^{p} \llbracket \pi_{1}(s) \rrbracket=\hat{\mathbb{D}}^{p} \llbracket \pi_{1}(s) \|$ skip $\rrbracket$, and $\hat{\mathbb{D}}_{2}^{p} \llbracket \pi_{2}(s) \rrbracket=\hat{\mathbb{D}}^{p} \llbracket$ skip $\| \pi_{2}(s) \rrbracket$.

Finally, we formalize the relation between the abstract semantics $\hat{\mathbb{D}}^{p}$ and the previous abstraction $\hat{\mathbb{D}}$ of the concrete collecting semantics.

```
\(\hat{\mathbb{D}}^{p} \llbracket s \rrbracket \in \mathcal{P}\left(\hat{\mathcal{D}}_{p}\right) \rightarrow \mathcal{P}\left(\hat{\mathcal{D}}_{p}\right)\)
\(\hat{\mathbb{D}}^{p} \llbracket s_{1} \| s_{2} \rrbracket \triangleq \hat{\mathbb{D}}_{2}^{p} \llbracket s_{2} \rrbracket \circ \hat{\mathbb{D}}_{1}^{p} \llbracket s_{1} \rrbracket\)
\(\hat{\mathbb{D}}_{1}^{p} \llbracket s \rrbracket \hat{R}_{p} \triangleq\left\{\left(r_{1}^{\prime}, r_{2}, \delta^{\prime}, q^{\prime}\right) \mid\left(r_{1}^{\prime}, \delta^{\prime}, q^{\prime}\right) \in \hat{\mathbb{S}}_{1}^{p} \llbracket s \rrbracket\left\{\left(r_{1}, \delta, q\right)\right\} \wedge\left(r_{1}, r_{2}, \delta, q\right) \in \hat{R}_{p}\right\}\)
\(\hat{\mathbb{D}}_{2}^{p} \llbracket s \rrbracket \hat{R}_{p} \triangleq\left\{\left(r_{1}, r_{2}^{\prime}, \delta^{\prime}, q^{\prime}\right) \mid\left(r_{2}^{\prime}, \delta^{\prime}, q^{\prime}\right) \in \hat{\mathbb{S}}_{2}^{p} \llbracket s \rrbracket\left\{\left(r_{2}, \delta, q\right)\right\} \wedge\left(r_{1}, r_{2}, \delta, q\right) \in \hat{R}_{p}\right\}\)
\(\hat{\mathbb{F}}^{p} \llbracket c_{1} \| c_{2} \rrbracket \triangleq \hat{\mathbb{F}}_{2}^{p} \llbracket c_{2} \rrbracket \circ \hat{\mathbb{F}}_{1}^{p} \llbracket c_{1} \rrbracket\)
\(\hat{\mathbb{F}}_{k}^{p} \llbracket c \rrbracket \hat{R}_{p} \quad \triangleq\left\{\left(\left(\rho_{1}, o_{1}\right),\left(\rho_{2}, o_{2}\right), \delta, q\right) \in \hat{R}_{p} \mid\right.\) true \(\left.\in \mathbb{C} \llbracket c \rrbracket \rho_{k}\right\} ; k \in\{1 ; 2\}\)
```

Figure 3.18: Abstract semantics of double programs with queues of length $p \geq 1$

```
dstat::= ...
            assert_sync(V)
    (a) Extension of the syntax
\[
\begin{aligned}
\pi_{k}(\boldsymbol{\operatorname { a s s e r t }} \mathbf{\operatorname { s y n c }}(V)) \triangleq \operatorname{assert}(\text { false }) ; \quad k \in\{1,2\} \\
\mathbb{D} \llbracket \mathbf{a s s e r t} \_\operatorname{sync}(V) \rrbracket_{\iota} X \triangleq\left\{\begin{array}{l|l}
\left(\left(\rho_{1}, n_{1}, o \cdot r\right),\left(\rho_{2}, n_{2}, o \cdot r\right)\right) & \begin{array}{l}
\left(\left(\rho_{1}, n_{1}, o\right),\left(\rho_{2}, n_{2}, o\right)\right) \in X \\
\wedge \rho_{1}(V)=\rho_{2}(V)=r
\end{array}
\end{array}\right\}
\end{aligned}
\]
```

(b) Extension of the semantics

Figure 3.19: Extension of dstat with assert_sync( $V$ )

Proposition 4. For all $p \geq 1, \hat{\mathbb{D}}^{p}$ is a sound and optimal abstraction of $\hat{\mathbb{D}}$ :

$$
\hat{\mathbb{D}}^{p}=\alpha_{p} \circ \hat{\mathbb{D}} \circ \gamma_{p}
$$

### 3.5.3 Obliviating output sequences

The abstract semantics $\hat{\mathbb{D}}^{p}$ features bounded queues of input values, but still unbounded sequences of output values. We aim at proving the equality of the output sequences $o_{1}$ and $o_{2}$ of $P_{1}$ and $P_{2}$, using numerical domains on a finite number of variables.

We could thus abstract outputs the same way we abstracted inputs: using bounded FIFO queues to retain precise information on the differences between the outputs of $P_{1}$ and $P_{2}$. This approach would indeed enable us to infer the property of interest, and would be robust to bounded desynchronizations between output statements of $P_{1}$ and $P_{2}$. Yet, the examples we encountered, both in open source software and the embedded reactive software we target, did not raise the need for such precision. Instead, these examples execute output statements in lockstep. Output sequences are thus always equal, or always unequal after some difference arises: there is no resynchronization after bounded desynchronizations.

## $\mathrm{Nimp}_{2}^{-}$, a reduced dialect of $\mathrm{Nimp}_{2}$

There is no need to distinguish assert_sync specifications from outputs in the syntax of such examples. The equality of output sequences can be checked at every output.

We therefore introduce a dedicated specialized version of the $\mathrm{NIMP}_{2}$ language. We extend NIMP $_{2}$ with an additional primitive assert_sync $(V)$, used for specifications. In the following, we first formalize the concrete semantics $\mathbb{D} \llbracket$ assert_sync $(V) \rrbracket$ of this additional statement. Then, we show its semantics $\hat{\mathbb{D}}^{p} \llbracket \operatorname{assert}^{\boldsymbol{s}} \mathbf{\operatorname { s y n }}(V) \rrbracket$ with the abstraction introduced in Sec. 3.5.2. Both semantics convey information on output streams. Finally, we introduce a new semantics $\tilde{\mathbb{D}}^{p} \llbracket \operatorname{assert} \quad \operatorname{sync}(V) \rrbracket$ for the specialized version of the $\mathrm{NIMP}_{2}$ language, which abstracts away output streams.

We start with adding the assert_sync $(V)$ statement to the language of double statements, as a means to assert that, if both program versions reach the current control point, then they should:

1. have written the same sequence of values to the output stream;
2. agree on the value of $V$, which is the next value to be written to the output stream. This extension is shown on Fig. 3.19. The semantics of assert_sync $(V)$ filters away any double program states with unequal output sequences, or environments disagreeing on the value of $V$. In practice, it also reports a semantic error if any such state may be reachable, although we do not represent this in the formalism for conciseness. Note that $\mathbb{D} \llbracket \operatorname{assert} \_\operatorname{sync}(V) \rrbracket=\mathbb{D} \llbracket$ assert_sync $\rrbracket \circ \mathbb{D} \llbracket$ output $(V) \rrbracket$, which is compatible with the notation introduced by Remark 20: assert_sync $(V)$ may be seen as a shorthand for output $(V)$; assert_sync. Also note that program versions are only allowed to execute assert_sync $(V)$ in lockstep. Indeed, executing assert_sync $(V)$ is an error in the simple program semantics.

Consistently, we remove the statements output( $V$ ) and assert_sync() from the syntax of $\mathrm{NIMP}_{2}$, and call $\mathrm{NIMP}_{2}^{-}$the resulting language. $\mathrm{NIMP}_{2}^{-}$programs can only execute assert_sync $(V)$ statements to write to the output stream (in lockstep, otherwise an error is propagated). $\mathrm{NIMP}_{2}^{-}$programs cannot resynchronize after bounded desynchronizations of assert__sync $(V)$ statements. Therefore it not necessary to keep output sequences in the abstract state to prove the property of interest. The abstract semantics $\hat{\mathbb{D}}^{p}$ of $\mathrm{NIMP}_{2}^{-}$programs is defined as that of $\mathrm{NIMP}_{2}$ programs. This abstraction introduced in Sec. 3.5.2 conveys information on output streams. In particular,
$\hat{\mathbb{D}}^{p} \llbracket \operatorname{assert\_ sync}(V) \rrbracket \hat{R}_{p} \triangleq\left\{\begin{array}{l|l}\left(\left(\rho_{1}, o \cdot r\right),\left(\rho_{2}, o \cdot r\right), \delta, q\right) & \begin{array}{l}\left(\left(\rho_{1}, o\right),\left(\rho_{2}, o\right), \delta, q\right) \in \hat{R}_{p} \\ \wedge \rho_{1}(V)=\rho_{2}(V)=r\end{array}\end{array}\right\}$
and $\hat{\mathbb{D}}_{k}^{p} \llbracket \pi_{k}\left(\boldsymbol{\operatorname { a s s e r t }} \_\mathbf{s y n c}(V)\right) \rrbracket=\hat{\mathbb{S}}_{k}^{p} \llbracket \pi_{k}(\boldsymbol{\operatorname { a s s e r t }} \quad \mathbf{s y n c}(V)) \rrbracket=\emptyset$ raise propagated semantic errors. The rest of the transfer functions propagate output sequences unchanged across statements.

Output sequences of program versions are initially empty: $o_{1}=o_{2}=\epsilon$. In addition, $\hat{\mathbb{D}}^{p} \llbracket \operatorname{assert} \_\mathbf{s y n c}(V) \rrbracket$ is the only transfer function of $\mathrm{NIMP}_{2}^{-}$that constructs or filters outputs sequences. It appends equal values to equal sequences. In absence of propagated semantic errors, output sequences of the versions $P_{1}$ and $P_{2}$ of a $\mathrm{NIMP}_{2}^{-}$program can be proved to be always equal in all reachable states of terminating executions, and finite prefixes of non-terminating executions. As a consequence, it is not necessary to keep output sequences in the abstract state of $\mathrm{NiMP}_{2}^{-}$programs. We thus remove them from

$$
\begin{aligned}
&\left(\mathcal{P}\left(\hat{\mathcal{D}}_{p}\right), \subseteq\right) \stackrel{\tilde{\alpha}_{p}}{\leftrightarrows}\left(\mathcal{P}\left(\tilde{\mathcal{D}}_{p}\right), \subseteq\right) \\
& \tilde{\alpha}_{p}\left(\hat{R}_{p}\right) \triangleq\left\{\varphi_{p}(s) \mid s \in \hat{R}_{p}\right\}=\varphi_{p}\left(\hat{R}_{p}\right) \\
& \tilde{\gamma}_{p}\left(\tilde{R}_{p}\right) \triangleq\left\{s \mid \varphi_{p}(s) \in \tilde{R}_{p}\right\}=\varphi_{p}^{-1}\left(\tilde{R}_{p}\right) \\
& \text { where } \varphi_{p} \in \hat{\mathcal{D}}_{p} \rightarrow \tilde{\mathcal{D}}_{p}
\end{aligned}
$$

Figure 3.20: Simple abstraction of output sequences for $\mathrm{NIMP}_{2}^{-}$.
the simpler abstract domain $\tilde{\mathcal{D}}_{p} \triangleq \mathcal{E} \times \mathcal{E} \times \mathbb{Z} \times \mathbb{Z}^{p}$. A formalization of this abstraction is shown on Fig. 3.20.

Proposition 5. For all $p \geq 1$, the pair ( $\tilde{\alpha}_{p}, \tilde{\gamma}_{p}$ ) defined in Fig. 3.20 is a Galois embedding.

Let $p \geq 1$. Starting from semantics $\hat{\mathbb{D}}^{p}$, we now define the semantics $\tilde{\mathbb{D}}^{p}$ resulting from this third abstraction step.

## Simple programs Nimp without ouputs

We first define the semantics $\tilde{\mathbb{S}}_{k}^{p} \llbracket s \rrbracket \in \mathcal{P}\left(\tilde{\mathcal{E}}_{p}\right) \rightarrow \mathcal{P}\left(\tilde{\mathcal{E}}_{p}\right)$ of simple programs, where $\tilde{\mathcal{E}}_{p} \triangleq$ $\mathcal{E} \times \mathbb{Z} \times \mathbb{Z}^{p}$, and $k \in\{1,2\}$.

The semantics $\tilde{\mathbb{S}}_{k}^{p} \llbracket s \rrbracket$ of statements $s \in$ stat is very similar to $\hat{\mathbb{S}}_{k}^{p} \llbracket s \rrbracket$ for NimP statements. The only differences are that the transfer function for output is removed, and that output sequences $o$ are no longer propagated. For instance:

$$
\tilde{\mathbb{S}}_{k}^{p} \llbracket V \leftarrow e \rrbracket \tilde{X}_{p} \triangleq\left\{(\rho[V \mapsto v], \delta, q) \mid(\rho, \delta, q) \in \tilde{X}_{p} \wedge v \in \mathbb{E} \llbracket e \rrbracket \rho\right\}
$$

The complete semantics is available on Fig. A. 5 of Appendix A.3.

## Double Nimp ${ }_{2}^{-}$programs

We now lift the semantics $\tilde{\mathbb{S}}_{1}^{p} \llbracket s \rrbracket$ and $\tilde{\mathbb{S}}_{2}^{p} \llbracket s \rrbracket$ to double programs. The definition of $\tilde{\mathbb{D}}^{p} \llbracket s \rrbracket \in \mathcal{P}\left(\tilde{\mathcal{D}}_{p}\right) \rightarrow \mathcal{P}\left(\tilde{\mathcal{D}}_{p}\right)$ for $\mathrm{NIMP}_{2}^{-}$statements is very similar to that of $\hat{\mathbb{D}}^{p} \llbracket s \rrbracket$ for $\mathrm{NimP}_{2}$ statements. The main changes are that:

1. the transfer functions for output and assert_sync are removed;
2. the output sequences $o$ are no longer propagated;
3. $\tilde{\mathbb{D}}^{p} \llbracket \operatorname{assert} \operatorname{sync}(V) \rrbracket$ filters away any abstract state such that $P_{1}$ and $P_{2}$ disagree on the value of $V$. In practice, an alarm is raised and propagated whenever any such state may be reached. We do not represent alarms in the semantics for conciseness.
4. $\tilde{\mathbb{D}}_{k}^{p} \llbracket s \rrbracket$ is defined with $\tilde{\mathbb{S}}_{k}^{p} \llbracket s \rrbracket$, whereas $\hat{\mathbb{D}}_{k}^{p} \llbracket s \rrbracket$ is defined with $\hat{\mathbb{S}}_{k}^{p} \llbracket s \rrbracket$.
```
\(\tilde{\mathbb{D}}^{p} \llbracket s \rrbracket \in \mathcal{P}\left(\tilde{\mathcal{D}}_{p}\right) \rightarrow \mathcal{P}\left(\tilde{\mathcal{D}}_{p}\right)\)
\(\tilde{\mathbb{D}}^{p} \llbracket \operatorname{assert} \_\operatorname{sync}(V) \rrbracket \tilde{R}_{p} \triangleq\left\{\left(\rho_{1}, \rho_{2}, \delta, q\right) \in \tilde{R}_{p} \mid \rho_{1}(V)=\rho_{2}(V)\right\}\)
\(\tilde{\mathbb{D}}^{p} \llbracket s_{1} \| s_{2} \rrbracket \quad \triangleq \tilde{\mathbb{D}}_{2}^{p} \llbracket s_{2} \rrbracket \circ \tilde{\mathbb{D}}_{1}^{p} \llbracket s_{1} \rrbracket\)
\begin{tabular}{l|l}
\(\tilde{\mathbb{D}}_{1}^{p} \llbracket s \rrbracket \tilde{R}_{p} \quad \triangleq\left\{\begin{array}{ll}\left(\rho_{1}^{\prime}, \rho_{2}, \delta^{\prime}, q^{\prime}\right) & \begin{array}{l}\left(\rho_{1}^{\prime}, \delta^{\prime}, q^{\prime}\right) \in \tilde{\mathbb{S}}_{1}^{p} \llbracket s \rrbracket\left\{\left(\rho_{1}, \delta, q\right)\right\} \\
\left(\rho_{1}, \rho_{2}, \delta, q\right) \in \tilde{R}_{p}\end{array}\end{array}\right\}\)
\end{tabular}
\(\tilde{\mathbb{D}}_{2}^{p} \llbracket s \rrbracket \tilde{R}_{p} \quad \triangleq\left\{\begin{array}{l|l}\left(\rho_{1}, \rho_{2}^{\prime}, \delta^{\prime}, q^{\prime}\right) & \begin{array}{l}\left(\rho_{2}^{\prime}, \delta^{\prime}, q^{\prime}\right) \in \tilde{\mathbb{S}}_{2}^{p} \llbracket \\ \left(\rho_{1}, \rho_{2}, \delta, q\right) \in \tilde{R}_{p}\end{array}\end{array}\right\}\left\{\left(\rho_{2}, \delta, q\right)\right\}\),
\(\tilde{\mathbb{F}}^{p} \llbracket c_{1} \| c_{2} \rrbracket \quad \triangleq \tilde{\mathfrak{F}}_{2}^{p} \llbracket c_{2} \rrbracket \circ \tilde{\mathbb{F}}_{1}^{p} \llbracket c_{1} \rrbracket\)
\(\tilde{\mathbb{F}}_{k}^{p} \llbracket c \rrbracket \tilde{R}_{p} \quad \triangleq\left\{\left(\rho_{1}, \rho_{2}, \delta, q\right) \in \tilde{R}_{p} \mid\right.\) true \(\left.\in \mathbb{C} \llbracket c \rrbracket \rho_{k}\right\} ; k \in\{1 ; 2\}\)
```

Figure 3.21: Abstract semantics of double $\mathrm{NIMP}_{2}^{-}$programs with input queues of length $p \geq 1$.

We thus only show the definitions of some transfer functions on Fig. 3.21. These definitions are very similar to those of $\hat{\mathbb{D}}^{p} \llbracket s \rrbracket$ on Fig. 3.18. The complete semantics is available on Fig. A. 6 of Appendix A.3.

Finally, we formalize the relation between the abstract semantics $\tilde{\mathbb{D}}^{p}$ and the previous abstraction $\hat{\mathbb{D}}^{p}$ of the concrete collecting semantics.

Proposition 6 (sound and optimal abstraction for $\mathrm{NIMP}_{2}^{-}$). For all $p \geq 1, \tilde{\mathbb{D}}^{p}$ is a sound and optimal abstraction of $\hat{\mathbb{D}}^{p}$ for NIMP $_{2}^{-}$programs:

$$
\tilde{\mathbb{D}}^{p}=\tilde{\alpha}_{p} \circ \hat{\mathbb{D}}^{p} \circ \tilde{\gamma}_{p}
$$

### 3.5.4 Special case: inputs and outputs in lockstep

$\mathrm{NIMP}_{2}^{-}$programs no longer feature output queues, but still feature bounded queues of input values. The abstract semantics $\tilde{\mathbb{D}}^{p}$ expresses relational information on the values read by $P_{1}$ and $P_{2}$ from some input stream, with desynchronizations up to $p$ between input statements by $P_{1}$ and $P_{2}$. It retains only non relational information for longer desynchronizations. We will come back to this semantics in Sec. 3.5.5, and abstract it further into a computable semantics, using numerical domains.

## $\mathrm{Nimp}_{2}^{\star}$, a reduced dialect of $\mathrm{Nimp}_{2}^{-}$

Nonetheless, we introduce here a simplified version of $\mathrm{NimP}_{2}^{-}$, called $\mathrm{NIMP}_{2}^{\star}$, that is sufficient to handle programs without any desynchronization of inputs or outputs. NimP ${ }_{2}^{\star}$ will allow us to simplify further $\tilde{\mathbb{D}}^{p}$ into a non computable abstraction $\tilde{\mathbb{D}}^{0} . \tilde{\mathbb{D}}^{0}$ will be used in later chapters, dedicated to analyses of double C programs: Chapters 5, 6, and 7. Indeed, these chapters will focus on double C programs that read input values in lockstep (and also write output values in lockstep). For instance, the reactive programs of Fig. 3.10(b) execute both input and output statements in lockstep, while the programs of Fig. 3.9 execute output statements in lockstep, but not input statements. The programs of
dstat $::=\cdots$

```
        \(\mid V \leftarrow\) input__sync \((a, b)\)
        (a) Extension of the syntax
    \(\pi_{k}(V \leftarrow\) input_sync \((a, b)) \triangleq \operatorname{assert}(\) false \() ; \quad k \in\{1,2\}\)
```


(b) Extension of the semantics

Figure 3.22: Extension of dstat

Fig. 3.10 (b) can thus be encoded in $\operatorname{NimP}_{2}^{\star}$, and modeled precisely with $\tilde{\mathbb{D}}^{0}$, while the programs of Fig. 3.9 cannot, and require the more expressive semantics $\tilde{\mathbb{D}}^{p}$ introduced in Sec. 3.5.3. To this aim, we first extend $\mathrm{NIMP}_{2}$ and $\mathrm{NIMP}_{2}^{-}$with an additional primitive $V \leftarrow$ input_sync $(a, b)$, used for lockstep input. In the following, we first formalize the concrete semantics $\mathbb{D} \llbracket V \leftarrow \operatorname{input\_ sync}(a, b) \rrbracket$ of this additional statement. Then, we show its semantics $\tilde{\mathbb{D}}^{p} \llbracket V \leftarrow$ input_sync $(a, b) \rrbracket$ with the abstraction introduced in Sec. 3.5.3. Both semantics convey information on input streams. Finally, we introduce a new semantics $\tilde{\mathbb{D}}^{0} \llbracket V \leftarrow$ input_sync $(a, b) \rrbracket$ for the simplified $\mathrm{NimP}_{2}^{\star}$ language, which abstracts away input streams.

We start with adding the $V \leftarrow$ input_sync $(a, b)$ statement to the language of double statements, as a means to assert that, if both program versions reach the current control point, then they should:

1. have read the same number of values from the shared input stream;
2. read a new input value in the range $[a, b]$, and store it into $V$.

This extension is shown on Fig. 3.22. The semantics of $V \leftarrow \operatorname{input} \quad \mathbf{s y n c}(a, b)$ filters away any double program states with unequal input indexes, or input value outside the range $[a, b]$. In practice, it also reports a semantic error if any such state may be reachable, although we do not represent this in the formalism for conciseness. Then, it assigns the input value to $V$ in both program versions. Note that program versions are only allowed to execute $V \leftarrow$ input_sync $(a, b)$ in lockstep. Indeed, executing $V \leftarrow$ input_sync $(a, b)$ is an error in the simple program semantics.

Consistently, we remove the statement $V \leftarrow \operatorname{input}(a, b)$ from the syntax of $\mathrm{Nimp}_{2}^{-}$, and call $\mathrm{NIMP}_{2}^{\star}$ the resulting language. $\mathrm{NimP}_{2}^{\star}$ programs can only execute $V \leftarrow \operatorname{input} \_\operatorname{sync}(a, b)$ statements to read from the shared input stream (in lockstep, otherwise an error is propagated). NIMP ${ }_{2}^{\star}$ programs cannot resynchronize after bounded desynchronizations of $V \leftarrow$ input__sync $(a, b)$ statements. Therefore it not necessary to keep information on input sequences in the abstract state to prove the property of interest. The abstract semantics $\tilde{\mathbb{D}}^{p}$ of $\mathrm{NIMP}_{2}^{\star}$ programs is defined as that of $\mathrm{NIMP}_{2}^{-}$programs. This abstraction introduced in Sec. 3.5.3 conveys information on input streams. In particular,

$$
\tilde{\widetilde{D}}^{p} \llbracket V \leftarrow \text { input_sync }(a, b) \rrbracket \tilde{R}_{p} \triangleq\left\{\begin{array}{l|l}
\left(\rho_{1}\left[V \mapsto q_{0}^{\prime}\right], \rho_{2}\left[V \mapsto q_{0}^{\prime}\right], \delta, q^{\prime}\right) & \begin{array}{l}
\left(\rho_{1}, \rho_{2}, \delta, q\right) \in \tilde{R}_{p} \\
\wedge q_{0}^{\prime} \in[a, b] \\
\wedge \forall 0<n<p: q_{n}^{\prime}=q_{n-1}
\end{array}
\end{array}\right\}
$$

$$
\begin{aligned}
& \left(\mathcal{P}\left(\tilde{\mathcal{D}}_{p}\right), \subseteq\right) \underset{\tilde{\mathcal{\alpha}}_{p}^{0}}{\stackrel{\tilde{\mathcal{C}}_{p}^{0}}{\longrightarrow}}\left(\mathcal{P}\left(\tilde{\mathcal{D}}_{0}\right), \subseteq\right) \\
\tilde{\alpha}_{p}^{0}\left(\tilde{R}_{p}\right) & \triangleq \bigcup_{s \in \tilde{R}_{p} \psi_{p}(s)=\bigcup \psi_{p}\left(\tilde{R}_{p}\right)} \\
\tilde{\gamma}_{p}^{0}\left(\tilde{R}_{0}\right) & \triangleq\left\{s \mid \psi_{p}(s) \subseteq \tilde{R}_{0}\right\} \\
\text { where } \psi_{p} & \in \tilde{\mathcal{D}}_{p} \rightarrow \mathcal{P}\left(\tilde{\mathcal{D}}_{0}\right) \\
\psi_{p}\left(\rho_{1}, \rho_{2}, \delta, q\right) & \triangleq\left\{\begin{array}{cl}
\left\{\left(\rho_{1}, \rho_{2}\right)\right\} & \text { if } \mathcal{R}_{p}(\delta, q) \\
\tilde{\mathcal{D}}_{0} & \text { otherwise } \\
\mathcal{R}_{p}(\delta, q) & \triangleq \triangleq \forall|\delta| \leq n<p: q_{n}=0
\end{array}\right.
\end{aligned}
$$

Figure 3.23: Simple abstraction of input sequences for NimP ${ }_{2}^{\star}$.
and $\tilde{\mathbb{D}}_{k}^{p} \llbracket V \leftarrow \operatorname{input} \_\operatorname{sync}(a, b) \rrbracket=\tilde{\mathcal{S}}_{k}^{p} \llbracket \pi_{k}\left(V \leftarrow \operatorname{input} \_\operatorname{sync}(a, b)\right) \rrbracket=\emptyset$ raise propagated semantic errors. The rest of the transfer functions propagate input delays $\delta$ and bounded input sequences $q$ unchanged across statements.

Initially $\delta=0$, and $\delta$ is changed by no transfer function of a NimP ${ }_{2}^{\star}$ program. In absence of propagated semantic errors, $\delta=0$ can be proved to hold in all reachable states of terminating executions, and finite prefixes of non-terminating executions of NimP programs. As a consequence, it is not necessary to keep input delays $\delta$ and bounded input sequences $q$ in the abstract state of NimP ${ }_{2}^{\star}$ programs. We thus remove them from the simpler abstract domain $\tilde{\mathcal{D}}_{0} \triangleq \mathcal{E} \times \mathcal{E}$. A formalization of this abstraction is shown on Fig. 3.23.

Proposition 7. For all $p \geq 1$, the pair $\left(\tilde{\alpha}_{p}^{0}, \tilde{\gamma}_{p}^{0}\right)$ defined in Fig. 3.23 is a Galois embedding.

Remark 21. The precise value of $p$ is not significant. The same $\tilde{\mathcal{D}}_{0}$ abstracts $\tilde{\mathcal{D}}_{p}$ for any $p \geq 1$. Moreover, one could abstract the semantics $\hat{\mathbb{D}}$ of 3.5 .3 into $\tilde{\mathcal{D}}_{0}$ directly. We choose to start from $\tilde{\mathcal{D}}_{p}$ in order to reuse the abstraction of outputs streams introduced in 3.5.3.

Let $p \geq 1$. Starting from semantics $\tilde{\mathbb{D}}^{p}$, we now define the semantics $\tilde{\mathbb{D}}^{0}$ resulting from this additional abstraction step.

## Simple programs Nimp without inputs nor ouputs

We first define the semantics $\tilde{\mathbb{S}}_{k}^{0} \llbracket s \rrbracket \in \mathcal{P}\left(\tilde{\mathcal{E}}_{0}\right) \rightarrow \mathcal{P}\left(\tilde{\mathcal{E}}_{0}\right)$ of simple programs, where $\tilde{\mathcal{E}}_{0} \triangleq \mathcal{E}$, and $k \in\{1,2\}$.

The semantics $\tilde{S}_{k}^{0} \llbracket s \rrbracket$ of statements $s \in$ stat is similar to $\hat{\mathbb{S}}_{k}^{p} \llbracket s \rrbracket$ for Nimp statements without outputs. The main changes are that:

1. we no longer distinguish $\tilde{\mathbb{S}}_{1}^{0} \llbracket s \rrbracket$ and $\tilde{\mathbb{S}}_{2}^{0} \llbracket s \rrbracket$, as this distinction was necessary to account for desynchronized input statements; we thus define a single simple semantics $\tilde{S}^{0} \llbracket s \rrbracket$;
2. the transfer function for input is removed;
```
\(\tilde{\mathbb{D}}^{0} \llbracket s \rrbracket \in \mathcal{P}\left(\tilde{\mathcal{D}}_{0}\right) \rightarrow \mathcal{P}\left(\tilde{\mathcal{D}}_{0}\right)\)
```



```
\(\tilde{\mathbb{D}}^{0} \llbracket s_{1} \| s_{2} \rrbracket \quad \triangleq \tilde{\mathbb{D}}_{2}^{0} \llbracket s_{2} \rrbracket \circ \tilde{\mathbb{D}}_{1}^{0} \llbracket s_{1} \rrbracket\)
\(\tilde{\mathbb{D}}_{1}^{0} \llbracket s \rrbracket \tilde{R}_{0} \quad \triangleq\left\{\left(\rho_{1}^{\prime}, \rho_{2}\right) \mid \rho_{1}^{\prime} \in \tilde{\mathbb{S}}^{0} \llbracket s \rrbracket\left\{\rho_{1}\right\} \wedge\left(\rho_{1}, \rho_{2}\right) \in \tilde{R}_{0}\right\}\)
\(\tilde{\mathbb{D}}_{2}^{0} \llbracket \rrbracket \rrbracket \tilde{R}_{0} \quad \triangleq\left\{\left(\rho_{1}, \rho_{2}^{\prime}\right) \mid \rho_{2}^{\prime} \in \tilde{\mathbb{S}}^{0} \llbracket s \rrbracket\left\{\rho_{2}\right\} \wedge\left(\rho_{1}, \rho_{2}\right) \in \tilde{R}_{0}\right\}\)
\(\tilde{F}^{0} \llbracket c_{1} \| c_{2} \rrbracket \quad \triangleq \tilde{F}_{2}^{0} \llbracket c_{2} \rrbracket \circ \tilde{F}_{1}^{0} \llbracket c_{1} \rrbracket\)
\(\tilde{\tilde{F}}_{k}^{0} \llbracket c \rrbracket \tilde{R}_{0} \quad \triangleq\left\{\left(\rho_{1}, \rho_{2}\right) \in \tilde{R}_{0} \mid\right.\) true \(\left.\in \mathbb{C} \llbracket c \rrbracket \rho_{k}\right\} ; k \in\{1 ; 2\}\)
```

Figure 3.24: Abstract semantics of double NimP ${ }_{2}^{\star}$ programs.
3. input delays $\delta$ and bounded input sequences $q$ are no longer propagated.

For instance:

$$
\tilde{\mathfrak{S}}^{0} \llbracket V \leftarrow e \rrbracket \tilde{X}_{0} \triangleq\left\{\rho[V \mapsto v] \mid \rho \in \tilde{X}_{0} \wedge v \in \mathbb{E} \llbracket e \rrbracket \rho\right\}
$$

The complete semantics is available on Fig. A. 7 of Appendix A.4.

## Double Nimp ${ }_{2}^{\star}$ programs

We now lift the simple semantics $\tilde{\mathbb{S}}^{0} \llbracket s \rrbracket$ to double programs. The definition of $\tilde{\mathbb{D}}^{0} \llbracket s \rrbracket \in$ $\mathcal{P}\left(\tilde{\mathcal{D}}_{0}\right) \rightarrow \mathcal{P}\left(\tilde{\mathcal{D}}_{0}\right)$ for NIMP ${ }_{2}^{\star}$ statements is similar to that of $\tilde{\mathbb{D}}^{p} \llbracket s \rrbracket$ for $\mathrm{NiMP}_{2}^{-}$statements. The main changes are that:

1. the transfer function for input is removed;
2. input delays $\delta$ and bounded input sequences $q$ are no longer propagated;
3. $V \leftarrow$ input_sync $(a, b)$ assigns equal values in the range $[a, b]$ to $V$ in both program versions;
4. $\tilde{\mathbb{D}}_{k}^{0} \llbracket s \rrbracket$ is defined with $\tilde{\mathbb{S}}^{0} \llbracket s \rrbracket$, whereas $\tilde{\mathbb{D}}_{k}^{p} \llbracket s \rrbracket$ is defined with $\tilde{\mathbb{S}}_{k}^{p} \llbracket s \rrbracket$.

We thus only show the definitions of some transfer functions on Fig. 3.24. These definitions are very similar to those of $\tilde{\mathbb{D}}^{p} \llbracket s \rrbracket$ on Fig. 3.21. The complete semantics is available on Fig. A. 8 of Appendix A. 4 .

Finally, we formalize the relation between the abstract semantics $\tilde{\mathbb{D}}^{0}$ and the previous abstraction $\tilde{\mathbb{D}}^{p}$ of the concrete collecting semantics.

Proposition 8 (sound and optimal abstraction for $\operatorname{NimP}_{2}^{\star}$ ). For all $p \geq 1, \tilde{\mathbb{D}}^{0}$ is a sound and optimal abstraction of $\tilde{\mathbb{D}}^{p}$ for NIMP ${ }_{2}^{\star}$ programs:

$$
\tilde{\mathbb{D}}^{0}=\tilde{\alpha}_{p}^{0} \circ \tilde{\mathbb{D}}^{p} \circ \tilde{\gamma}_{p}^{0}
$$

### 3.5.5 Numerical abstraction

In this section, we have constructed so far several non computable abstractions of the concrete collecting semantics $\mathbb{D}$. Fig. 3.25 shows a summary. Let us come back to the semantics $\tilde{\mathbb{D}}^{p} \llbracket s \rrbracket$ of Sec. 3.5.3, that features bounded inputs sequences of length $p \geq 1$, and no output sequences. We rely now on numerical abstractions to abstract it further

|  | Sec. | Input abstraction | Output abstraction |
| :--- | :--- | :--- | :--- |
| $\hat{\mathbb{D}}$ | 3.5 .1 | Unbounded FIFO | Unbounded sequence |
| $\hat{\mathbb{D}}^{p}$ | 3.5 .2 | Queue of length $p$ | Unbounded sequence |
| $\tilde{\mathbb{D}}^{p}$ | 3.5 .3 | Queue of length $p$ | Lockstep |
| $\tilde{\mathbb{D}}^{0}$ | 3.5 .4 | Lockstep | Lockstep |

Figure 3.25: Uncomputable abstractions of $\mathbb{D}$.
into a computable abstract semantics $\tilde{\mathbb{D}} \not 卩 \llbracket s \rrbracket$, resulting in an effective static analysis of $\mathrm{NIMP}_{2}^{-}$programs.

## Connecting to numerical domains

As $\tilde{\mathcal{D}}_{p} \approx \mathbb{Z}^{2|\mathcal{V}|+p+1}$, any numerical abstract domain with $2|\mathcal{V}|+p+1$ dimensions may be used, such as polyhedra [51].

Let $\mathcal{N}$ be such an abstract domain, with values in $\mathcal{D}^{\sharp}$, order $\sqsubseteq^{\sharp}$, concretization $\gamma_{\mathcal{N}} \in \mathcal{D}^{\sharp} \rightarrow \mathcal{P}\left(\mathbb{Z}^{2|\mathcal{V}|+p+1}\right)$, and operators $\tilde{S}^{\sharp p} \llbracket s \rrbracket, \tilde{\mathbb{C}}^{\sharp p} \llbracket c \rrbracket \in \mathcal{D}^{\sharp} \rightarrow \mathcal{D}^{\sharp}$ for assignments and tests of simple programs over variables in $\mathcal{V}_{1} \cup \mathcal{V}_{2} \cup \mathcal{Q}$, where $\mathcal{V}_{k} \triangleq\left\{x_{k} \mid x \in \mathcal{V}\right\}$, and $\mathcal{Q} \triangleq\{\delta\} \cup\left\{q_{n} \mid 0 \leq n<p\right\}$. Let $\cup^{\sharp}$ and $\cap^{\sharp}$ be the abstractions of set union and intersection of domain $\mathcal{N}$, and $\nabla$ be its widening operator.

We abstract $\tilde{\mathbb{D}}^{p} \llbracket s \rrbracket \in \mathcal{P}\left(\tilde{\mathcal{D}}_{p}\right) \rightarrow \mathcal{P}\left(\tilde{\mathcal{D}}_{p}\right)$ by $\tilde{\mathbb{D}}^{\sharp p} \llbracket s \rrbracket \in \mathcal{D}^{\sharp} \rightarrow \mathcal{D}^{\sharp}$, with the soundness condition $\forall X^{\sharp} \in \mathcal{D}^{\sharp}: \tilde{\mathbb{D}}^{p} \llbracket s \rrbracket\left(\gamma_{\mathcal{N}}\left(X^{\sharp}\right)\right) \subseteq \gamma_{\mathcal{N}}\left(\tilde{\mathbb{D}}^{\sharp p} \llbracket s \rrbracket\left(X^{\sharp}\right)\right)$. As $\tilde{\mathbb{D}}^{p} \llbracket s \rrbracket$ is defined by induction on the syntax, the definition for $\mathbb{D}^{\sharp p} \llbracket s \rrbracket$ is straightforward: the abstract semantics needs only be defined for the composition of syntactically different statements $s_{1} \| s_{2}$ and conditions $c_{1} \| c_{2}$. We let $\tilde{\mathbb{D}}^{\sharp p} \llbracket s_{1} \| s_{2} \rrbracket \triangleq \tilde{\mathcal{S}}^{\sharp p} \llbracket \tau_{2}\left(s_{2}\right) \rrbracket \circ \tilde{S}^{\sharp p} \llbracket \tau_{1}\left(s_{1}\right) \rrbracket$, and $\tilde{\mathbb{F}} \sharp p \llbracket c_{1} \| c_{2} \rrbracket \triangleq \tilde{\mathbb{C}}^{\sharp p} \llbracket \tau_{2}\left(c_{2}\right) \rrbracket \circ \tilde{\mathbb{C}}^{\sharp p} \llbracket \tau_{1}\left(c_{1}\right) \rrbracket$, where we use the syntactic renaming operator $\tau_{1}$ (resp. $\tau_{2}$ ), defined by induction on the syntax, to distinguish the variables of the left (resp. right) version of a double program, with suffix 1 (resp. 2). For instance, $\tilde{\mathbb{D}}^{\sharp p} \llbracket c \leftarrow 1 \| 0 \rrbracket=\tilde{\mathbb{S}}^{\sharp p} \llbracket c_{2} \leftarrow 0 \rrbracket \circ \tilde{S}^{\sharp p} \llbracket c_{1} \leftarrow 1 \rrbracket$.

The definitions of all transfer functions are shown on Fig. 3.26.

## Leveraging standard numerical domains

Coming back to the motivating Example 25 from Fig. 3.3(c) of Sec. 3.2, recall that the relation between c and i is non linear: $c_{1}=i_{1} \times b_{1}+1$ and $c_{2}=i_{2} \times b_{2}$ from line 4 to line 9. Thus, a separate analysis of programs $P_{1}$ and $P_{2}$ would require a non linear abstract domain to compare $r_{1}$ and $r_{2}$. In contrast, our joint analysis of $P_{1}$ and $P_{2}$ will be sufficiently precise, even when using linear numerical domains, because the difference between the values of the variables in $P_{1}$ and in $P_{2}$ remains linear. For instance, the polyhedra domain [51] is able to infer that the invariant $-c_{1}+c_{2}+1=0$ holds from line 3 to 9 , hence $r_{1}=r_{2}$ at line 9 , although it is not able to discover any interval for $r_{1}$ or $r_{2}$. The octagon domain [128] is also able to express these invariants, but its transfer function for assignment is not precise enough to infer them. Indeed, $x \leftarrow a-b$ cannot be exactly abstracted by the domain, and currently proposed transfer functions fall back
$\left.\begin{array}{l}\tilde{S} \sharp p \llbracket V \leftarrow e \rrbracket \\ \tilde{\mathbb{C}}^{\sharp p} \llbracket e \bowtie e^{\prime} \rrbracket\end{array}\right]$ given
$\underline{\tilde{D}^{\sharp} \sharp p} \llbracket s \rrbracket \in \mathcal{D}^{\sharp} \rightarrow \mathcal{D}^{\sharp}$
$\llbracket \operatorname{skip} \rrbracket R^{\sharp} \quad \triangleq R^{\sharp}$
$\llbracket \operatorname{skip} \rrbracket R^{\sharp} \quad \triangleq R^{\sharp}$
$\tilde{\mathbb{D}}^{\sharp p} \llbracket s_{1} \| s_{2} \rrbracket \quad \triangleq \tilde{\mathbb{D}}_{2}^{\sharp p} \llbracket s_{2} \rrbracket \circ \tilde{\mathbb{D}}_{1}^{\sharp p} \llbracket s_{1} \rrbracket$
$\tilde{\mathbb{D}}^{\sharp p} \llbracket s_{1} \| s_{2} \rrbracket \quad \triangleq \tilde{\mathbb{D}}_{2}^{\sharp p} \llbracket s_{2} \rrbracket \circ \tilde{\mathbb{D}}_{1}^{\sharp p} \llbracket s_{1} \rrbracket$
$\tilde{\mathbb{D}}_{k}^{\sharp p} \llbracket s \rrbracket \quad \triangleq \tilde{S}^{\sharp} \sharp p \llbracket \tau_{k}(s) \rrbracket ; k \in\{1 ; 2\}$
$\tilde{\mathbb{D}}_{k}^{\sharp p} \llbracket s \rrbracket \quad \triangleq \tilde{S}^{\sharp} \sharp p \llbracket \tau_{k}(s) \rrbracket ; k \in\{1 ; 2\}$
$\tilde{\mathbb{D}} \sharp p \llbracket V \leftarrow e_{1} \| e_{2} \rrbracket \quad \triangleq \tilde{\mathbb{S}} \sharp p \llbracket V_{2} \leftarrow \tau_{2}\left(e_{2}\right) \rrbracket \circ \tilde{\mathbb{S}} \sharp p \llbracket V_{1} \leftarrow \tau_{1}\left(e_{1}\right) \rrbracket$
$\tilde{\mathbb{D}} \sharp p \llbracket V \leftarrow e_{1} \| e_{2} \rrbracket \quad \triangleq \tilde{\mathbb{S}} \sharp p \llbracket V_{2} \leftarrow \tau_{2}\left(e_{2}\right) \rrbracket \circ \tilde{\mathbb{S}} \sharp p \llbracket V_{1} \leftarrow \tau_{1}\left(e_{1}\right) \rrbracket$
$\tilde{\mathbb{D}}^{\sharp p} \llbracket V \leftarrow e \rrbracket \quad \triangleq \tilde{\mathbb{S}}^{\sharp p} \llbracket V_{2} \leftarrow \tau_{2}(e) \rrbracket \circ \tilde{\mathbb{S}}^{\sharp p} \llbracket V_{1} \leftarrow \tau_{1}(e) \rrbracket$
$\tilde{\mathbb{D}}^{\sharp p} \llbracket V \leftarrow e \rrbracket \quad \triangleq \tilde{\mathbb{S}}^{\sharp p} \llbracket V_{2} \leftarrow \tau_{2}(e) \rrbracket \circ \tilde{\mathbb{S}}^{\sharp p} \llbracket V_{1} \leftarrow \tau_{1}(e) \rrbracket$
$\tilde{\mathbb{D}}^{\sharp p} \llbracket \operatorname{assert} \_\operatorname{sync}(V) \rrbracket \triangleq \tilde{\mathbb{C}}^{\sharp p} \llbracket V_{1}=V_{2} \rrbracket$
$\tilde{\mathbb{D}}^{\sharp p} \llbracket \operatorname{assert} \_\operatorname{sync}(V) \rrbracket \triangleq \tilde{\mathbb{C}}^{\sharp p} \llbracket V_{1}=V_{2} \rrbracket$
$\tilde{\mathbb{D}}^{\sharp p} \llbracket \operatorname{assert}(c) \rrbracket \quad \triangleq \tilde{\mathbb{D}}_{2}^{\sharp p} \llbracket \operatorname{assert}(c) \rrbracket \circ \tilde{\mathbb{D}}_{1}^{\sharp p} \llbracket \operatorname{assert}(c) \rrbracket$
$\tilde{\mathbb{D}}^{\sharp p} \llbracket \operatorname{assert}(c) \rrbracket \quad \triangleq \tilde{\mathbb{D}}_{2}^{\sharp p} \llbracket \operatorname{assert}(c) \rrbracket \circ \tilde{\mathbb{D}}_{1}^{\sharp p} \llbracket \operatorname{assert}(c) \rrbracket$
$\tilde{\mathbb{D}}^{\sharp p} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket \triangleq \tilde{\mathbb{D}}_{2}^{\sharp p} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket \circ \tilde{\mathbb{D}}_{1}^{\sharp p} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket$
$\tilde{\mathbb{D}}^{\sharp p} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket \triangleq \tilde{\mathbb{D}}_{2}^{\sharp p} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket \circ \tilde{\mathbb{D}}_{1}^{\sharp p} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket$
$\tilde{\mathbb{D}}_{1}^{\nexists p} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket \triangleq \tilde{S}^{\sharp p} \llbracket \delta \leftarrow \delta-1 \rrbracket \circ$
$\tilde{\mathbb{D}}_{1}^{\nexists p} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket \triangleq \tilde{S}^{\sharp p} \llbracket \delta \leftarrow \delta-1 \rrbracket \circ$


$\tilde{\mathbb{D}}_{2}^{\sharp p} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket \triangleq \tilde{S}^{\sharp p} \llbracket \delta \leftarrow \delta+1 \rrbracket \circ$
$\tilde{\mathbb{D}}_{2}^{\sharp p} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket \triangleq \tilde{S}^{\sharp p} \llbracket \delta \leftarrow \delta+1 \rrbracket \circ$


$\tilde{\mathbb{D}} \sharp p \llbracket s ; t \rrbracket \quad \triangleq \tilde{\mathbb{D}} \sharp p \llbracket t \rrbracket \circ \tilde{\mathbb{D}}^{\sharp p} \llbracket s \rrbracket$
$\tilde{\mathbb{D}}^{\sharp p} \llbracket$ if $c_{1} \| c_{2}$ then $s$ else $t \rrbracket \triangleq \tilde{\mathbb{D}}^{\sharp p} \llbracket s \rrbracket \circ \circ \tilde{\mathbb{F}}_{2}^{\sharp p} \llbracket c_{2} \rrbracket \circ \tilde{\mathbb{F}}_{1}^{\sharp p} \llbracket c_{1} \rrbracket$
$\dot{U}^{\sharp} \tilde{\mathbb{D}}^{\sharp p} \llbracket t \rrbracket \circ \tilde{\mathbb{F}}_{2}^{\sharp p} \llbracket \neg c_{2} \rrbracket \circ \tilde{\mathbb{F}}_{1}^{\sharp p} \llbracket \neg c_{1} \rrbracket$
$\dot{U}^{\sharp} \tilde{\mathbb{D}}_{2}^{\sharp p} \llbracket \pi_{2}(t) \rrbracket \circ \tilde{\mathbb{D}}_{1}^{\sharp p} \llbracket \pi_{1}(s) \rrbracket \circ \tilde{\mathbb{F}}_{2}^{\sharp p} \llbracket \neg c_{2} \rrbracket \circ \tilde{\mathbb{F}}_{1}^{\sharp p} \llbracket c_{1} \rrbracket$
$\dot{\cup}^{\sharp} \tilde{\mathbb{D}}_{2}^{\sharp p} \llbracket \pi_{2}(s) \rrbracket \circ \tilde{\mathbb{D}}_{1}^{\sharp p} \llbracket \pi_{1}(t) \rrbracket \circ \tilde{F}_{2}^{\sharp p} \llbracket c_{2} \rrbracket \circ \tilde{F}_{1}^{\sharp p} \llbracket \neg c_{1} \rrbracket$
$\tilde{\mathbb{D}}^{\sharp p} \llbracket$ if $c$ then $s$ else $t \rrbracket \quad \triangleq \tilde{\mathbb{D}}^{\sharp p} \llbracket$ if $c \| c$ then $s$ else $t \rrbracket$
$\tilde{\mathbb{D}}^{\sharp p} \llbracket$ while $c_{1} \| c_{2}$ do $s \rrbracket R^{\sharp} \triangleq\left(\tilde{\mathbb{F}}_{2}^{\sharp p} \llbracket \neg c_{2} \rrbracket \circ \circ \tilde{\mathbb{F}}_{1}^{\sharp p} \llbracket \neg c_{1} \rrbracket\right)\left(\lim H^{R^{\sharp}}\right)$
$\tilde{\mathbb{D}}^{\sharp p} \llbracket$ while $c$ do $s \rrbracket \quad \triangleq \tilde{D}^{\sharp} \llbracket p$ while $c \| c$ do $s \rrbracket$
where $\quad \tilde{\mathbb{F}}_{k}^{\sharp p} \llbracket c \rrbracket \triangleq \tilde{\mathbb{C}}^{\sharp p} \llbracket \tau_{k}(c) \rrbracket ; k \in\{1,2\}$
$\tau_{k}(x) \triangleq \begin{cases}x_{k} & \text { if } x \in \mathcal{V} \\ x & \text { if } x \in \mathcal{Q}\end{cases}$
and
$H^{R^{\sharp}\left(S^{\sharp}\right) \triangleq S^{\sharp} \nabla\left(R^{\sharp} \cup^{\sharp}\left(\begin{array}{lll}\tilde{\mathbb{D}}^{\sharp p} \llbracket s \rrbracket & \circ \tilde{\mathbb{F}}_{2}^{\sharp p} \llbracket c_{2} \rrbracket & \circ \tilde{\mathbb{F}}^{\sharp p} \llbracket c_{1} \rrbracket \dot{U}^{\sharp} \\ \tilde{\mathbb{D}}_{1}^{\sharp p} \llbracket \pi_{1}(s) \rrbracket & \circ \tilde{\mathbb{F}}_{2}^{\sharp p} \llbracket \neg c_{2} \rrbracket & \circ \tilde{\mathbb{F}}_{1}^{\sharp p} \llbracket c_{1} \rrbracket \dot{U}^{\sharp} \\ \tilde{\mathbb{D}}_{2}^{\sharp p} \llbracket \pi_{2}(s) \rrbracket & \circ \tilde{\mathbb{F}}_{2}^{\sharp p} \llbracket c_{2} \rrbracket & \circ \tilde{\mathbb{F}}_{1}^{\sharp p} \llbracket \neg c_{1} \rrbracket\end{array}\right)\left(S^{\sharp}\right)\right) .}$

Figure 3.26: Abstract semantics of double programs with a standard numerical domain
to plain interval arithmetics in that case, so that the domain cannot exploit the bound it infers on $a-b$ to bound x , for efficiency reasons. The transfer function of octagons for

$$
\begin{aligned}
&\left(\mathcal{P}\left(\tilde{\mathcal{D}}_{p}\right), \subseteq\right) \stackrel{\alpha_{-}}{\alpha_{-}}\left(\mathcal{P}\left(\tilde{\mathcal{D}}_{p}\right), \subseteq\right) \\
& \alpha_{-}\left(\tilde{R}_{p}\right) \triangleq\left\{\left(\rho_{1}, \rho_{2} \dot{-} \rho_{1}, \delta^{\star}, q\right) \mid\left(\rho_{1}, \rho_{2}, \delta^{\star}, q\right) \in \tilde{R}_{p}\right\} \\
& \gamma_{-}\left(\tilde{R}_{p}\right) \triangleq\left\{\left(\rho_{1}, \rho_{1}+\delta_{\rho}, \delta^{\star}, q\right) \mid\left(\rho_{1}, \delta_{\rho}, \delta^{\star}, q\right) \in \tilde{R}_{p}\right\}
\end{aligned}
$$

Figure 3.27: Abstraction of double environments with environment differences
assignments could be improved to handle this case more precisely. The interval domain is not able to express the invariants, hence it cannot be used directly for a conclusive analysis.

### 3.5.6 Introducing a dedicated numerical domain

Considering the necessary invariants for a successful analysis of Example 25 (Fig. 3.3(c)), we remark that it is sufficient to bound the difference $x_{2}-x_{1}$ for any variable x to express these invariants, where $x_{1}$ (resp. $x_{2}$ ) represents the value of x for the left (resp. right) version $P_{1}$ (resp. $P_{2}$ ) of a double program $P$. Thus, we now design an abstract domain that is specialized to infer these bounds. We abstract the values $x_{1}$ and $x_{2}$ by the pair $\left(x_{1}, \delta x\right)$, where $\delta x \triangleq x_{2}-x_{1}$. This abstraction amounts to changing the representation of states of double program $P$. It does not lose information. A formalization of this abstraction is shown on Fig. 3.27. Note that we lift operators + and - over $\mathbb{Z}$ pointwise to operators over maps from variables to values.

Proposition 9. The pair $\left(\alpha_{-}, \gamma_{-}\right)$defined in Fig. 3.27 is a Galois isomorphism.
$\triangle^{p} \triangleq \alpha_{-} \circ \tilde{\mathbb{D}}^{p} \circ \gamma_{-}$is able to represent two-variable equalities $x_{1}=x_{2} \Leftrightarrow \delta x=0$, even after numerical abstraction using non relational domains, such as intervals. Transfer functions rely on symbolic simplifications to let such equalities propagate through linear expressions. For instance, the semantics $\mathbb{\triangle}^{p}$ of statements 6 and 9 of the motivating UnchLoop Example 25 of Fig. 3.3(c) are shown on Fig. 3.28, before and after simple symbolic simplifications of affine expressions.

## The Delta domain

Like for $\tilde{\mathbb{D}}^{p}$, any numerical domain over variables in $\mathcal{V}_{1} \cup \mathcal{V}_{\delta} \cup \mathcal{Q}$ can be used to abstract $\mathbb{}^{p}$, where $\mathcal{V}_{1} \triangleq\left\{x_{1} \mid x \in \mathcal{V}\right\}, \mathcal{V}_{\delta} \triangleq\{\delta x \mid x \in \mathcal{V}\}$, and $\mathcal{Q} \triangleq\left\{\delta^{\star}\right\} \cup\left\{q_{n} \mid 0 \leq n<p\right\}$. As in Sec. 3.5.5, we use a generic numerical domain $\mathcal{N}$, with values in $\mathcal{D}^{\sharp}$, order $\sqsubseteq^{\sharp}$, concretization $\gamma_{\mathcal{N}} \in \mathcal{D}^{\sharp} \rightarrow \mathcal{P}\left(\mathbb{Z}^{2|\mathcal{V}|+p+1}\right)$, and operators $\tilde{\mathcal{S}}^{\sharp p} \llbracket s \rrbracket, \widetilde{\mathbb{C}}^{\sharp p} \llbracket c \rrbracket \in \mathcal{D}^{\sharp} \rightarrow \mathcal{D}^{\sharp}$ for assignments and tests of simple programs over variables in $\mathcal{V}_{1} \cup \mathcal{V}_{\delta} \cup \mathcal{Q}$. Let $\cup^{\sharp}$ and $\cap^{\sharp}$ be the abstractions of set union and intersection of domain $\mathcal{N}$, and $\nabla$ be its widening operator. Composing this generic numerical abstraction with the isomorphic abstraction of Fig. 3.27, we obtain a novel numerical domain:

$$
\left\langle\mathcal{D}^{\sharp}, \sqsubseteq^{\sharp}, \gamma_{-} \circ \gamma_{\mathcal{N}}, \cup^{\sharp}, \cap^{\sharp}, \nabla\right\rangle
$$

$$
\left.\begin{array}{l}
\mathbb{\triangle}^{p} \llbracket c \leftarrow c+b \rrbracket \tilde{R}_{p} \\
\quad=\left\{\begin{array}{l|l}
\left(\rho_{1}\left[c \mapsto c_{1}^{\prime}\right], \delta_{\rho}\left[c \mapsto \delta c^{\prime}\right], \delta^{\star}, q\right) & \begin{array}{l}
\delta c^{\prime}=c_{2}^{\prime}-c_{1}^{\prime} \\
c_{1}^{\prime} \in \mathbb{E} \llbracket c+b \rrbracket \rho_{1} \\
c_{2}^{\prime} \in \mathbb{E} \llbracket c+b \rrbracket\left(\rho_{1}+\delta_{\rho}\right) \\
\left(\rho_{1}, \delta_{\rho}, \delta^{\star}, q\right) \in \tilde{R}_{p}
\end{array}
\end{array}\right\} \\
\\
=\left\{\left(\rho_{1}\left[c \mapsto \rho_{1}(c)+\rho_{1}(b)\right], \delta_{\rho}\left[c \mapsto \delta_{\rho}(c)+\delta_{\rho}(b), \delta^{\star}, q\right) \mid\left(\rho_{1}, \delta_{\rho}, \delta^{\star}, q\right) \in \tilde{R}_{p}\right\}\right. \\
\\
\mathbb{\triangle}^{p} \llbracket r \leftarrow c \| c+1 \rrbracket \\
\\
\quad=\left\{\begin{array}{ll}
\left(\rho_{1}\left[r \mapsto r_{1}^{\prime}\right], \delta_{\rho}\left[r \mapsto \delta r^{\prime}\right], \delta^{\star}, q\right) & \begin{array}{l}
\delta r^{\prime}=r_{2}^{\prime}-r_{1}^{\prime} \\
r_{1}^{\prime} \in \mathbb{E} \llbracket c \rrbracket \rho_{1} \\
r_{2}^{\prime} \in \mathbb{E} \llbracket c+1 \rrbracket\left(\rho_{1}+\delta_{\rho}\right) \\
\left(\rho_{1}, \delta_{\rho}, \delta^{\star}, q\right) \in \tilde{R}_{p}
\end{array}
\end{array}\right\} \\
=\left\{\left(\rho_{1}\left[r \mapsto \rho_{1}(c)\right], \delta_{\rho}\left[r \mapsto \delta_{\rho}(c)+1, \delta^{\star}, q\right) \mid\left(\rho_{1}, \delta_{\rho}, \delta^{\star}, q\right) \in \tilde{R}_{p}\right\}\right.
\end{array}\right\}
$$

Figure 3.28: Examples of $\triangle^{p}$ semantics
which we name the Delta domain. This domain is parameterized by a numerical abstraction, which can be a (non-relational) value abstraction or, a (possibly relational) numerical domain.

## Transfer functions

The abstract semantics $\triangle^{\sharp p}$ is defined by induction on the syntax of double programs. Fig. 3.29 shows the transfer functions of atomics statements, while Fig. 3.30 shows the transfer functions of compound statements. The semantics of the $s_{1} \| s_{2}$ construct is defined as $\triangle \triangle^{\sharp p} \llbracket s_{1} \| s_{2} \rrbracket \triangleq \triangle_{2}^{\sharp p} \llbracket s_{2} \rrbracket \circ \triangle_{1}^{\sharp p} \llbracket s_{1} \rrbracket$ on Fig. 3.30, where $\triangle_{1}^{p} \llbracket s \rrbracket \triangleq \triangle^{p} \llbracket s \|$ skip $\rrbracket$ and $\triangle_{2}^{p} \llbracket s \rrbracket \triangleq \triangle^{p} \llbracket$ skip $\| s \rrbracket$ for simple statement $s$. Nonetheless, we add some particular cases on Fig. 3.29, to gain both efficiency and precision on $\delta V$, for all variables $V$, through simple symbolic simplifications. Note that we use the syntactic renaming operator $\tau_{2}^{\prime}$, defined by induction on the syntax, to replace the variables $V_{2}$ of the right version of a double program by their abstraction $V_{1}+\delta V$.

Inputs and assignments. The first particular case is that of input statements $V \leftarrow$ $\operatorname{input}(a, b)$ for both program versions, in environments such that both programs have read the same number of input values, i.e. $\delta^{\star}=0$, where $\delta^{\star}$ represents the difference between input indexes. In this case, we may assign $\delta V \leftarrow 0$ directly, and leave $\delta^{\star}$ unchanged. For instance, after statement $a \leftarrow \operatorname{input}(-1000,1000)$ at line 1 of the Unchloop example on Fig. 3.3(c), we have $a \in[-1000,1000]$, and $\delta a=0$. The second particular case is that of affine assignments $V \leftarrow e$, where $e=\mu+\sum_{x \in \mathcal{V}} \lambda_{x} \times x$. We call such expressions "differentiable", as it is easy to compute $\delta V$ directly as a function of all the $\delta x$ variables. A third particular case is that of arbitrary (non necessarily affine) assignments $V \leftarrow e$, when $e$ is deterministic, and all the variables $x$ occurring in $e$ are such that $\delta x=0$. Then $\delta V=0$, as we know that both expressions always evaluate to equal values in $P_{1}$ and $P_{2}$.

```
\(\triangle \not{ }^{\sharp p} \llbracket s \rrbracket \in \mathcal{D}^{\sharp} \rightarrow \mathcal{D}^{\sharp}\)
\(\triangle \nVdash p \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket \triangleq\)
    \(\binom{\tilde{\mathbb{S}}^{\sharp p} \llbracket \delta V \leftarrow 0 \rrbracket \circ \tilde{\mathbb{S}} \sharp p \llbracket V_{1} \leftarrow q_{0} \rrbracket \circ \tilde{\mathbb{S}} \sharp p \llbracket q_{0} \leftarrow \operatorname{rand}(a, b) \rrbracket \circ_{i=0}^{p-2} \tilde{\mathbb{S}} \sharp p \llbracket q_{i+1} \leftarrow q_{i} \rrbracket \circ \tilde{\mathbb{C}}^{\sharp p} \llbracket \delta^{\star}=0 \rrbracket \cup^{\sharp}}{\triangle_{2}^{\sharp p} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket \circ \triangle_{1}^{\sharp p} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket \circ \tilde{\mathbb{C}}^{\sharp p} \llbracket \delta^{\star} \neq 0 \rrbracket}\)
\(\triangle \nsubseteq p \llbracket V \leftarrow e\|e+\alpha \rrbracket \triangleq \overline{\bar{\triangle}} \sharp p \llbracket V \leftarrow e\| e+\alpha \rrbracket \circ \triangle_{1}^{\sharp p} \llbracket V \leftarrow e \rrbracket\)
\(\triangle^{\sharp p} \llbracket V \leftarrow e \rrbracket \quad \triangleq \triangle^{\sharp p} \llbracket V \leftarrow e \| e+0 \rrbracket\)
\(\triangle^{\sharp p} \llbracket e \bowtie 0 ? \| e \nsim 0 ? \rrbracket \triangleq \perp\) if is_deterministic \((e) \wedge \forall x \in \operatorname{Vars}(e): \delta x=0\)
\(\triangle^{\sharp p} \llbracket e \bowtie 0 ? \| e \bowtie 0 ? \rrbracket \triangleq \triangle_{1}^{\sharp p} \llbracket e \bowtie 0 ? \rrbracket\) if is_deterministic \((e) \wedge \forall x \in \operatorname{Vars}(e): \delta x=0\)
\(\triangle \mathbb{U}^{\sharp p} \llbracket \operatorname{assert} \_\operatorname{sync}(V) \rrbracket \triangleq \tilde{\mathbb{C}}^{\sharp p} \llbracket \delta V=0 \rrbracket\)
\(\triangle^{\sharp p} \llbracket \operatorname{assert}(c) \rrbracket \quad \triangleq \triangle_{2}^{\sharp p} \llbracket \operatorname{assert}(c) \rrbracket \circ \triangle_{1}^{\sharp p} \llbracket \operatorname{assert}(c) \rrbracket\)
\(\triangle^{\sharp p} \llbracket\) skip \(\rrbracket R^{\sharp} \quad \triangleq R^{\sharp}\)
where
\(\overline{\bar{\triangle}} \sharp p \llbracket V \leftarrow e \| e+\alpha \rrbracket \triangleq\left\{\begin{array}{l}\tilde{S}^{\sharp p} \llbracket \delta V \leftarrow \alpha \rrbracket \\ \tilde{S}^{\sharp} \llbracket \delta V V \leftarrow \alpha+\sum_{x \in \mathcal{V}} \lambda_{x} \delta x \rrbracket \text { if } \exists\left(\mu,\left(\lambda_{x}\right)_{x \in \mathcal{V}}\right) \in \mathbb{Z}^{|\mathcal{V}|+1}: e=\mu+\sum_{x \in \mathcal{V}} \lambda_{x} x \\ \tilde{\mathbb{S}^{\sharp}} \llbracket \delta V \leftarrow \alpha+\left(\tau_{2}^{\prime}-\tau_{1}\right)(e) \rrbracket \text { otherwise }\end{array}\right.\)
\(\tau_{2}^{\prime}(x) \triangleq \begin{cases}x_{1}+\delta x & \text { if } x \in \mathcal{V} \\ x & \text { if } x \in \mathcal{Q}\end{cases}\)
```

Figure 3.29: Abstract semantics of atomic double statements with the Delta numerical domain

Remark 22 (deterministic expression). We say that an expression $e \in \operatorname{expr}$ is deterministic if its value is entirely determined by the memory state $\rho \in \mathcal{E}$, i.e. $\mathbb{E} \llbracket e \rrbracket \rho$ is a singleton. In the case of NimP expressions, it suffices to check that $e$ does not contain any sub-expression $\operatorname{rand}(a, b)$ to ensure that $e$ is deterministic.

To further enhance precision on some examples, we slightly generalize these particular cases to double assignments $V \leftarrow e_{1} \| e_{2}$, when expressions $e_{1}$ and $e_{2}$ are found syntactically equal, modulo some semantics preserving transformations, such as associativity, commutativity, and distributivity. We also generalize symbolic simplifications to some double assignments $V \leftarrow e \| e+\alpha$, when $\alpha$ is a constant. For instance, for line 9 of the Unchloop example on Fig. 3.3(c), we have $\triangle_{2}^{\sharp p} \llbracket r \leftarrow c \| c+1 \rrbracket=\tilde{S} \sharp p \llbracket \delta r \leftarrow \delta c+1 \rrbracket$.

As a consequence, the interval domain is able to infer the invariant $\delta r=0$ for semantics $\mathbb{U}^{\sharp p}$ at line 10 of Unchloop example, resulting in a conclusive analysis with linear cost, which is much more efficient than using polyhedra with $\tilde{\mathbb{D}} \sharp p$.

Tests. The default transfer function for double tests $c_{1}$ ? $\| c_{2}$ ? is defined as $\triangle \not{ }^{\sharp p} \llbracket c_{1}$ ? $\|$ $c_{2} ? \rrbracket=\tilde{\mathbb{C}}^{\sharp p} \llbracket \tau_{2}^{\prime}\left(c_{2}\right) \rrbracket \circ \tilde{\mathbb{C}}^{\sharp p} \llbracket \tau_{1}\left(c_{1}\right) \rrbracket$. We nonetheless introduce symbolic simplifications to improve efficiency and precision in two common cases introduced by the semantics of if and while statements. Statements of the form if $e \bowtie 0$ then $s$ else $t$ introduce indeed two stable tests of the form $e \bowtie 0$ ? $\| e \bowtie 0$ ? and two unstable tests of the form

```
\(\triangle^{\sharp p} \llbracket s \rrbracket \in \mathcal{D}^{\sharp} \rightarrow \mathcal{D}^{\sharp}\)
\(\triangle{ }^{\sharp p} \llbracket s_{1} \| s_{2} \rrbracket \quad \triangleq \triangle_{2}^{\sharp p} \llbracket s_{2} \rrbracket \circ \triangle_{1}^{\sharp p} \llbracket s_{2} \rrbracket\)
\(\triangle_{1}^{\sharp p} \llbracket s \rrbracket \quad \triangleq \tilde{\mathbb{S}}^{\sharp p} \llbracket \tau_{1}(s) \rrbracket\)
\(\triangle_{2}^{\sharp p} \llbracket s \rrbracket \quad \triangleq \tilde{S}^{\sharp p} \llbracket \tau_{2}^{\prime}(s) \rrbracket\)
\(\triangle^{\sharp p} \llbracket c_{1} ? \| c_{2} ? \rrbracket \quad \triangleq \triangle_{2}^{\sharp p} \llbracket c_{2} ? \rrbracket \circ \triangle_{1}^{\sharp p} \llbracket c_{1} ? \rrbracket\)
\(\triangle_{1}^{\sharp p} \llbracket c ? \rrbracket \quad \triangleq \tilde{\mathbb{C}}^{\sharp p} \llbracket \tau_{1}(c) \rrbracket\)
\(\triangle_{2}^{\sharp p} \llbracket c ? \rrbracket \quad \triangleq \tilde{\mathbb{C}}^{\sharp p} \llbracket \tau_{2}^{\prime}(c) \rrbracket\)
\(\triangle^{\sharp p} \llbracket s ; t \rrbracket \quad \triangleq \triangle_{2}^{\sharp p} \llbracket t \rrbracket \circ \triangle_{1}^{\sharp p} \llbracket s \rrbracket\)
\(\triangle^{\sharp p} \llbracket\) if \(c_{1} \| c_{2}\) then \(s\) else \(t \rrbracket \triangleq \triangle^{\sharp p} \llbracket s \rrbracket \circ \triangle^{\sharp p} \llbracket c_{1} ? \| c_{2} ? \rrbracket\)
    \(\dot{U}^{\sharp} \mathbb{}^{\sharp p} \llbracket t \rrbracket \circ \mathbb{\triangle}^{\sharp p} \llbracket \neg c_{1} ? \| \neg c_{2} ? \rrbracket\)
    \(\dot{U}^{\sharp} \triangle^{\sharp p} \llbracket \pi_{1}(s)\left\|\pi_{2}(t) \rrbracket \circ \triangle^{\sharp p} \llbracket c_{1} ?\right\| \neg c_{2} ? \rrbracket\)
    \(\cup^{\sharp} \triangle^{\sharp p} \llbracket \pi_{1}(t)\left\|\pi_{2}(s) \rrbracket \circ \triangle^{\sharp p} \llbracket \neg c_{1} ?\right\| c_{2} ? \rrbracket\)
\(\triangle \nVdash \rrbracket\) if \(c\) then \(s\) else \(t \rrbracket \quad \triangleq \triangle^{\sharp p} \llbracket\) if \(c \| c\) then \(s\) else \(t \rrbracket\)
\(\triangle^{\sharp p} \llbracket\) while \(c_{1} \| c_{2}\) do \(s \rrbracket R^{\sharp} \triangleq \triangle^{\sharp p} \llbracket \neg c_{1} ? \| \neg c_{2} ? \rrbracket\left(\lim H^{R^{\sharp}}\right)\)
\(\triangle^{\sharp p} \llbracket\) while \(c\) do \(s \rrbracket \quad \triangleq \triangle^{\sharp p} \llbracket\) while \(c \| c\) do \(s \rrbracket\)
```

where
$H^{R^{\sharp}}\left(S^{\sharp}\right) \triangleq S^{\sharp} \nabla\left(R^{\sharp} \cup^{\sharp}\left(\begin{array}{c}\triangle^{\sharp p} \llbracket s \rrbracket \circ \mathbb{D}^{\sharp p} \llbracket c_{1} ? \| c_{2} ? \rrbracket \\ \triangle_{1}^{\sharp p} \llbracket \pi_{1}(s) \rrbracket \circ \mathbb{U}^{\sharp p} \llbracket c_{1} ? \| \neg c_{2} ? \rrbracket \dot{U}^{\sharp} \\ \mathbb{U}_{2}^{\sharp p} \llbracket \pi_{2}(s) \rrbracket \circ \mathbb{\Delta}^{\sharp p} \llbracket c_{1} ? \| c_{2} ? \rrbracket\end{array}\right)\left(S^{\sharp}\right)\right)$
$\tau_{2}^{\prime}(x) \triangleq \begin{cases}x_{1}+\delta & \text { if } x \in \mathcal{V} \\ x & \text { if } x \in \mathcal{Q}\end{cases}$
Figure 3.30: Abstract semantics of compound double statements with the Delta numerical domain
$e \bowtie 0$ ? \|eø $e$ ?. If $e$ is a deterministic expression, and the environment is such that $\delta x=0$ holds for all the variables $x$ occurring in $e$, then $\tau_{2}^{\prime}(e)$ and $\tau_{1}(e)$ have equal values. In that case, unstable tests are contradictory, and stable tests are redundant: $\triangle^{\sharp p} \llbracket e \bowtie 0 ? \| e \bowtie 0 ? \rrbracket=\perp$ and $\triangle^{\sharp p} \llbracket e \bowtie 0 ? \| e \bowtie 0 ? \rrbracket=\triangle_{1}^{\sharp p} \llbracket e \bowtie 0 ? \rrbracket$. The former optimization is beneficial to both efficiency and precision, while the latter improves efficiency, with no effect on precision. For instance, the loop guard of the Unchloop example is proved stable, so the two unstable branches are not analyzed, and each of the two stable tests is analyzed only once.

### 3.6 Evaluation

We implemented a prototype abstract interpreter for the semantics $\tilde{\mathbb{D}}^{\sharp p}$ and $\mathbb{\triangle}^{\sharp p}$ of the $\mathrm{NIMP}_{2}$ language introduced in this chapter. It is about 2,500 lines of OCaml source code. It uses the Apron [93] library to experiment with the polyhedra and octagon abstract
domains, and the BdDApron [94] library to implement state partitioning.

### 3.6.1 Benchmarking

We compare results on small examples selected from other authors' benchmarks [172, 153, 154]. Some examples are based on synthetic C programs, while others originate from real patches in GNU core utilities. The source code of benchmarks is available in appendix C.1. We added a larger benchmark (also from a Coreutils patch), to evaluate scalability. For most benchmarks, patches preserve most of the loop and branching structure, except for the seq benchmark from [153, 154], which features deep modifications of the control structure. The related works do not address streams. As a consequence, these benchmarks do not feature unbounded reads into input streams, except for the remove benchmark, which we presented in the introduction: see Fig. 3.1 and Fig. 3.2. Note that we simplified this benchmark to fstatat caching for a single file, in order to compare with [153].
[172, 153, 154] analyze pairs of C programs directly, albeit in restricted subsets of C featuring mostly integer programs. In particular, the code from GNU core utilities is simplified. In contrast, we encode their benchmarks as double programs in our toy language $\mathrm{NIMP}_{2}$ for now. We will address the automatic construction of double programs in chapter 4, and the direct analysis of C programs in Chapters 5 and 6. In addition, [172, $153,154]$ not only prove equivalences, but also characterize differences, while we focus on equivalence for now. We therefore selected benchmarks relevant to equivalence only, except for the [172, Fig. 2] example, which we modified slightly to restore equivalence of terminating executions: see App.C.1.3. On the other hand, [172] provide multiple versions of some of their benchmarks, depending on the maximum numbers of loop iterations of the examples. Indeed, the symbolic execution technique they use is very sensitive to this parameter. We do not have this constraint, as we use widening instead of fully unrolling loops, so that we handle directly unbounded loops in a sound way.

Figure 3.31 summarizes the results of our analysis. It shows the analysis timings and results of our prototype, as well as timings of the analyses of the related work, when they are available (their analyses are all successful). All experiments were conducted on a Intel® Core- $\mathrm{i}^{\mathrm{TM}}$ processor. The precision of our analyses is comparable with that of the original authors, with speedups of one order of magnitude or more. Some timing differences, of the order of milliseconds, cannot be considered significant, especially as the experiments are not performed on the same machines. A significant point, however, is that the benchmark UnchLoop takes 2.8 seconds in [172] when the loop is limited to five iterations. This is five times slower than the benchmark Comp. In contrast, with our method, Const and UnchLoop are analyzed at roughly the same speed, though UnchLoop is analyzed for an unbounded number of loop iterations. This difference in behaviors can be explained as a benefit of widening over unrolling loops. Hence, our timing comparison proves that our method can achieve at worst a similar speed, and it is also much more scalable for problems difficult in previous work. Note that [172] compared their method to well-established tools, such as Symdiff [111] and RVT [79], and observed speedups of
one order of magnitude and more with respect to them. Therefore, it is not useful to compare our prototype with these tools on these benchmarks.

Most benchmarks are analyzed successfully with the polyhedra domain, without partitioning. The seq benchmark, for instance, is analyzed precisely despite significant changes in the control structure, as the matching of statements is established as part of the syntax of double programs. Only the remove benchmark requires partitioning for a successful analysis with the polyhedra domain. Four other benchmarks are analyzed very efficiently with the non relational interval domain, thanks to the $\mathbb{\triangle}^{\sharp p}$ semantics. Partitioning the state with respect to the values of Booleans improves the precision on three other, but reduces efficiency. Nonetheless, some benchmarks, such as LoopSub, cannot be analysed conclusively using a non relational numerical domain with semantics $\tilde{\mathbb{D}}^{\sharp p}$ nor $\triangle^{\sharp p}$. Indeed, related patches exchange the roles of two variables a and b , so that the challenge is not to infer $a_{1}=a_{2} \wedge b_{1}=b_{2}$, but $a_{1}=b_{2} \wedge b_{1}=a_{2}$. We therefore developed a dedicated abstract domain, to refine $\tilde{\mathbb{D}}^{\sharp p}$ with automatically inferred variable equalities. This domain is based on union-find data structure that maintains a partitioning of the set $\mathcal{V}_{1} \cup \mathcal{V}_{2} \cup \mathcal{Q}$ of program variables. Two variables are part of the same equivalence class if they are guaranteed to be equal. The associated abstract lattice is the dual of the standard geometric lattice of partitions of a finite set: $a \sqsubseteq b$ means that partition $b$ refines partition $a$, i.e. every equivalence class of $a$ is a union of classes of $b ; \top$ is the set of singleton variables; and the smallest non $\perp$ element is the whole set of variables. This abstract lattice has finite height, so we use union in place of widening. The LoopSub benchmark is analyzed successfully using a reduced product between intervals and this domain.

| Related origin | Benchmark | $\begin{array}{r} \text { See } \\ \text { App. } \end{array}$ | LOC | Related time | $\begin{gathered} \mathbb{D}^{\sharp 1} \text { (polyhedra) } \\ \text { Partitioning } \end{gathered}$ |  |  | $\mathbb{D}^{11}$ (octagon) <br> Partitioning |  |  | $\triangle^{\sharp 1}$ (interval) Partitioning |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | No |  | Ye | No |  | Yes | No |  | Yes |  |
| [172] | Comp | C.1.1 | 13 | 539 ms | 14 ms | $\checkmark$ |  | 18 ms | $x$ |  | 2 ms | $x$ |  |  |
|  | Const | C.1.2 | 9 | 541 ms | 7 ms | $\checkmark$ |  | 17 ms | $\checkmark$ |  | 1 ms | $\checkmark$ |  |  |
|  | Fig. 2 | C.1.3 | 14 | - | 4 ms | $\checkmark$ |  | 5 ms | $\checkmark$ |  | 1 ms | $\checkmark$ |  |  |
|  | LoopMult ${ }^{2}$ | C.1.4 | 14 | 49 s | 31 ms | $\checkmark$ |  | 165 ms | $x$ |  | 1 ms | $x$ |  |  |
|  | LoopSub | C.1.5 | 15 | 1.2 s | 19 ms | $\checkmark$ |  | 53 ms | $x$ |  | 2 ms | $x$ |  |  |
|  | UnchLoop | C.1.6 | 13 | $2.8{ }^{3} \mathrm{~s}$ | 15 ms | $\checkmark$ |  | 36 ms | $x$ |  | 2 ms | $\checkmark$ |  |  |
| [153] | sign | C.1.7 | 12 | - | 6 ms | $\checkmark$ |  | 8 ms | $x$ | 420 ms | 2 ms | $x$ | 400 ms |  |
|  | sum | C.1.8 | 14 | 4 s | 14 ms | $\checkmark$ |  | 30 ms | $\checkmark$ |  | 6 ms | $x$ | 3.2 s |  |
| [153, 154] | copy $^{1}$ | C.1.9 | 37 | 2 s | 23 ms | $\checkmark$ |  | 31 ms | $\checkmark$ |  | 9 ms | $\checkmark$ |  |  |
|  | remove ${ }^{1}$ | C.1.10 | 19 | 3 s | 31.6 s | $x$ | 481 ms | 42 ms | $x$ | 322 ms | 7 ms | $x$ |  |  |
|  | seq ${ }^{1}$ | C.1.11 | 41 | 11 s | 75 ms | $\checkmark$ |  | 500 ms | $x$ |  | 2 ms | $x$ |  |  |
|  | test ${ }^{1}$ | C.1.12 | 158 | - | 96 ms | $\checkmark$ |  | 521 ms | $\checkmark$ |  | 4 ms | $\checkmark$ |  |  |

```
s = input(-5,5);
b = input(0,1);
{ x = input(0,10); } || {/* skip */}
while ( b == 1 ) {
    {/* skip */} || { x = input(0,10); }
    s = s + x;
    b = input(0,1);
    { x = input(0,10); } || {/* skip */}
}
assert_sync(s);
```

Figure 3.32: Reordering reads from an input stream

### 3.6.2 Handling streams

All the benchmarks of Table 3.31 were analyzed using fixed-length queues of length 1 , as the related works do not handle input streams. Note that abstracting infinite input streams with fixed-length queues of length 1 is also enough to analyze some patches of infinite-state programs with unbounded loops reading from a stream (e.g. a file), even when patches reorder input statements across the body of unbounded loops.

Fig.3.32 shows an example. This patch reorders input statements in the loop, and changes the number of input statements in terminating executions. The loop is unbounded, and the program is infinite-state. Terminating executions of the left and right projections compute equal values for s, though possibly not for x . This double program is analyzed successfully with $\tilde{\mathbb{D}}^{\sharp 1}$, using any relational numerical domain: 33 ms for polyhedra, 43 ms for octagon, and 18 ms for the reduced product between the domains of intervals and variable equalities. To the best of our knowledge, no previous work has sound and precise automatic analyses for patches of this type.

In the bounded abstraction of streams, the unbounded FIFO queue represents the subsequence of input values read by the program ahead in the sequence, and not yet read by the program behind. Though we are bounding this queue in the abstract, we retain precise information on executions reading arbitrary long input sequences. The bounded queue allows retaining relational information between all input values read with delays less or equal to the bound, while non relational (interval) information is retained for values read with larger delays. Fig. 3.33 shows a simple example. Using a queue of length 1 is enough to infer the range of variable $s$ in both projections of the double program. On the contrary, a queue of length at least 2 is necessary to prove that both programs compute equal values for s.

### 3.7 Related work

The problem of proving the functional equivalence of two programs, or program parts, is fundamental [76]. It aims at comparing the behaviors of two programs running in the

```
{ a = input (0,5); a = input(-5,0); } | {/* skip */}
x = input (0,5);
x = input (-5,0);
s = a | x;
assert(-5 <= s && s <= 0); // inferred with with a queue of length p\geq1
assert_sync(s); // inferred with a queue of length p\geq2
```

Figure 3.33: Relational and non relational information versus lengths of queues
same environment, i.e. their input-output relationships. Our approach to patch analysis is an instance of this general problem, primarily focused on proving the equivalence of syntactically close versions of a program. We thus first compare our work to other state-of-the-art formal approaches in this field in Sec. 3.7.1. Then, we comment in Sec. 3.7.2 on related work on other candidate applications of our analysis, such as inferring information flow properties.

### 3.7.1 Program equivalence

[92] pioneered the field of semantic differencing between two versions of a procedure by comparing dependencies between input and output variables. While they relied on unsound program analysis techniques, several formal approaches have been developed since this work, leveraging symbolic execution, deductive methods or abstract interpretation.

## Symbolic execution

Symbolic execution methods $[156,172,141]$ have proposed analysis techniques for programs with small state space and bounded loops, which may support modular regression verification. Unlike that line of work, we can soundly handle programs with unbounded loops like the example of Figs. 3.1 and 3.2, by covering the (possibly infinite) set of execution paths. Some approaches [122] combine symbolic execution and program analysis techniques to improve the coverage of patches with tests suites, but such testing coverage criteria bring no formal guarantee of correctness, unlike our method.

## Deductive methods

RVT [79] and SymDiff [111, 112] combine two versions of the same program, with equality constraints on their inputs, and compile equivalence properties into verification conditions to be checked by SMT solvers. RÊve [72] uses Horn constraint solving to infer coupling relations and relational procedure summaries, which works well for similarly structured integer programs. They rely on user-provided relational invariants to enable proofs of equivalence. [109] improves automation by leveraging SMT solvers for Horn constraints to infer relational invariants, in a CEGAR-based approach. On the contrary, we rely on abstract domains to infer equivalence properties. [109] targets pointer programs, which our type $\mathrm{NimP}_{2}^{-}$toy language does not support. Yet, we will present our
implementation of patch analysis for C programs including full support for pointers in Chapter 5. We will evaluate this implementation on benchmarks from [109] in Sec. 5.4.1.

## Abstract interpretation

The Dizy [153] and Score [154] tools leverage numerical abstract interpretation to establish equivalence under abstraction. In particular, the authors give a semi-formal description of an operational concrete trace semantics. This semantics is not defined by induction on the syntax, and does not support streams. Our main contribution, with respect to this work, is a novel, fully formalized, denotational concrete collecting semantics by induction on the syntax, which can deal with programs reading from infinite input streams, and a novel numerical domain to bound differences between the values of the variables in the two programs. Another difference is that [153] relies on program transformations to build a correlating program, which they analyze according to simple program semantics, while our semantics is defined for double programs directly. In their follow-up paper [154], the authors of [153] improve the precision of their analysis in the case of program versions with very different control structures: they use analysis results to choose an interleaving of the statements of program versions that minimizes abstract semantic difference. We will show in Chapter 4 our approach to automating the construction of a double program from a pair of program versions, and compare it informally to [154].

The Fluctuat $[123,80]$ static analyzer compares the real and floating-point semantics of numerical programs to bound errors in floating-point computations. Like in our concrete semantics, they address unstable test analysis [81]. The authors use the zonotope abstract domain to bound the difference between real and floating-point values. In future work, we plan to experiment combining the Delta domain with the zonotope abstract domain to bound the differences between the variables of two program versions.

### 3.7.2 Information flow

Program equivalence is concerned with comparing pairs of executions of two programs $P$ and $P^{\prime}$ running in the same environment. The case $P=P^{\prime}$ is of little interest for deterministic programs, as they obviously have the same behavior. However, it is relevant for non-determistic programs, such as $\mathrm{NimP}_{2}^{-}$programs using the rand primitive. In that case, the program semantics $\mathbb{P}_{2} \llbracket P \rrbracket$ from Definition 25 maps an input stream to a set of reachable pairs of output sequences of program $P$. Such a set is a program property coined " 2 -safety property" in [169], which defines it informally as a "property that can be refuted by observing two finite traces". 2-safety properties are a class of hyperproperties [42] that includes information flow properties such as termination insensitive noninterference and secrecy.

As a side-effect of our method, our analysis is able to prove that two sets of executions of the same program write equal values into some output variables. This is useful for proving information flow properties, such as secrecy. For instance, Fig. 3.34 shows two programs with public variable pub and secret variable sec. These programs read pub as

```
pub = input (-10,10); pub = input (-10,10);
sec = rand(-5,5);
if (sec < 0) pub = 1;
pub = 0;
assert_sync(pub); // OK
    (a) secure program
```

```
sec = rand (-5,5);
```

sec = rand (-5,5);
if (sec < 0) pub = 1;
if (sec < 0) pub = 1;

```
pub = pub + 1;
```

pub = pub + 1;
assert_sync(pub); // failed
assert_sync(pub); // failed
(b) insecure program

```

Figure 3.34: Proving information flow properties
an input value, and choose sec non-deterministically. For all pairs of executions reading equal values in pub, but possibly different values in sec, Program 3.34(a) computes equal values for pub, hence ensuring secrecy. On the contrary, Program 3.34(b) leaks the sign of sec. Our analysis is able to distinguish these two programs. Indeed, it compares the semantics of two versions of each program. In this case, both versions have exactly the same code.
[21] introduced self-composition, as part of a proof method for information flow properties. Given a simple programs \(P\), they prove safety properties of the simple program \(P_{1} ; P_{2}\), where \(P_{k}\) denotes program \(P\) with variables \(x\) renamed to \(x_{k}\) to avoid conflicts. Their proof method is sound and relatively complete. However, unlike our method, it cannot be automated, as it would require computing the input-output relations of \(P_{1}\) and \(P_{2}\) before comparing them, i.e. their concrete semantics. Yet, the proofs derived with their method are equivalent to successful analyses of \(P \| P\) in our setting, which is the same as analyzing directly \(P\) as a double program, the two versions having exactly the same code. Our double program semantics can thus be seen as a form of self-composition in this context. [169] generalized the applicability of self-composition to the verification of any 2 -safety property, and several works [18, 20, 60, 145, 110, 143] rely on product programs based on self-compositions for the analysis of hyperproperties. In particular, \([19,110,143]\) can deal with syntactically dissimilar programs, as in our method. In addition, \([110,143]\) automate both the construction of the self-composition (of control-flow graphs) and the verification of 2-hypersafety properties (by abstract interpretation). Though hyperproperties are not the primary focus of this thesis, we conducted preliminary experiments on small pieces of code from the papers of other authors [70, 169, 20, 18], demonstrating that our analysis could prove automatically information flow properties such as secrecy and noninterference. For instance, our analysis of double C programs proves successfully noninterference on a C benchmark from \([20,18]\). This will be reported as part of our experimental evaluation in Sec. 5.4.1.

This new application of our analysis is worth exploring in future work. In particular, we could investigate various abstractions of our concrete semantics to infer different kinds of information flow properties, and tackle some challenges such as declassification.

\subsection*{3.8 Conclusion}

In this chapter, we have presented a static analysis for software patches. Given two syntactically close versions of a program, our analysis can infer a semantic difference, and prove that both programs compute the same outputs when run on the same inputs. Our method is based on abstract interpretation, and parametric in the choice of an abstract domain. We presented a novel concrete collecting semantics, expressing the behaviors of two syntactically close versions of a program at the same time. This semantics deals with programs reading from unbounded input streams. We also introduced a novel numerical domain to bound differences between the values of the variables in the two programs, which has linear cost. We implemented a prototype for a toy language, and experimented on a few small examples from the literature.

Our analysis does not directly run on a pair of program versions. Instead, we analyze a double program, which we have assumed given so far. We will show how to automate the construction of a double program in Chapter 4. Then, we will show in Chapter 5 how to implement our analysis on the MopsA platform, to enable the analysis of realistic patches of non purely numerical C programs. In the following chapters, we will consider optimizations and generalizations of our approach to address portability analysis, a related problem where we wish to compare the semantics of the same program in two different environments.

In future work, we plan to experiment with other abstract domains for our analysis, such as zonotopes, to investigate different trade-offs between precision and cost of our analysis. We will also explore the connections between our semantics and information flow problems.

\section*{Chapter 4}

\section*{Double program construction}

The patch analysis presented in Chapter 3 is designed to run on a double program, a syntactic structure introduced in Sec. 3.2. We have so far assumed this structure given.

Yet, finding a suitable double program is no trivial issue. Indeed, given two simple programs \(P_{1}\) and \(P_{2}\), one can construct multiple double programs \(P\) such that \(P_{1}=\pi_{1}(P)\) and \(P_{2}=\pi_{2}(P)\). In addition, as we will demonstrate on examples in Sec. 4.1, the expressiveness of the invariants that need to be inferred to prove equivalence properties between \(P_{1}\) and \(P_{2}\) may depend critically on the chosen double program \(P\).

The design of a front-end that constructs a suitable double program \(P\) from a pair of program versions \(P_{1}\) and \(P_{2}\) is thus subject to a trade-off between its computational cost and that of the subsequent patch analysis. Our a approach relies on syntactic similarities to merge simple statements of \(P_{1}\) and \(P_{2}\) into double statements of \(P\). Our heuristic will be presented in Sec. 4.2.

Finally, we will present related works in Sec. 4.3.

\subsection*{4.1 Motivating examples}

In this section, we give three examples selected from related works. Each example consists of a pair of program versions \(P_{1}\) and \(P_{2}\), both of which contain an unbounded loop.
1. Example 28 is inspired by a motivating example from [18], also referred to as barthe2 in [72, 107, 109]. \(P_{1}\) and \(P_{2}\) are syntactically similar and feature identical control structures. Yet \(P_{2}\) features an unrolling of the loop of \(P_{1}\).
2. Example 29 is a simplified version of the seq benchmark from [153], which is also the motivating example of [154]. \(P_{1}\) and \(P_{2}\) feature significant syntactic difference and dissimilar control structures.
3. Example 30 is a variant of Example 28, and a simplified version of the motivating example of [39]. With respect to \(P_{1}, P_{2}\) features a loop optimization known as vectorization, which results in a significant change in the number of loop iterations.

For each example, we describe multiple possible double programs, sorted by increasing sophistication of the construction:
- The simplest double program is the parallel composition \(P_{1} \| P_{2}\);
- A straightforward double program can be constructed by merging identical statements at matching lines, while double statements or double expressions are introduced wherever syntactic differences arise.
- More involved double program constructions are also demonstrated: program transformations such as loop unrollings are applied to \(P_{1}\) and \(P_{2}\) before statements are merged in the straightforward way.
Each such double program features a different trade-off between the sophistication the construction, and the expressiveness of the invariants that should be inferred for a successful patch analysis.

Example 28 (Loop unrolling). Consider the program versions \(P_{1}\) and \(P_{2}\) on Fig. 4.1 inspired by a motivating example from [18]. Both versions write equal outputs \(c=a \times b\) at line 9 , assuming they have read equal inputs in \(a\) and \(b\) at lines 1 and 2. Multiple double programs can be built from \(P_{1}\) and \(P_{2}\). We describe three options below, sorted by increasing tuning of the double program structure, and decreasing expressiveness of the invariants required for a successful analysis.
1. The most naive double program is the parallel composition \(P_{1} \| P_{2}\). A successful analysis of this double program requires computing the input-output relations of \(P_{1}\) and \(P_{2}\), and comparing these relations. This amounts to computing their concrete semantics, which requires inferring non-linear loop invariants of the form \(c_{1}=\) \(i_{1} \times b_{1}\) and \(c_{2}=\left(i_{2}+1\right) \times b_{2}\). Such invariants require an expressive domain, which may be detrimental to scalability.
2. A second possible double program \(P\) is shown on Fig. 4.1(c). \(P\) is built in a straightforward way: identical statements at equal lines are merged, while double statements or expressions are introduced in case of syntactic differences. A successful analysis of \(P\) requires inferring the loop invariant \(c_{2}=c_{1}+b_{2} \wedge i_{2}=i_{1}+1\). This invariant can be inferred by the polyhedra domain.
3. A third possible double program \(P^{\prime}\) is shown on Fig. 4.1(d). The design of \(P^{\prime}\) is more slightly more involved: the first iteration of the loop of \(P_{1}\) is unrolled before aligning statements straightforwardly. A successful analysis of \(P^{\prime}\) requires inferring the trivial loop invariant \(c_{2}=c_{1} \wedge i_{2}=i_{1}\). This invariant can be inferred by the polyhedra domain, a simple equality domain, or a weakly relational domain with near-linear cost, such as the \(\mathbb{\Delta}^{\sharp}\) domain.

Example 29 (Simplified Coreutils seq benchmark). Fig. 4.2 shows a simplified version of the seq benchmark from [153], which is also the motivating example of [154]. This benchmark is based on a patch of the print_numbers (first, step, last) function of the GNU Coreutils seq program. This function prints out a sequence of numbers, starting from first and ending with last, in intervals of length step. Fig. 4.2 focuses on a constant step \(=2\) and a single point of output for simplicity. Figs. 4.2(a) and 4.2(b) show two versions of print_numbers, denoted \(P_{1}\) and \(P_{2}\). We give line numbers for both versions,
```

$a \leftarrow \operatorname{input}(1,100) ;$
$a \leftarrow \operatorname{input}(1,100) ;$
$b \leftarrow \operatorname{input}(-100,100) ;$
$c \leftarrow 0 ;$
$i \leftarrow 0 ;$
while $(i<a)\{$
$c \leftarrow c+b ;$
$i \leftarrow i+1$
$\}$
output $(c)$
(a) Left version $P_{1}$
$a \leftarrow \operatorname{input}(1,100) ;$
$b \leftarrow \operatorname{input}(-100,100) ;$
$c \leftarrow 0 \| b ;$
$i \leftarrow 0 \| 1$;
while $(i<a)\{$
$c \leftarrow c+b ;$
$i \leftarrow i+1$
$\}$
output $(c)$
(c) Straightforward
double program $P$
$b \leftarrow \operatorname{input}(-100,100)$;
$c \leftarrow b ;$
$i \leftarrow 1$
while $(i<a)$ \{
$c \leftarrow c+b ;$
$i \leftarrow i+1$
\}
output $(c)$
(b) Right version $P_{2}$
$a \leftarrow \operatorname{input}(1,100) ;$
$b \leftarrow \operatorname{input}(-100,100)$
$c \leftarrow 0 \| b ;$
$i \leftarrow 0 \| 1$;
if $(i<a)\{$
$c \leftarrow c+b ; \quad$ skip
$i \leftarrow i+1 ;$
\}
while $(i<a)\{$
$c \leftarrow c+b ;$
$i \leftarrow i+1$
\}
output( $c$ )

```
(d) Double program with unrolling \(P^{\prime}\)

Figure 4.1: Equivalent program versions
as a support for explanations. Note that we added some blank lines in \(P_{1}\), solely to help the human eye match its statements with those of \(P_{2}\) - the way we build double programs does not rely on line numbers.
\(P_{1}\) computes the current number \(x\) of the sequence (line 9), as part of a loop starting from index \(i=0\), and writing \(x\) to the output \(r\) as long as \(x \leq\) last (line 10). \(P_{2}\), in contrast, first checks whether first \(\leq\) last (line 5) before computing the sequence of numbers. It then pre-computes the first number and enters the loop with index \(i=1\). While the body of the loop of \(P_{1}\) computes the number \(x\) before writing it to \(r\), the body of the loop of \(P_{2}\) starts with writing the previous number \(x\) to r (line 9) before computing the next number (line 12). \(P_{2}\) may print an extra number under some conditions, modelled by Boolean more on Fig. 4.2(b). We assume more \(=\) false, as this is a necessary condition for equivalence.

Multiple double programs can be constructed from \(P_{1}\) and \(P_{2}\). The most naive one is parallel composition \(P_{1} \| P_{2}\). To prove equivalence on the resulting double program, the analysis must infer loop invariants of the form \(r=\) first \(+2 \times \max \{n \in \mathbb{N} \mid 0 \leq n<\)
```

first $\leftarrow \operatorname{input}(0,100)$;
last $\leftarrow \operatorname{input}(0,100)$;
break $\leftarrow$ false;
$i \leftarrow 0 ;$
while $(\neg b r e a k)\{$
$x \leftarrow$ first $+i \times 2$;
if (last $<x$ )
then break $\leftarrow$ true
else $r \leftarrow x$;
$i \leftarrow i+1$
\}
output $(r)$
(a) $P_{1}$ (Coreutils v6.9)

```
1: first \(\leftarrow \operatorname{input}(0,100)\);
```

1: first $\leftarrow \operatorname{input}(0,100)$;
$2: \quad$ last $\leftarrow \operatorname{input}(0,100)$;
$2: \quad$ last $\leftarrow \operatorname{input}(0,100)$;
break $\leftarrow$ false;
break $\leftarrow$ false;
out $\leftarrow$ (last $<$ first $)$;
out $\leftarrow$ (last $<$ first $)$;
if ( $\neg$ out) \{
if ( $\neg$ out) \{
$x \leftarrow$ first;
$x \leftarrow$ first;
$i \leftarrow 1$;
$i \leftarrow 1$;
while $(\neg b r e a k)\{$
while $(\neg b r e a k)\{$
$r \leftarrow x ;$
$r \leftarrow x ;$
if (out)
if (out)
then break $\leftarrow$ true
then break $\leftarrow$ true
else $\{x \leftarrow$ first $+i \times 2$; out $\leftarrow($ last $<x)$;
else $\{x \leftarrow$ first $+i \times 2$; out $\leftarrow($ last $<x)$;
if (out $\wedge \neg$ more) then break $\leftarrow$ true $\}$;
$i \leftarrow i+1$
$i \leftarrow i+1$
\}
\}
\}
\}
output $(r)$

```
```

output $(r)$

```
```

(b) $P_{2}$ (Coreutils v6.10)

```
1: first \(\leftarrow \operatorname{input}(0,100)\);
```

1: first $\leftarrow \operatorname{input}(0,100)$;
$2: \quad$ last $\leftarrow \operatorname{input}(0,100)$;
$2: \quad$ last $\leftarrow \operatorname{input}(0,100)$;
$3: \quad b r e a k \leftarrow$ false;
$3: \quad b r e a k \leftarrow$ false;
$i \leftarrow 0 \quad \|$ out $\leftarrow($ last $<$ first $) ;$
$i \leftarrow 0 \quad \|$ out $\leftarrow($ last $<$ first $) ;$
if (true $\| \neg$ out) $\{$
if (true $\| \neg$ out) $\{$
skip $\quad x \leftarrow$ first;
skip $\quad x \leftarrow$ first;
skip
skip
$i \leftarrow 1 ;$
$i \leftarrow 1 ;$
while ( $\neg b r e a k)$ \{
while ( $\neg b r e a k)$ \{
$x \leftarrow$ first $+i \times 2 \quad \| \quad r \leftarrow x ;$
$x \leftarrow$ first $+i \times 2 \quad \| \quad r \leftarrow x ;$
if (last $<x \|$ out)
if (last $<x \|$ out)
then break $\leftarrow$ true
then break $\leftarrow$ true
else $\quad r \leftarrow x \| \quad x \leftarrow$ first $+i \times 2$; out $\leftarrow($ last $<x) ;$
else $\quad r \leftarrow x \| \quad x \leftarrow$ first $+i \times 2$; out $\leftarrow($ last $<x) ;$
$i \leftarrow i+1$
$i \leftarrow i+1$
\}
\}
\}
\}
output $(r)$
output $(r)$
(c) Double program $P$

```

Figure 4.2: Simplified Coreutils seq benchmark
\(i \wedge\) first \(+2 \times n \leq\) last \(\}\), which would require an expressive domain.
Like with Example 28, a straightforward double program may be built by merging identical statements at equal lines. This strategy will merge only the statements at
lines \(1,2,3\) and 17. Indeed, the test on line 5 of \(P_{2}\) has no counterpart in \(P_{1}\). As a consequence, lines 7 to 15 of \(P_{1}\) and lines 5 to \(16 P_{2}\) can only be aligned in "raw" double statement \(P_{1}^{7 . .15} \| P_{2}^{5 . .16}\). To prove equivalence with the resulting double program, the analysis must infer the same invariants as with the most naive alignment \(P_{1} \| P_{2}\). Yet, the resulting double program may be improved by first applying a simple program transformation to \(P_{1}\) : rewrite \(P_{1}^{7 . .15}\) to if (true) \(P_{1}^{7.15}\), in order to match the test on line 5 of \(P_{2}\). Then, applying the straightforward merging strategy to the resulting \(P_{1}^{\prime}\) and \(P_{2}\), we obtain the double program \(P\) shown on Fig. 4.2(c). \(P\) aligns the loops of \(P_{1}\) and \(P_{2}\). As a consequence, a successful patch analysis of \(P\) must infer a single loop invariant, of the form \(r_{1}=\) first \(_{1}+2 \times\left(i_{1}-1\right) \wedge i_{2}=i_{1}+1 \wedge r_{2}=\) first \(_{2}+2 \times\left(i_{1}-2\right)\). Such invariants may be inferred by the polyhedra domain.

A more involved double program \(P^{\prime}\) may be constructed, by applying aggressive program transformations to \(P_{1}^{\prime}\) and \(P_{2}\) before merging statements. Let \(P_{1}^{\prime \prime}\) and \(P_{2}^{\prime \prime}\) denote the results of these preliminary program transformations. They are shown on Figs. 4.3(a) and 4.3(b), respectively.

Consider \(P_{1}^{\prime \prime}\). The assignment of \(x\) line 9 of \(P_{1}\) has been moved before the loop (line 7), and after incrementation of the loop counter (line 14). It has also been transformed into a trivial test statement if (false) then skip else \(x \leftarrow \ldots\) (line 13), mimicking the control structure of lines 10,11 , and 12 of \(P_{2}\). Line 9 of \(P_{2}^{\prime \prime}\) exhibits a similar transformation, mimicking the control structure of lines 9,10 and 11 of \(P_{1}^{\prime \prime}\). Finally, independent lines 6 and 7 of \(P_{2}\) are swapped.

Let us now construct a double program from \(P_{1}^{\prime \prime}\) and \(P_{2}^{\prime \prime}\). We merge the test at lines 9,10 and 11 of \(P_{1}^{\prime \prime}\) with the trivial test at line 9 of \(P_{2}^{\prime \prime}\). We also merge the trivial test at line 13 of \(P_{1}^{\prime \prime}\) with the test at lines 10,11 , and 12 of \(P_{2}^{\prime \prime}\). We obtain the double program \(P^{\prime}\) shown on Fig. 4.3(c), which ensures that statements \(x \leftarrow\) first \(+i \times 2\) and \(r \leftarrow x\) are analyzed jointly, with the double program semantics. As a consequence, a simple domain maintaining equalities between the left and right version of every program variable is expressive enough for a successful analysis of double program \(P^{\prime}\). Note that [154] comes up with a similar alignment of program versions, by heuristically searching for an optimal interleaving of statements of \(P_{1}\) and \(P_{2}\) during their analysis.

Example 30 (vectorization). Fig. 4.4 shows a variant of Example 28. This variant is also a simplified version of the motivating example of [39]. Fig.4.4(a) shows program \(P_{1}\), while Fig.4.4(b) shows program \(P_{2} . P_{2}\) vectorizes the loop of \(P_{1}\). The original example of [39] motivates this optimization by featuring 32 -bit operations for \(P_{1}\) and 64 -bit operations for \(P_{2}\). Like with Example 28, both versions write equal outputs \(c=a \times b\) at line 13, and a successful analysis of the parallel composition \(P_{1} \| P_{2}\) requires inferring non-linear loop invariants. Yet, unlike with Example 28, a straightforward double program \(P\) obtained by merging identical statements at equal lines does not improve the situation. Though the loops of \(P_{1}\) and \(P_{2}\) are (partly) merged, a successful analysis requires inferring nonlinear invariants, as loops do not run a the same paces: linear invariants of the form \(i_{2}=2 \times i_{1} \wedge c_{2}=2 \times c_{1}\) (if \(a_{2}\) is even) or \(i_{2}=2 \times i_{1}+1 \wedge c_{2}=2 \times c_{1}+b_{1}\) (if \(a_{2}\) is odd) hold only as long as \(i_{2}<a_{2}\).
```

first $\leftarrow \operatorname{input}(0,100)$;
last $\leftarrow \operatorname{input}(0,100)$;
break $\leftarrow$ false;
if (true) then
$i \leftarrow 0 ;$
$x \leftarrow$ first $+i \times 2$;
while ( $\neg$ break) do
if (last $<x$ )
then break $\leftarrow$ true
else $r \leftarrow x$;
$i \leftarrow i+1$;
if (false) then skip
else $x \leftarrow$ first $+i \times 2$
output $(r)$

```
(a) \(P_{1}^{\prime \prime}\) ( \(P_{1}\) transformed)
```

first $\leftarrow \operatorname{input}(0,100)$;
last $\leftarrow \operatorname{input}(0,100)$;
break $\leftarrow$ false;
out $\leftarrow($ last $<$ first $)$;
if $(\neg$ out) then
$i \leftarrow 1 ;$
$x \leftarrow$ first;
while ( $\neg$ break) do
if (false) then skip else $r \leftarrow x$;
if (out)
then break $\leftarrow$ true
else $\{x \leftarrow$ first $+i \times 2$; out $\leftarrow($ last $<x)$;
if (out $\wedge \neg$ more) then break $\leftarrow$ true $\}$;
$i \leftarrow i+1$
output $(r)$

```
(b) \(P_{2}^{\prime \prime}\) ( \(P_{2}\) transformed \()\)
```

first $\leftarrow \operatorname{input}(0,100)$;
last $\leftarrow \operatorname{input}(0,100)$;
break $\leftarrow$ false;
skip $\|$ out $\leftarrow($ last $<$ first $)$;
if (true $\| \neg$ out) then
$i \leftarrow 0 \| 1$;
$x \leftarrow$ first $+i \times 2 \|$ first;
while ( $\neg$ break) do
if (last $<x \|$ false)
then $b r e a k \leftarrow$ true $\|$ skip
else $r \leftarrow x$;
$i \leftarrow i+1 \|$ skip;
if (false \|out) then skip \| break $\leftarrow$ true
else $\left\{\begin{array}{l}x \leftarrow \text { first }+i \times 2 ; \\ \text { skip }\left|\left\lvert\, \begin{array}{l}x \leftarrow \text { first }+i \times 2 ; \text { out } \leftarrow(\text { last }<x) ; \\ \text { if }(\text { out } \wedge \neg \text { more }) \text { then } \text { break } \leftarrow \text { true }\end{array}\right.\right.\end{array}\right\}$;
skip $\| i \leftarrow i+1$
output ( $r$ )
(c) Double program $P^{\prime}$

```

Figure 4.3: More involved double program construction

For a successful analysis using only linear invariants, the loop of \(P_{1}\) must be unrolled before the construction of the double program, as shown on Fig 4.4(c). The first iteration of the loop is unrolled to match the test at line 5 of \(P_{2}\), and cyclic unrolling is applied to the loop body, to match the increment of the loop counter of \(P_{2}\). The resulting simple
```

$a \leftarrow \operatorname{input}(1,100)$;
$a \leftarrow \operatorname{input}(1,100)$;
$b \leftarrow \operatorname{input}(-100,100) ;$
$b \leftarrow \operatorname{input}(-100,100) ;$
$c \leftarrow 0 ;$
$\leftarrow 0$
$i \leftarrow 0 ;$
$\leftarrow 0$;
if $(a \% 2=1)\{$
$c \leftarrow b ;$
$i \leftarrow 1$
\}
while $(i<a)$ \{
while $(i<a)$ \{
$c \leftarrow c+2 \times b ;$
$i \leftarrow i+2$
\}
output $(c)$
(b) Right version $P_{2}$
$a \leftarrow \operatorname{input}(1,100)$;
$a \leftarrow \operatorname{input}(1,100)$;
$b \leftarrow \operatorname{input}(-100,100) ;$
$b \leftarrow \operatorname{input}(-100,100) ;$
$c \leftarrow 0 ;$
$c \leftarrow 0 ;$
$i \leftarrow 0 ;$
$i \leftarrow 0 ;$
if $(i<a)\{$
if $(i<a \| a \% 2=1)\{$
$c \leftarrow c+b ;$
$c \leftarrow c+b \| b ;$
$i \leftarrow i+1$
$i \leftarrow i+1 \| 1$
\}
while $(i<a)\{$
if $(i+1<a)\{$
$c \leftarrow c+b ;$
$i \leftarrow i+1 ;$
$c \leftarrow c+b ;$
$i \leftarrow i+1 ;$
\} else \{
$c \leftarrow c+b ;$
$i \leftarrow i+1$
\}
\}
\}
output $(c)$

```
(a) Left version \(P_{1}\)
\(a \leftarrow \operatorname{input}(1,100)\);
1: \(\quad a \leftarrow \operatorname{input}(1,100)\);
\(b \leftarrow \operatorname{input}(-100,100) ;\)
\(2: \quad b \leftarrow \operatorname{input}(-100,100)\)
\(c \leftarrow 0 ;\)
\(3: \quad c \leftarrow 0\);
\(i \leftarrow 0 ;\)
\(i \leftarrow 0 ;\)
if \((i<a)\{\)
if \((i<a \| a \% 2=1)\{\)
\(c \leftarrow c+b \| b ;\)
\(i \leftarrow i+1 \| 1\)
\}
while \((i<a)\{\)
if \((i+1<a \|\) true \()\{\)
\(c \leftarrow c+b \| c+2 \times b ;\)
\(i \leftarrow i+1 \| i+2 ;\)
\(c \leftarrow c+b ;\)
\(i \leftarrow i+1 ;\)
\} else \{
\(c \leftarrow c+b ; \quad \mid \quad\) skip
\(i \leftarrow i+1\)
\}
\}
20 : output \((c)\)
(d) Double program \(P^{\prime}\) after unrollings

Figure 4.4: Simplified motivating example of [39]
program \(P_{1}^{\prime}\) is then merged with a simple program \(P_{2}^{\prime}\) obtained by wrapping the body of the loop of \(P_{2}\) inside an if (true) statement - to match the test line 10 of \(P_{1}^{\prime}\). The resulting double program \(P^{\prime}\) is shown on Fig. 4.4(d).
\begin{tabular}{l|c|c|c} 
& \(P_{1} \| P_{2}\) & \(P\) & \(P^{\prime}\) \\
\hline Example 28 & non-linear & linear & equalities \\
Example 29 & non-linear & linear & equalities \\
Example 30 & non-linear & non-linear & equalities
\end{tabular}

Figure 4.5: Summary of possible double programs and invariants

Discussion Fig. 4.5 shows a summary of possible double programs for Examples 28, 29 and 30 , with the classes of invariants that need be inferred to prove equivalence. For all three examples, we have been able to construct double programs such that proofs of equivalence only require inferring linear invariants (or weaker invariants), which can be done by the polyhedra abstract domain (or less expressive domains such as an equality domain or the \(\mathbb{Q}^{\sharp}\) domain). As noted by multiple authors [59, 39, 84], this observation generalizes to most programs transformations, including some of the loop optimizations performed by compilers: such a double program exists in most cases. Nonetheless, as demonstrated by Examples 29 and 30, automating the construction of such a double program may be challenging. Example 30, in particular, features an optimization known as vectorization that changes the number of iterations of a loop significantly. As noted by [39], this is also the case of other loop optimizations, such as loop unrolling, and loop peeling. For such cases, syntactic similarity is not enough to guide the construction of a double program: alignments of loop iterations should be guided by semantical information. Such cases occur typically in the context of translation validation, when targeting black-box verification of optimizations performed by modern compilers [121]. On the contrary, such challenging benchmarks occur rarely in patches of hand-written code, which is our primary target. In our experiences on open source and industrial code, we have encountered patches of this kind solely in some hand-crafted optimizations of C library functions such as memcpy.

\subsection*{4.2 Program merging algorithm}

In this section, we present our approach to the construction of a double programs \(P\) from a pair of simple program versions \(P_{1}\) and \(P_{2}\). It takes the form of an algorithm, named merge_stmt, which computes a double statement \(s \in\) dstat from two simple statements \(s_{1}, s_{2} \in\) stat.

As shown in Sec. 4.1, a successful patch analysis relies on a trade-off between the computational resources invested in the construction of a "suitable" double program \(P\), and the expressive power of the abstract domain used to infer necessary invariants. As we primarily target patch analysis - rather than translation validation, our approach focuses on heuristics based on syntactic similarity and simple program transformations, leaving more advanced approaches for future work.

As a consequence, merge_stmt exhibits the following results on the examples of Sec. 4.1:
- When run on Example 28 it produces the double program \(P\) shown on Fig. 4.1(c).
- When run on Example 29, it produces the double program \(P\) shown on Fig. 4.2(c).
- When run on Example 30, it produces the straightforward double program \(P\) obtained by merging identical statements at equal lines.
The resulting double programs enable successful patch analyses of Examples 28 and 29 with the polyhedra abstract domain (linear invariants). In constrast, the analysis of Example 30 (vectorization) is inconclusive.

In the remainder of this section, we describe our merge_stmt algorithm. Our implementation leverages the Mopsa [97] platform to support C programs. We thus delay experimental evaluation to the related Chapter 5. We nonetheless use the more restraint syntax of NIMP and \(\mathrm{NIMP}_{2}\) to simplify the presentation in the present chapter.

\subsection*{4.2.1 Overview}

Let us start with a high-level overview of our merge_stmt heuristic, which constructs a double statement \(s\) from two input simple statements \(s_{1}\) and \(s_{2} . s\) can be seen as a refinement of \(s_{1} \| s_{2}\). A natural idea is therefore to "push" \| symbols from the root of the abstract syntax tree down to nested nodes, as deeply as possible. The goal of this approach is to benefit from our double program semantics, which takes advantage of syntactic similarities to enable joint analyses of program versions, by induction on the syntax. This makes it possible to infer relations between variables of different program versions, without the need for very expressive abstract domains.

To this aim, our merge_stmt algorithm operates in three steps. First, identical statements from top-level sequences are merged. Then, sequences of unmerged pairs of statements from \(P_{1}\) and \(P_{2}\) are gathered into maximal pairs of sequences. Finally, similar control structures are aligned in each maximal pair.

\section*{First step: merging identical statements}

In a first step, assume \(s_{1}\) and \(s_{2}\) are sequences of statements. merge_stmt merges the representations of identical statements in these sequences, leaving version-specific statements unmatched. This first step creates simple statements for every pair of matched statements, and double statements for all unmatched statements.

For instance, starting with simple statements \(P_{1}\) and \(P_{2}\) of Example 29 on Fig. 4.2, this first step produces the double statement \(\Phi_{1}\) :
\[
\Phi_{1} \triangleq P^{1 . .3} ;\left(P_{1}^{7} \| \text { skip }\right) ;\left(P_{1}^{8.15} \| \text { skip }\right) ;\left(\text { skip } \| P_{2}^{4}\right) ;\left(\text { skip } \| P_{2}^{5.16}\right) ; P^{17}
\]
where \(s^{i . . j}\) denotes the sub-statement of \(s\) at lines \(i\) to \(j\), and \(s^{i}\) is short for \(s^{i . . i}\). The subsequence \(\left(P_{1}^{7} \|\right.\) skip) ; ( \(P_{1}^{8.15} \|\) skip) ; ( skip \(\| P_{2}^{4}\) ) ; (skip \| \(P_{2}^{5.16}\) ) of \(\Phi_{1}\) demonstrates that this first step may create sequences of top-level double statements. Such subsequences are obvious candidates for further merging heuristics. A natural idea is to gather these subsequences and construct, for each of them, a new pair of simple statements \(s_{1}^{\prime}\) and \(s_{2}^{\prime}\) to be merged further. For instance, \(s_{1}^{\prime} \triangleq P_{1}^{7} ; P_{1}^{8 . .15}=P_{1}^{7 . .15}\) and \(s_{2}^{\prime} \triangleq P_{2}^{4} ; P_{2}^{5 . .16}=P_{2}^{4.16}\) in the case of Example 29 .

\section*{Second step: merging sequences of top-level double statements}

In a second step, merge_stmt thus greedily merges sequences of top-level double statements into top-level double sequences of simple statements.

For instance, in the case of Example 29, this second step reduces \(\Phi_{1}\) to \(\Phi_{2} \triangleq\) \(P^{1 . .3} ;\left(s_{1}^{\prime} \| s_{2}^{\prime}\right) ; P^{17}\). The problem is now to find a good alignment of the sequences \(s_{1}^{\prime}\) and \(s_{2}^{\prime}\), which are known to contain no identical statements. Yet, we would like to "push" \(\|\) symbols further down in the syntax tree. A simple idea is thus to consider syntactic similarities between statements that are part of the sequences \(s_{1}^{\prime}\) and \(s_{2}^{\prime}\), e.g. similar control structures, which may provide opportunities for partial merges of statements.

\section*{Third step: aligning similar control structures}

In a third step, merge_stmt attempts indeed to merge every remaining top-level double statement into a sequence of simple or double statements, using heuristics based on syntactic similarity. For instance, assignments to identical targets and loops with similar bodies are merged together.

No obvious similarity occurs between \(s_{1}^{\prime}\) and \(s_{2}^{\prime}\) in the case of Example 29: \(P_{1}^{7}\) and \(P_{2}^{4}\) feature assignments to different targets, while \(P_{1}^{8 . .15}\) and \(P_{2}^{5 . .16}\) feature dissimilar control structures. Yet, \(P_{2}^{5 . .16}\) includes the nested \(P_{2}^{8 . .15}\) statement, which exhibits similarities to \(P_{1}^{8 . .15}: P_{1}^{8 . .15}\) and \(P_{2}^{8 . .15}\) feature loops with identical guards and bodies including identical statements ( \(P_{1}^{14}=P_{2}^{14}\) and \(P_{1}^{11}=P_{2}^{11}\) ), as well as similar control structures ( \(P_{1}^{10.12}\) and \(P_{2}^{10.13}\) ). A natural semantics-preserving program transformation is to rewrite \(P_{1}^{8.15}\) to the equivalent if true \(P_{1}^{8.15}\), in order to match the enclosing control structure of \(P_{2}^{5.16}\). Finally, our problem is now to merge \(P_{1}^{7}\); if true \(P_{1}^{8.15}\) and \(s_{2}^{\prime}\). By merging similar control structures at identical lines, we obtain the double statement \(P^{4 . .16}\) shown on Fig. 4.2 of Sec. 4.1, which completes the construction of double program \(P\) for Example 29.

\subsection*{4.2.2 Formalization}

Let us now formalize the description of merge_stmt. To this aim, we use a set of term-rewriting systems:
\[
\text { merge_stmt }\left(s_{1}, s_{2}\right)=s \stackrel{\Delta}{\Longleftrightarrow} s_{1} \| s_{2} \longrightarrow \longrightarrow_{e q}^{?} \longrightarrow{ }_{\text {glue }}^{\omega} \longrightarrow{ }_{c t r l}^{?} s
\]

The three rewriting systems \(\longrightarrow{ }_{e q}^{?}, \longrightarrow{ }_{c t r l}^{?}\) and \(\longrightarrow{ }_{g l u e}^{\omega}\) formalize the three steps introduced in the informal overview (Sec. 4.2.1). The definitions for \(\longrightarrow{ }_{e q}^{?}, \longrightarrow_{c t r l}^{?}\) and \(\longrightarrow{ }_{\text {glue }}^{\omega}\) are shown on Figs. 4.8 and 4.9. We use the formalism of rewriting systems with conditionals and priority ordering \([12,13,136]\). We use priorities to enforce determinism, while keeping conditionals compact. Indeed, while rewriting systems are often used to describe relations or non-deterministic procedures, merge_stmt is a deterministic algorithm. Priorities are defined as a partial ordering over rewrite rules, which is also a total order for every pair of conflicting rules. We use Hasse diagrams to define rule priorities. For instance, rule Nominal has priority over rule Default1 in Fig. 4.8: \(\longrightarrow{ }_{e q}^{?}\left(\right.\) resp. \(\left.\longrightarrow{ }_{c t r l}^{?}\right)\) attempts to reduce the input \(s_{1} \| s_{2}\) with \(\longrightarrow_{e q}\) (resp. \(\left.\longrightarrow{ }_{c t r l}\right)\),
\[
\begin{aligned}
& \text { ID.STMT } \\
& s \| s \longrightarrow_{r} s \\
& \text { SEQ1.1 } \frac{s_{1}\left\|s_{2} \longrightarrow_{r} s \quad s_{1}^{\prime}\right\| s_{2}^{\prime} \longrightarrow_{r} s^{\prime}}{\left(s_{1} ; s_{1}^{\prime}\right) \|\left(s_{2} ; s_{2}^{\prime}\right) \longrightarrow_{r} s ; s^{\prime}} \quad \frac{s_{1} \| s_{2} \longrightarrow_{r} s}{\left(s_{1} ; s_{1}^{\prime}\right) \|\left(s_{2} ; s_{2}^{\prime}\right) \longrightarrow_{r} s ;\left(s_{1}^{\prime} \| s_{2}^{\prime}\right)} \text { SEQ1.2 } \\
& \operatorname{SEQ} 2.1 \frac{\left(s_{1} ; s_{1}^{\prime}\right)\left\|s_{2}^{\prime} \longrightarrow_{r} s \quad s_{1}^{\prime}\right\|\left(s_{2} ; s_{2}^{\prime}\right) \longrightarrow_{r} s^{\prime} \Longrightarrow\left|s^{\prime}\right|<|s|}{\left(s_{1} ; s_{1}^{\prime}\right) \|\left(s_{2} ; s_{2}^{\prime}\right) \longrightarrow_{r}\left(\text { skip } \| s_{2}\right) ; s} \\
& \operatorname{SEQ} 2.2 \frac{s_{1}^{\prime}\left\|\left(s_{2} ; s_{2}^{\prime}\right) \longrightarrow_{r} s^{\prime}\left(s_{1} ; s_{1}^{\prime}\right)\right\| s_{2}^{\prime} \longrightarrow_{r} s \Longrightarrow|s| \leq\left|s^{\prime}\right|}{\left(s_{1} ; s_{1}^{\prime}\right) \|\left(s_{2} ; s_{2}^{\prime}\right) \longrightarrow_{r}\left(s_{1} \| \text { skip }\right) ; s^{\prime}} \\
& \text { SEQ3.1 } \frac{s_{1} \| s_{2} \longrightarrow_{r} s}{s_{1} \|\left(s_{2} ; s_{2}^{\prime}\right) \longrightarrow_{r} s ;\left(\text { skip } \| s_{2}^{\prime}\right)} \quad \frac{s_{1} \| s_{2} \longrightarrow_{r} s}{\left(s_{1} ; s_{1}^{\prime}\right) \| s_{2} \longrightarrow_{r} s ;\left(s_{1}^{\prime} \| \text { skip }\right)} \text { SEQ3.2 } \\
& \text { SEQ3.3 } \frac{s_{1} \| s_{2}^{\prime} \longrightarrow_{r} s^{\prime}}{s_{1} \|\left(s_{2} ; s_{2}^{\prime}\right) \longrightarrow_{r}\left(\text { skip } \| s_{2}\right) ; s^{\prime}} \quad \frac{s_{1}^{\prime} \| s_{2} \longrightarrow_{r} s^{\prime}}{\left(s_{1} ; s_{1}^{\prime}\right) \| s_{2} \longrightarrow_{r}\left(s_{1} \| \text { skip }\right) ; s^{\prime}} \text { SEQ3.4 }
\end{aligned}
\]

Figure 4.6: Common reduction rules of double program rewriting systems \(\longrightarrow_{r}\) for \(r \in\{e q, c t r l\}\).
and defaults to the identity if reduction fails. \(\longrightarrow{ }_{g l u e}^{\omega}\), defined on Fig. 4.9, greedily merges sequences of top-level double statements, in order to implement the second step introduced in Sec. 4.2.1.

\section*{First step: merging identical statements}

The definition of \(\longrightarrow_{e q}\) is given by Figs. 4.6 and 4.7. Reduction rules are defined on Fig. 4.6 (with \(r=e q\) ), while the priority ordering between rules is depicted in blue on the Hasse diagram shown in Fig. 4.7. Rule ID.STMT has the highest priority. It is is an axiom that states that every pair of syntactically equal simple statements is merged into a shared simple statement. The lower-priority rules \(\mathrm{SEQ}_{x . y}\) merge sequences of simple statements. They reduce a pair of sequences of simple statements \(s_{1}\left\|s_{2}=\left(s_{1}^{0} ; \ldots ; s_{1}^{n}\right)\right\|\left(s_{2}^{0} ; \ldots ; s_{2}^{p}\right)\) to a sequence of simple and double statements \(s=s^{0} ; \ldots ; s^{q}\), such that \(q \leq n+p\), and
\[
\forall i<q: \exists i_{1}<n, i_{2}<p:\binom{s^{i}=s_{1}^{i_{1}}=s_{2}^{i_{2}} \in \text { stat } \vee}{\exists j_{1}<n, j_{2}<p: s^{i}=\left(s_{1}^{i_{1}} ; \ldots ; s_{1}^{j_{1}}\right) \|\left(s_{2}^{i_{2}} ; \ldots ; s_{2}^{j_{2}}\right.}
\]

Note that we use the convention \(s_{k}^{i} ; \ldots ; s_{k}^{j}=\) skip if \(j<i\). Moreover, the subsequence of statements in \(s\) that are simple statements is the longest common subsequence of


Figure 4.7: Hasse diagram for the priority ordering between rules from Fig. 4.6 and Fig. 4.10.
\[
\text { NOMINAL } \frac{s_{1} \| s_{2} \longrightarrow r s}{s_{1} \| s_{2} \longrightarrow{ }_{r}^{?} s} \quad \begin{aligned}
& \text { DEFAULT } 1 \\
& s_{1}\left\|s_{2} ?_{r}^{?} s_{1}\right\| s_{2}
\end{aligned}
\]

Nominal

Default1
Figure 4.8: Rewriting systems \(\longrightarrow_{r}^{?}\) for \(r \in\{e q, c t r l\}\).
\[
\begin{aligned}
& \text { GLUE } \\
& \left(s_{1} \| s_{2}\right) ;\left(s_{1}^{\prime} \| s_{2}^{\prime}\right) \longrightarrow \text { glue }\left(s_{1} ; s_{1}^{\prime}\right) \|\left(s_{2} ; s_{2}^{\prime}\right) \quad \frac{s_{0} \longrightarrow \text { glue } \longrightarrow_{\text {glue }} s \nrightarrow \text { glue }}{s_{0} \longrightarrow \text { glue }^{\omega} s} \text { ITER }
\end{aligned}
\]

Figure 4.9: rewriting system \(\longrightarrow{ }_{\text {glue }}^{\omega}\)
statements of \(s_{1}\) and \(s_{2}\). This property is ensured by rules SEQ2.1 and SEQ2.2, with the measure \(|s| \triangleq \mid\left\{i \in \mathbb{N} \mid s^{i} \in\right.\) stat \(\} \mid\).

Consider the case of Example 29. Fig. 4.11 shows a derivation tree for the reduction \(P_{1} \| P_{2} \longrightarrow_{e q} \Phi_{1}\) introduced in Sec. 4.2.1. Note that some premises are omitted in the two occurrences of rule SEQ2.2, for readability: for both occurrences, either reduction in the premises produces the longest common subsequence.
Remark 23 (Implementation with dynamic programming). A straightforward recursive implementation \({ }^{1}\) of these rules is inefficient, as intermediate results are recomputed multiple times. It can be improved through memoization \({ }^{2}\) techniques. We nonetheless use a classical iterative algorithm \({ }^{3}\) based on standard dynamic programming tech-

\footnotetext{
\({ }^{1}\) https://rosettacode.org/wiki/Longest_common_subsequence\#Recursion_5
\({ }^{2}\) https://rosettacode.org/wiki/Longest_common_subsequence\#Memoized_recursion
\({ }^{3}\) https://rosettacode.org/wiki/Longest_common_subsequence\#Dynamic_programming_6
}
ID.COND
\(c \| c \longrightarrow{ }_{c t r l} c\)
ID.EXP
\(e \| e{ }_{c t r l}\)
\(\frac{x_{1} \| x_{2} \longrightarrow_{c t r l} x}{\left(x_{1} \leftarrow e_{1}\right) \|\left(x_{2} \leftarrow e_{2}\right) \longrightarrow_{c t r l}\left(x \leftarrow e_{1} \| e_{2}\right)}\) DASS

WHILE1 \(\frac{c_{1}\left\|c_{2} \longrightarrow{ }_{c t r l} c \quad s_{1}\right\| s_{2} \longrightarrow_{c t r l} s}{\text { while } c_{1} \text { do } s_{1} \| \text { while } c_{2} \text { do } s_{2} \longrightarrow{ }_{c t r l} \text { while } c \text { do } s}\) while \(2 \frac{s_{1} \| s_{2} \longrightarrow{ }_{c t r l} s}{\text { while } c_{1} \text { do } s_{1} \| \text { while } c_{2} \text { do } s_{2} \longrightarrow{ }_{c t r l} \text { while } c_{1} \| c_{2} \text { do } s}\) \({ }^{\text {IF1.1 }} \frac{c_{1}\left\|c_{2} \longrightarrow{ }_{c t r l} c \quad s_{1}\right\| s_{2} \longrightarrow{ }_{c t r l} s \quad s_{1}^{\prime} \| s_{2}^{\prime} \longrightarrow_{c t r l} s^{\prime}}{\text { if } c_{1} \text { then } s_{1} \text { else } s_{1}^{\prime} \| \text { if } c_{2} \text { then } s_{2} \text { else } s_{2}^{\prime} \longrightarrow{ }_{c t r l} \text { if } c \text { then } s \text { else } s^{\prime}}\) IF1.2 \(\frac{c_{1}\left\|c_{2} \longrightarrow_{c t r l} c \quad s_{1}^{\prime}\right\| s_{2}^{\prime} \longrightarrow_{c t r l} s^{\prime}}{\text { if } c_{1} \text { then } s_{1} \text { else } s_{1}^{\prime} \| \text { if } c_{2} \text { then } s_{2} \text { else } s_{2}^{\prime} \longrightarrow{ }_{c t r l} \text { if } c \text { then } s_{1} \| s_{2} \text { else } s^{\prime}}\)

IF1.3 \(\frac{c_{1}\left\|c_{2} \longrightarrow{ }_{c t r l} c \quad s_{1}\right\| s_{2} \longrightarrow_{c t r l} s}{\text { if } c_{1} \text { then } s_{1} \text { else } s_{1}^{\prime} \| \text { if } c_{2} \text { then } s_{2} \text { else } s_{2}^{\prime} \longrightarrow{ }_{c t r l} \text { if } c \text { then } s \text { else } s_{1}^{\prime} \| s_{2}^{\prime}}\)
\({ }^{\text {IF2.1 }} \frac{s_{1}\left\|s_{2} \longrightarrow{ }_{c t r l} s \quad s_{1}^{\prime}\right\| s_{2}^{\prime} \longrightarrow_{c t r l} s^{\prime}}{\text { if } c_{1} \text { then } s_{1} \text { else } s_{1}^{\prime} \| \text { if } c_{2} \text { then } s_{2} \text { else } s_{2}^{\prime} \longrightarrow{ }_{c t r l} \text { if } c_{1} \| c_{2} \text { then } s \text { else } s^{\prime}}\)
IF2.2 \(\frac{s_{1}^{\prime} \| s_{2}^{\prime} \longrightarrow{ }_{c t r l} s^{\prime}}{\text { if } c_{1} \text { then } s_{1} \text { else } s_{1}^{\prime} \| \text { if } c_{2} \text { then } s_{2} \text { else } s_{2}^{\prime} \longrightarrow c_{c t r l} \text { if } c_{1} \| c_{2} \text { then } s_{1} \| s_{2} \text { else } s^{\prime}}\)
\({ }^{\text {IF } 2.3} \frac{s_{1} \| s_{2} \longrightarrow{ }_{c t r l} s}{\text { if } c_{1} \text { then } s_{1} \text { else } s_{1}^{\prime} \| \text { if } c_{2} \text { then } s_{2} \text { else } s_{2}^{\prime} \longrightarrow{ }_{c t r l} \text { if } c_{1} \| c_{2} \text { then } s \text { else } s_{1}^{\prime} \| s_{2}^{\prime}}\)

WHiLE-IF \(\frac{\text { while } c_{1} \text { do } s_{1} \| s_{2} \longrightarrow_{c t r l} s}{\text { while } c_{1} \text { do } s_{1} \| \text { if } c_{2} \text { then } s_{2} \longrightarrow{ }_{c t r l} \text { if true } \| c_{2} \text { then } s}\)

IF-WHILE \(\frac{s_{1} \| \text { while } c_{2} \text { do } s_{2} \longrightarrow{ }_{c t r l} s}{\text { if } c_{1} \text { then } s_{1} \| \text { while } c_{2} \text { do } s_{2} \longrightarrow{ }_{c t r l} \text { if } c_{1} \| \text { true then } s}\)
Figure 4.10: ctrl rewriting system


Figure 4.11: Derivation tree of \(\longrightarrow_{e q}\) for Example 29
niques \([174,87]\), as this algorithm exhibits slightly better performance than memoized recursion in our experiments.
\(\longrightarrow_{e q}\) is sound, as every reduction rule satisfies property 4.1:
\[
\begin{equation*}
\forall s_{1}, s_{2} \in \text { stat }: s_{1} \| s_{2} \longrightarrow_{e q} s \Longrightarrow \pi_{1}(s)=s_{1} \wedge \pi_{2}(s)=s_{2} \tag{4.1}
\end{equation*}
\]
where we use the version extraction functions \(\pi_{1}\) and \(\pi_{2}\) defined in Sec. 3.3 of Chapter 3. Note that \(\longrightarrow_{e q}\) is also deterministic by construction, as every pair of non comparable rules either operate on different nodes of the AST, or have incompatible sets of assumptions. In addition, \(\longrightarrow_{e q}\) always terminates (or blocks), as every reduction rule \(R\) enjoys the following property: to reduce some term \(t, R\) requires the reductions of only finitely many terms \(t^{\prime}\), such that \(t^{\prime}\) is strictly smaller than \(t . \longrightarrow_{e q}\) is not complete, but \(\longrightarrow_{e q}^{?}\) complements it, so the first step of our heuristic does not block. Consequently, the first step of our heuristic is a terminating algorithm.
Remark 24 (Algorithm cost). The cost of this algorithm is dominated by the computations of longest common subsequences of statements performed when merging two sequence of statements \(s_{1}\) and \(s_{2}\). As noted in Remark 23 we rely on dynamic programming techniques that iterate over 2 -dimensional arrays of size \(n_{1} \times n_{2}\), where \(n_{i}=\left|s_{i}\right|\). Such a scheme features quadratic asymptotic complexity. Also note that the overall cost of the overall merge_stmt heuristic is quadratic, as these longest common subsequences computations dominate the algorithm cost both theoretically and practically.

\section*{Second step: merging sequences of top-level double statements}
\(\longrightarrow\) glue, defined on Fig. 4.9, features a single rule GLUE. GLUE reduces a sequence of pairs to a pair of sequences. \(\longrightarrow\) glue is derministic, incomplete and terminating. \(\longrightarrow{ }_{g l u e}^{\omega}\)
\[
\begin{aligned}
& \text { ID.COND } \\
& \neg \text { break } \| \neg \text { break } \underset{\text { ID.STMT }}{\longrightarrow} \text { ctrl }^{\text {Preak }}
\end{aligned}
\]

Figure 4.12: Derivation tree of \(\longrightarrow{ }_{c t r l}\) for Example 29
iterates \(\longrightarrow\) glue until reduction blocks, and returns the final irreducible term. This process terminates, as the number of \(\|\) nodes in the AST decreases strictly at every iteration.

In the case of Example 29, \(\Phi_{1} \longrightarrow{ }_{\text {glue }}^{3} \Phi_{2} \nrightarrow\) glue is a derivation for the greedy merge introduced in Sec. 4.2.1.

\section*{Third step: aligning similar control structures}

The \(\longrightarrow{ }_{c t r l}\) rewrite system is defined by two sets of reduction rules: rules defined by Fig. 4.6 (with \(r=c t r l\) ), and rules defined by Fig. 4.10. The priority ordering between rules is defined by Fig. 4.7: rules from Fig. 4.6 are shown in blue, while rules from Fig. 4.10 are shown in black. The goal of \(\longrightarrow_{c t r l}\) is to merge statements with similarities, in particular control structures such as loops and tests. To this aim, rules while1 and WHILE2 merge loops if their bodies can be merged, rules IF1.1 to IF2.3 merge tests if one of the branches can be merged, and rule DAss merges assignments to identical targets. All these rules are supported by the axioms ID.EXP and ID.COND, of maximum priority, which state that every pair of syntactically equal simple expressions (resp. conditions) is merged into a shared simple expression (resp. condition). ID.EXP and ID.COND are omitted from Fig. 4.7 for clarity. Additional rules can be added, to represent further similarities between program versions, despite refactoring of control structures. For instance, IF-WHILE and wHILE-IF merge dissimilar control structures that include similar loops. Our implementation features more of such additional rules, which are omitted for conciseness.

Note that rule WHiLE-IF is necessary for our algorithm to construct the double program \(P\) shown on Fig. 4.2(c) for Example 29. Indeed, it is used by the derivation tree
for the reduction \(s_{1}^{\prime} \| s_{2}^{\prime} \longrightarrow_{c t r l} P^{4.16}\) introduced in Sec. 4.2.1. This tree is shown on Fig. 4.12. Note that \(P^{4.16}\) is slightly rearranged with respect to the exact output of \(\longrightarrow_{c t r l}\), for the sake readability. For instance, the exact output of \(\longrightarrow_{c t r l}\) for \(P^{4}\) is \((i \leftarrow 0 \|\) skip \() ;(\) skip \(\|\) out \(\leftarrow(\) last \(<\) first \())\);. Such rearrangements have no impact on our subsequent static analysis.

Unlike that of \(\longrightarrow_{e q}\), the reduction rules of \(\longrightarrow_{c t r l}\) do not satisfy property 4.1. Because of rules IF-WHiLE and while-IF, they only satisfy the weaker property:
\[
\begin{array}{rll}
\forall s_{1}, s_{2} \in \text { stat }: s_{1} \| s_{2} \longrightarrow{ }_{e q} s & \Longrightarrow \quad \text { flatten }\left(\pi_{1}(s)\right)=\text { flatten }\left(s_{1}\right) \\
& \wedge \text { flatten }\left(\pi_{2}(s)\right)=\text { flatten }\left(s_{2}\right)
\end{array}
\]
where flatten is defined by induction on the syntax, and greedily reduces to \(s\) any simple sub-statement of the form if true then \(s\). This property is sufficient for soundness. In addition, \(\longrightarrow_{c t r l}\) is deterministic, incomplete, and always terminates or blocks, for the same reasons as \(\longrightarrow_{e q}\). \(\longrightarrow_{c t r l}^{?}\) complements \(\longrightarrow_{c t r l}\), so the third step of our heuristic does not block. Consequently, our heuristic is a terminating algorithm.

\subsection*{4.3 Related works}

Multiple independent works on translation validation, patch analysis, security analysis and relational verification rely on product programs, a general class of constructions which informally transform two programs \(P_{1}\) and \(P_{2}\) into a single program \(P\) that captures the behaviors of \(P_{1}\) and \(P_{2}\). Our own double program structure is a form of product program.

Some works, like ours, use product programs as part of a two-step analysis: first construct the product program, then perform an analysis on the result of the construction. In contrast, other works construct product programs during the analysis, in order to guide the construction with semantical information. We term the former approaches "static product constructions" and the latter approaches "dynamic product constructions". In this section, we report on related works on both approaches.

\subsection*{4.3.1 Static product constructions}

Various kinds of product constructions have been introduced by multiple authors: selfcompositions, cross-products, program products, biprograms and correlating programs. We present them briefly below, and compare them with our approach.

\section*{Self-composition}
[21] introduced self-composition, as part of a proof method for information flow properties. Given a simple programs \(P\), they prove safety properties of the simple program \(P_{1} ; P_{2}\), where \(P_{k}\) denotes program \(P\) with variables \(x\) renamed to \(x_{k}\) to avoid conflicts. Their method is sound and relatively complete. Yet, their method is equivalent to analyzing \(P_{1} \| P_{2}\) in our setting. As demonstrated on Example 28 of Sec. 4.1, this requires computing the input-output relations of \(P_{1}\) and \(P_{2}\) before comparing them, i.e. their
concrete semantics, which cannot be automated. [169] showed limitations to the practical usability of this method with of-the-shelf software verification tools, and proposed a type-based generalization. Yet their approach does not reduce the expressiveness of the invariants required for the proofs.

\section*{Cross-product}
[175] introduced the notion of cross-product of two input programs in the context of translation validation of compiler optimizations in unstructured languages. Their approach is limited to so-called "consonant" programs, i.e. programs exhibiting equivalent control structures, and where executions follow the same control flows (no unstable tests).

\section*{General product programs}
[18, 20] define a more general notion of product program, that overcomes the limitations of self-composition or cross-products, and formalize rules for constructing valid product programs. Their product program structure supports combinations of so-called "synchronous steps", in which statements of \(P_{1}\) and \(P_{2}\) are executed in lockstep, and "asynchronous steps", in which statements of \(P_{1}\) and \(P_{2}\) are executed separately. The former is supported by simple statements with stable tests in our setting, while the latter is supported by double statements or unstable branches. Their system includes a rule called refinement (or unfolding) that allows preliminary transformations over the components of the product. Simple transformations such as our IF-WHILE and WHILE-IF reduction rules are inspired by this approach. Their approach allows to build products between programs with different control flow structures, so as to address complex loop optimizations. Yet, their product construction is non-deterministic and usually interactive, in contrast to our approach. The authors acknowledge that developing methods and tools for building products is an important goal for further work.

Product programs are also used in SymDiff [111, 112].

\section*{Biprograms}
[16] introduce biprograms, a variant of product programs that are syntactically similar to our double programs. Biprograms are designed to support relational reasoning using deductive methods. They make explicit the reasoner's choice of program alignments, using a "weaving relation" that rewrites biprograms to equivalent forms, while aligning control points. This weaving relation has connections with the term-rewriting systems we presented in Sec. 4.2.2. Yet, biprogram construction is not automated, in contrast to our work. Their approach has some setbacks: the semantics of the language must be kept deterministic, and procedures with relational specifications must be called by both executions. Our approach does not have these limitations. Note that our treatment of C function calls will be explained in chapter 5 .

\section*{Correlating programs}
[153] present an algorithm for constructing a kind of product program, coined "correlating program". This algorithm takes two program versions as inputs, and processes them in two steps:
1. both program versions are compiled to a guarded command language. Every block is broken down into a set of atomic statements prefixed by a guard encoding the path to the block.
2. guarded commands of both versions are interleaved into a common correlating program. The interleaving is based on a textual diff.
[78] report a soundness issue in this construction, due to the textual diff not taking unstructured control flow into account. They propose an improved algorithm, which they formalize and check mechanically within the Coq proof assistant. While [153] is as source of inspiration for our own work, our double program construction does not have a similar issue, as it proceeds by merging abstract syntax trees.

\subsection*{4.3.2 Dynamic product constructions}

\section*{Speculative correlation}
[154] is a follow-up paper to [153]. In this work, the authors move away from their original correlating program structure that defines a fixed interleaving of statements for the subsequent analysis. Instead, they let the analysis alternate between multiple interleavings, and use a speculative search algorithm to choose an interleaving minimizing abstract semantic difference. This approach benefits from semantic information to guide the alignment of program versions, reducing the need for syntactic similarity of program versions. Yet it is costly, as the exploration process involves performing all possible analyses, in all possible interleavings, of pairs of sequences of statements with lengths below some parameter of the analysis. Note that analyses are run with an expressive abstract domain - a power-set domain similar to polyhedra with trace partitioning.

\section*{Implicit product programs}
[164] present a logic, and a related automatic verification algorithm. This algorithm constructs multiple partial product programs implicity, rather than constructing a single full product program explicitly. Yet they only align syntactically equal statements, as they target hyperproperties of simple programs.

LLRÊVE [107] relies on program transformations to align two program versions, rather than constructing a product program explicitly. It especially focuses on harmonizing the structures of unbounded loops. To this aim, its exploits dynamic analyses of concrete executions traces to suggest suitable program transformations.

\section*{Product-CFGs}

A line of work targeted at translation validation rely on SMT-solving to construct product programs. Programs are represented at control-flow graphs (CFGs), and product programs are product-CFGs.
[39] rely on a data-driven approach to align a source program \(P_{1}\) and compiled program \(P_{2}\). They first guess an "alignment predicate" (AP) that must hold at all nodes of the product-CFG to build. Then, they construct a candidate product-CFG, using concrete execution traces of \(P_{1}\) and \(P_{2}\) (on equal inputs). Execution traces are used to find pairs of program points satisfying the guessed AP, and correlated transitions between these pairs. The obtained candidate product-CFG is called a "Program Alignment Automaton" (PAA). The PAA accepts the available concrete traces by construction. This approach exploits semantic information to find correlations that do not depend on syntactic similarity. In addition, it allows to generate multiple candidate PAAs, on which proof of equivalence is attempted. As a consequence, it can successfully prove the correctness of vectorization optimizations, such as Example 30 of Sec. 4.1. Yet it has shortcomings: it requires execution traces with sufficient path coverage of \(P_{1}\) and \(P_{2}\), and relies on a good guess for the AP: a weak AP may result in a large number of candidate PAAs, most of which would not allow for a proof of equivalence, while too strong an AP may rule out the desired PAA. In addition, considering this work targets pairs of small programs from compiler test suites [121], it is not clear to us why guessing "good" APs should be significantly easier than building a product programs by hand. This approach was successfully evaluated on single-loop source programs with no control flow within loop bodies. AP synthesis for programs with multiple loops is left for future work.
[59] addresses the shortcomings of [39]. They build a product-CFG incrementally, through counterexample-guided pruning of the exponentially large search space. They do not rely on concrete execution traces, but generate concrete machine states through SMT queries. Pairs of concrete machines states are used to add new nodes to the product-CFG. They also rely on SMT-solvers to find optimal correlations across sets of paths, and add new edges to the product-CFG. This approach achieves robust and efficient equivalence checking across vectorizing transformations in the presence multiple loops. Yet it is fitted towards translation validation purposes. In particular, it is not symmetric: exchanging \(P_{1}\) and \(P_{2}\) may give different results. As a consequence, their algorithm fails in some cases from patch analysis where our simpler approach based on syntactic patterns succeeds. In addition, their approach is costly: their tool runs in minutes on benchmarks of a few tenths of lines of assembly code. It thus cannot be used directly for patch analysis.

\subsection*{4.4 Conclusion}

In this chapter, we presented the merge_stmt algorithm. merge_stmt constructs a double program \(P\) from two program versions \(P_{1}\) and \(P_{2}\). We used the Nimp and NimP \({ }_{2}\) syntax to describe merge_stmt in Sec. 4.2, in order to keep the presentation simple. Yet our implementation is a front-end to the analysis of double C programs, which will be presented in chapter 5. merge_stmt will thus be evaluated as part of chapter 5 . We will show that in most pratical patch cases, the double program constructed by merge_stmt is sufficient to enable a successful patch analysis relying on linear invariants only.

\section*{Chapter 5}

\section*{Implementing patch analysis with Mopsa}

Chapters 3 and 4 have introduced patch analyses for a purely numerical toy language, \(\mathrm{NIMP}_{2}\). In this chapter, we extend this work to the analysis of realistic patches of lowlevel C programs. We also extend the scope of the analysis to patches of data structures, e.g. adding, removing or permuting fields of C structs, changing the lengths of arrays, etc. Such patches are typically syntactically small, but they may have a large semantic impact, as they may change the semantics of any statements involving data of a patched type. In addition, they may be viewed as a way to address a first kind of portability property: robustness to variations of the offsets of scalar fields, such as those introduced by changes in the Application Binary Interface (ABI), compiler options or language extensions such as attributes of types or variables.

We describe our implementation on top of MOPSA, a framework which supports the modular design of static analyzers for multiple programming languages, among which C. Our implementation relies on distinctive features of MOPSA that enable highly modular development of abstract interpreters. We therefore start with a presentation of the Mopsa platform in Sec. 5.1. In particular, Mopsa enabled us to reuse directly most of the implementation of the analysis of simple C programs into our analysis of double C programs. We therefore introduce the analysis of simple C programs with Mopsa in Sec. 5.2. This section stresses the presentation of the cell-based memory model originally introduced in [127], and used by MopsA to analyze precisely low-level programs that abuse unions and pointers to bypass the type system of C. Note that this memory model will be extended in later chapters (Chapters 6 and 7 ). Then, we describe our implementation of patch analysis for C programs in Sec. 5.3. Finally, Sec. 5.4 provides an experimental evaluation of our implementation, Sec. 5.5 describes related works, and Sec. 5.6 concludes.

\subsection*{5.1 The Mopsa platform}

During this thesis, I was part of the Mopsa project [134, 97], which aims at the modular development of a family of static analyzers for multiple languages and multiple properties. Mopsa stands for Modular Open Platform for Static Analysis. Mopsa supports the design of semantics-based abstract interpreters that operate by induction on the syntax, compute sound program invariants and report run-time errors, undefined behaviors, and uncaught exceptions. A distinctive feature of MopsA is its highly extensible, modular design: semantic abstractions of numeric values, pointers, objects, control, as well as syntax-driven iterators, are defined in small, reusable domains with loose coupling, that can be combined and reused to analyze widely different programming languages. Mopsa currently supports:
- Universal, a toy-language featuring elementary control structures (loops, conditionals, functions) and an idealized data-type (unbounded integers);
- most of C [100], through Clang's parser, and a contract annotation language [148] inspired by ACSL [58] to model library functions;
- a large subset of Python 3 [77, 139, 137] (using a dedicated parser);
- multi-language programs mixing Python and C [140].

MopsA is written in OCaml. The analysis of C programs consists in 11,700 LOC, while the analysis of Python takes 12,600 LOC. The analysis of multi-language Python and C programs is implemented with 2,500 additional LOC. All these analyses rely on Universal domains, representing 5,600 LOC, and a common framework consisting in 13,200 LOC. Parsers and utilities account for 19,000 additional lines of code.

In this section, we present the MOPSA platform, closely following previously published descriptions [97, 99, 138].

\subsection*{5.1.1 Extensible syntax}

Many static analyzers operate on a predefined intermediate language, rather than the source language of analyzed programs. For instance, Ikos [30], from NASA, relies on LLVM bitcode [113]. Such analyzers may nonetheless support multiple source languages: a front-end is developed for each source language, which translates it into the fixed intermediate language. The goal of this approach is to factor the development of transfer functions for multiple source languages. The number of transfer functions may additionally be minimized, if the design of the intermediate language minimizes the number of nodes of the Abstract Syntax Tree (AST). Moreover, the semantics of elementary nodes may be kept simple. For instance, the Infer [69, 168] static analyzer, from Meta, targets Java and C/C++/Objective-C programs. Input programs are translated statically into a reduced intermediate representation called SIL, using only four instructions \({ }^{1}\). However, this approach has also downsides. In particular, translating to a fixed intermediate language does not preserve the high-level structure of programs, which may be detrimental to the precision or the performance of static analyses. For instance, LLVM forgets

\footnotetext{
\({ }^{1}\) https://github.com/facebook/infer/blob/v1.1.0/infer/src/IR/Sil.mli\#L40
}
the sign of integer types, and compilation to bytecode or 3-address code makes static analysis harder \([118,144]\) : the cost of relational analysis is increased, due to a large number of additional variables, while the precision of non relational analysis is likely to be decreased.

In contrast, MopsA aims at supporting the development of precise static analyses by induction on the syntax of source programs, taking advantage of their high-level structure to discover relational invariants. Analyses are implemented on top of a single Abstract Syntax Tree (AST), defined using an extensible data-type. It is extended in practice to support new languages, or new language constructs. Any module of a MopsA analyzer can add variants for syntactic objects: statements, expressions, types, variables, etc. For instance, the abstract syntax for while loops of the Universal language is introduced as follows, using OCaml's extensible variant types:
```

type stmt_kind += S_while of expr * stmt

```

Then, the C syntax module defines loops as:
```

type stmt_kind += S_c_for of stmt * expr option * expr option * stmt
| S_c_do_while of stmt * expr

```

We do not redefine while loops for C, as they share the syntax of Universal loops. However, we add AST nodes for C's for and do-while loops, to keep them separate as long as possible in the program representation, instead of lowering them to while loops in the front-end. Additional AST nodes can be added for other languages, such as Python:
```

type stmt_kind += S_py_for of expr * expr * stmt * stmt
| S_py_while of expr * stmt * stmt

```

They feature an additional statement for the else clause of Python loops, the semantics of which is very different from that of C's for loops, as they can iterate on arbitrary objects.

Adding a support for the double program structure defined in this thesis required only, for the AST part, introducing a new kind of statement node and a new expression node. Indeed, the nodes for double expressions expr \| expr and double statements stat || stat introduced in Sec. 3.3 are defined as follows:
type expr_kind += E_double of expr * expr
type stmt_kind += S_double of stmt * stmt

\subsection*{5.1.2 Distributed iterator}

Compound statements of the AST are handled by the global iterator of an analyzer. The definition of this iterator can be distributed among multiple modules in MopsA, just like the AST is. Each module contributing to the global iterator implements a partial exec function, which handles a given subset of the AST, and returns None for other AST nodes. The central controller of the global iterator calls exec functions in turn, until one of them returns a value different from None. For instance, the semantics of Universal while loops
is defined as \(\mathbb{S} \llbracket\) while \(c\) do \(s \rrbracket X=\mathbb{S} \llbracket \neg c ? \rrbracket(\operatorname{lfp} f)\), where \(f\left(X^{\prime}\right)=X \cup \mathbb{S} \llbracket s \rrbracket\left(\mathbb{S} \llbracket c ? \rrbracket X^{\prime}\right)\), using the notations of Sec. 2.2.2. Its abstract tranfer function is implemented as part of a U.loops iterator for the Universal language as:
```

let exec stmt man flow = match stmt_kind stmt with
| S_while (c, s) ->
let f flow' = Flow.join
flow
(man.exec s (man.exec (mk_assume c) flow'))
in Some (man.exec (mk_assume (mk_not c)) (lfp f))
| _ ->
None (* pass-through to the next domain *)

```
where:
- flow represents an abstraction of the set of concrete execution traces. It is organised as a structure that contains the representation of the current abstract state. This structure will be presented with Fig. 5.1;
- Flow.join computes the abstract union;
- mk_not is a helper function to construct an expression denoting the negation of another expression;
- mk_assume is a helper function to construct an assume statement (of kind S_assume );
- lfp implements an accelerated fixpoint computation, as introduced in Sec 2.2.4.

The above exec function implements the transfer function for Universal loops by combining the semantics of the loop body s with that of conditions c and E_not c. To this aim, it calls the global iterator man.exec of the whole analysis recursively, which will in turn find the proper domain-module to handle these statements. This is the role of the man argument of exec functions, a manager recording the global abstract state. The manager is aware of all the domains in the analysis. It dispatches every exec call to the appropriate domains.

Now, a C.loops iterator for C programs defines the transfer function of for loops by rewriting them to Universal loops at analysis time:
```

let exec stmt man flow = match stmt_kind stmt with
| S_c_for (init, cond, incr, body) ->
let body' = mk_block [body;incr] in
let stmt' = mk_block [init; mk_while (cond, body')]
in Some (man.exec stmt' flow)
| _ ->

```

This way, the C.loops iterator delegates the fixpoint computation to the U.loops iterator.
```

module type DOMAIN =
sig
(* Lattice operators *)
type t
val bottom: t
val top: t
val is_bottom: t -> bool
val subset: t -> t -> bool
val join: t -> t -> t
val meet: t -> t -> t
val widen: 'a ctx -> t >> t >> t
(* Transfer functions *)
val init : program -> ('a, t) man -> 'a flow -> 'a flow
val exec : stmt -> ('a, t) man -> 'a flow -> 'a post option
val eval : expr -> ('a, t) man -> 'a flow -> 'a eval option
end

```

Figure 5.1: Unified domain signature

\subsection*{5.1.3 Domains}

Most static analyzers distinguish iterators from abstract domains. The former iterate on control-flow graphs, or compound statements of ASTs, letting the later handle atomic statements, such as assignments and tests. In constrast, MopsA uses the same signature for modules implementing iterators, and modules implementing abstract domains.

\section*{Unified domain signature}

Key elements of this signature are displayed on Fig. 5.1. Each domain defines a local type \(t\) to represent the set of abstract values it can handle, together with associate lattice operators: join, meet, etc. The internal abstract state of a domain is private: the representation of type \(t\) is opaque to other domains. This separation, together with the common signature, aims at modularity: minimizing inter-domain coupling so that domains may be easily plugged in and out.

Nonetheless, domains receive the global abstract state of the analysis as an argument of their local transfer functions. The type of this global abstract state is known only at analysis run-time, therefore it is represented as a type variable 'a in Fig. 5.1. More specifically, 'a is a parameter to the signature of functions init, exec and eval, which implement the domain's transfer functions. init initializes the domain, while exec (resp. eval) implements the abstract semantics for statements (resp. expressions). The init transfer function returns the global abstract state after local initialization of the domain, while the exec (resp. eval) transfer function returns the postcondition of a statement (resp. an evaluation of an expression).

These three functions are parameterized by a flow, of type 'a flow. This flow, introduced in Sec. 5.1.2, is a wrapper for the global abstract state. Mopsa iterators proceed by induction on the syntax of programs, using continuations to handle nonlocal control flow operators such as C's break and goto statements. Therefore the flow represents the global abstraction as a map from a finite, extensible set of control-flow identifiers, termed tokens, to continuations of type 'a. The flow also stores additional context- and flow-insensitive information that may be used throughout the analysis, such as:
- a report of previously raised alarms. Note that some non-recoverable alarms warn that the analysis of some control flows was interrupted: for example, the effect of writing through an invalid pointer is ignored by the analysis.
- a flow-insensitive analysis context, of type 'a ctx. This context is used, in particular, to store the name of the currently analyzed function, and to collect a list of constants of the program, to be treated as candidate widening thresholds. This context is thus an argument of widen lattice operators. It can also be used to tag abstract states of double programs with information on the current program version, as will be presented in Sec. 5.3.5.
Domains need to handle the global abstract state of the analysis, of type 'a, in order to access their own abstract element in the global abstraction, apply lattice operations, and execute transfer functions. This is the role of the manager, of type ('a, t) man, which was introduced in Sec. 5.1.2. As shown on Fig 5.2, a manager provides get and set functions, join, meet and widen operators, as well as exec and eval transfer functions on the global state.

\section*{Iterators as stateless domains}

Loop iterators such as C.loops and U.loops are defined using this unified signature, as abstract domains with empty abstract state: t is OCaml's primitive type unit. Such iterators must be combined to implement the global distributed iterator introduced in Sec 5.1.2. In particular, the policy of finding the first domain that handles a specific statement is an example of domain composition, called sequence. Other domain composition operators, such as reduced and Cartesian products, are discussed in Sect. 5.1.5. A typical analysis instance contains dozens of domains. This is illustrated in Fig. 5.3 for the case of the \(C\) analyzer, which we will comment further in Sect. 5.2.5. Note that many domains defined for Universal are reused in the C analysis. Also note that Fig. 5.3 shows a slightly simplified C analysis: for instance, it does not include Mopsa's analysis of stubs for external libraries [97, 147].

\subsection*{5.1.4 Dynamic expression rewriting}

The ASTs of analyzed programs undergo multiple transformations at analysis time. For instance, control structures may be rewritten, as already shown in Sec. 5.1.2 for the case of loops. In addition, expressions may also be transformed at analysis time, in order to take maximum advantage of relational information available in the program syntax,
```

type 'a lattice = {
bottom: 'a;
top: 'a;
is_bottom: 'a -> bool;
subset: 'a ctx -> 'a -> 'a -> bool;
join: 'a ctx -> 'a -> 'a -> 'a;
meet: 'a ctx -> 'a -> 'a -> 'a;
widen: 'a ctx -> 'a -> 'a -> 'a;
}
type ('a, 't) man = {
get : 'a -> 't;
set : 't -> 'a -> 'a;
lattice : 'a lattice;
exec : stmt -> 'a flow -> 'a post;
eval : expr -> 'a flow -> 'a eval;
}

```

Figure 5.2: Type of a manager
and in the current abstract state. More precisely, expressions of analyzed programs are not directly evaluated to abstract values in MOPSA, but rather translated into symbolic expressions, to be evaluated further by a sequence of abstract domains. This feature is key to inter-domain communication in MopsA, and contributes to the precision of relational analyses.

Example 31 (Rewriting pointer expressions to numerical expressions). For instance, consider the assignment
```

*p = *q + 1;

```
where p and q are pointers to int. A domain handling abstract points-to information, such as C.pointers in Fig. 5.3, allows rewriting it as
\(*((\operatorname{char} *) \& x+\operatorname{offset}(p))=*((\operatorname{char} *) \& y+\operatorname{offset}(q))+1\);
provided inferred points-to information ensures that p and q point to x and y , respectively. Then, synthetic variables offset (p) (resp. offset (q)) may be rewritten to 4 (resp. 8) using information inferred by some Universal numerical domain. Then, a domain in charge of abstracting the memory of C programs, such as C.cells, may rewrite the whole assignment to
\[
\langle x, 4, \text { int }\rangle \leftarrow\langle y, 8, \text { int }\rangle+1
\]
using synthetic numerical variables \(\langle x, 4\), int \(\rangle\) and \(\langle y, 8\), int \(\rangle\), termed cells. Cells represent contiguous sequences of bytes at some offset in a memory block, interpreted in some type to provide a scalar (integer or pointer) value. MopsA's cell-based memory abstraction


Figure 5.3: Configuration for the analysis of C programs
for C programs will be presented in detail in Sec. 5.2.4. Finally, the right-hand side is rewritten from machine integer arithmetics with implicit wrap-around (in C) to mathematical integer arithmetics (handled by Universal) - by domain C.machineNum. Explicit modular operators are introduced in the translation if the analyzer cannot prove the absence of overflow given the current abstract range of \(\langle y, 8\), int \(\rangle\). On the contrary, if the right-hand side can be guaranteed to not overflow, the statement may be fed unchanged to some Universal numerical relational abstract domain operating on unbounded integers, such as polyhedra [51] (U.linearRel), which are able to represent and maintain the linear relation \(\langle x, 4\), int \(\rangle=\langle y, 8\), int \(\rangle+1\).

\subsection*{5.1.5 Domain combination}

Domains must be combined in multiple ways to enable rich cooperation schemes, such as the one illustrated in Example 31. To this aim, Mopsa supports several domain combinators, allowing users to construct complex abstractions from elementary domains.
(9) The sequence ( \(D_{1}\) ( \(D_{2}\) first executes the transfer functions of domain \(D_{1}\). It only calls the transfer functions of domain \(\left(D_{2}\right.\) if \(\left(D_{1}\right.\) returns None, i.e. \(D_{1}\) does not support the AST node of interest. The sequence combinator (9) is primarily used to combine iterators defining transfer functions for disjoint parts of the AST,
```

u8 *p = (u8 *) \&V;
for (int i=0; i<sizeof(V); i++)
*p++ = 0;

```

Figure 5.4: Relation between an integer variable and the offset of a pointer
such as loops, function calls, etc. For instance, the sequence C.loops (9) U.loops supports C's for loop as described in Sec. 5.1.2.
( ) Reduced products are a standard form of cooperation between domains of abstract interpreters [49,50]. A reduced product computes the intersection of abstract values approximating the same concrete objects in different ways. Transfer functions of \(D_{1} \wedge D_{2}\) call that of both \(D_{1}\) and \(D_{2}\), before reductions are performed that allow mutual refinement of abstract values. For instance, consider the classic example of reducing intervals and congruences [132]. Given an interval [ 0,5 ] and a congruence \(4 \mathbb{Z}+2\), we can refine both abstract values in two steps. First, using congruence information, the interval is refined to \([2,2]\). Then, since the interval is now a singleton, the congruence is refined into \(0 \mathbb{Z}+2\). As another example, Fig. 5.3 features a reduced product (U.intervals ( \(\wedge\) U.congruences) © (U.linearRel between the interval, congruence [82] and polyhedra domains. Note that we use use intervals in addition to polyhedra, although polyhedra are more expressive. This is because intervals may be more precise than polyhedra for some non-linear operations, such as modular wrap-around arithmetic expressions.
\(\star\) Cartesian products combine domains abstracting orthogonal semantic objects, e.g. numeric variables and pointers. For instance, Fig. 5.3 features C.machineNum \(\otimes\) C.pointers. These domains are assembled in a Cartesian product as their semantics do not overlap: unlike reduced products, they target orthogonal expressions, hence no reduction can happen between abstract values.
- The composition of domains \(D_{1} \bigcirc D_{2}\) implements the complete mediation of \(D_{1}\) by \(D_{2}\) : \(D_{1}\) is a functor domain parameterized by \(D_{2}\). For instance, Fig. 5.3 shows a composition between C.machineNum \(\times\) C.pointers and the underlying Universal numerical domain. Indeed, as explained in Example 31, both C.machineNum and C.pointers delegate a part of their abstract state to an underlying numerical domain: integer C variables for the former, and pointer offsets for the latter. A distinctive feature of MOPSA is to let them share this underlying part of their abstract state. This makes it possible for the numerical domain to infer relations between integer variables and pointer offsets, such as the loop invariant \(\operatorname{off} \operatorname{set}(p)=i\) in the snippet of Fig. 5.4.
```

struct { char c; int x; } s = {0};
char *p = (char *) \&s;
p[4] = 1;

```
(a) Type puning
\begin{tabular}{c|c|c} 
& \begin{tabular}{c} 
System V \\
alignments
\end{tabular} & \begin{tabular}{c} 
Packed \\
structs
\end{tabular} \\
\hline Little-endian & 1 & \(2^{24}\) \\
Big-endian & \(2^{24}\) & 1
\end{tabular}
(b) Final value of s.x (32-bit architecture)

Figure 5.5: ABI-dependent C code (Example 3)

\subsection*{5.2 Analysis of C programs}

After this overview of distinctive features of the Mopsa platform, we are ready to move on to the implementation of the analysis of C programs shown on Fig. 5.3. This implementation predates the thesis, and was presented in several papers [134, 98, 97, 147]. A key ingredient to the analysis of C, with respect to that of programs written in a toy language such as NIMP, is the memory model. In this section, we therefore start with a presentation of the memory model for C implemented on top of Mopsa, and depicted in light gray on Fig. 5.3. Then, we will present in Sec. 5.2 .5 the other domains used by the abstraction of C programs, and shown on Fig. 5.3.

Let us start with a presentation of MopsA's memory model for C programs. This cell-based memory model was first introduced in [127], and further developed in [131]. In the sequel, we closely follow the presentation from [131, Sec. 5.2].

\subsection*{5.2.1 Motivation}

The C standard [91] leaves the encoding of scalar types and the layout of fields in structures partly unspecified. The precise representation of types is standardized in implementation-specific Application Binary Interfaces (ABI), such as the System V ABI [11], to ensure the interoperability of compiled programs, libraries, and operating systems. Although it is possible to write fully portable, ABI-neutral C code, the vast majority of C programs rely on assumptions on the ABI of the platform.

We are interested in analyzing not only well-behaved, fully portable C programs, but also software that make explicit use of architecture-dependent features. The case occurs typically with low-level C software, such as device drivers or embedded software, for efficiency reasons. For instance, Fig. 5.5(a) reproduces a snippet of code that was previously presented as part of Example 3 in Sec. 1.1.4. This snippet abuses pointers to bypass the C type system, a common practice in low-level programming known as type punning. As a consequence, the final value of \(\mathrm{s} . \mathrm{x}\) depends on the offset of field x in struct s and on the size and representation of type int, i.e. on the ABI of the platform. The final values of s.x for 4 possible 32 -bit ABI are shown on Fig. 5.5(b). We refer the reader to Example 3 of Sec. 1.1.4 for a complete presentation.


Figure 5.6: Syntax of simple C-like programs.

\subsection*{5.2.2 Syntax}

The current implementation on top of MopsA supports C programs directly. We nonetheless use a simplified C-like language to simplify the presentation of this section. This language is defined as an extension of the Nimp language defined in Sec. 2.1. Its syntax is shown on Fig. 5.6. Statements stat are built on top of expressions expr and Boolean conditions cond. This is a difference with C, which does not distinguish conditions from expressions. Expressions rely on a C-like type-system. Integer and pointer types are collectively referred to as scalar types (floats are omitted from the presentation for simplicity). Expressions support pointer arithmetic, expressed as byte-level offset arithmetic. All left-values are assumed to be pre-processed to dereferences \(*_{\tau} e\) (i.e. \(*((\tau *) \mathrm{e})\) in C\()\) where \(\tau\) is a scalar type, and \(e\) is a pointer expression.

Remark 25 (Scalar dereferences only). Dereferences are limited to scalar types, and the dereferenced type is explicit in the syntax.

The language allows structured types: arrays of fixed size, structures and unions. For instance, struct s of Example 3 features a field x of type int. Assume the System V ABI is used, for a 32 -bit architecture. The offset of x in s is 4 . Any occurrence of the left-value s.x in the program is assumed to be pre-processed to \(*_{\text {int }}(\& s+4)\).

We assume a fixed, finite set \(\mathcal{V}\) of program variables, and a function typeof \(\in \mathcal{V} \rightarrow\) type that provides their types.

Remark 26 (Extensions controlling the layout of C structs). Our implementation supports standard C extensions (through Clang's parser) used to control the alignment of structure fields, or the packing of structures. Such extensions include local compiler directives, such as type attributes, or global directives, such as \#pragma directives or compiler options. We assume the relevant layout information is part of the syntax of types (and of the output of the typeof function), though we do not reflect this in Fig. 5.6 for brevity.

\subsection*{5.2.3 Semantics of low-level C programs}

In this section, we present a semantics that supports unions and pointers, and is able to model the behavior of non-portable C programs such as Example 3 precisely. This semantics relies on a byte-based representation of C variables.

As introduced in Sec. 5.2.1, the semantics of C programs is parameterized by an ABI, which defines the sizes of scalar types, the ordering of bytes in scalar types (endianness), and the offsets of fields in structs. The low-level semantics therefore makes these choices explicit. In the rest of this section, unless otherwise specified, we assume a 32-bit littleendian System V ABI. We assume a function sizeof \(\in\) type \(\rightarrow \mathbb{N}\) given, which provides the sizes of types (in bytes).

Pointer values are modeled as (semi-)symbolic addresses of the form \(\langle V, i\rangle \in \mathcal{V} \times \mathbb{Z}\), which indicates an offset of \(i\) bytes from the first byte of \(V\). Special pointer values are defined for C's NULL and dangling pointers:
\[
\mathcal{P} t r \triangleq \mathcal{V} \times \mathbb{Z} \cup\{\mathbf{N U L L}, \text { invalid }\}
\]

An important subset of \(\mathcal{P} t r\) is the set of pointers to addressable memory bytes:
\[
\mathcal{A} d d r \triangleq\{\langle V, o\rangle \mid V \in \mathcal{V} \wedge 0 \leq o<\operatorname{sizeof}(\text { typeof }(V))\} \subseteq \mathcal{P} t r
\]

We rely on the byte-level modeling of memory contents from [131, Sec. 5.2]. Each concrete memory byte has a value in [0,255] which may be (part of) the representation of a concrete numerical value, or part of the representation of a pointer. As the the precise numeric values of pointers depend on memory allocation strategies outside the scope of the analysis, we use a symbolic representation for pointer values: \(\langle p, i\rangle \in \mathcal{P} t r \times \mathbb{N}\) denotes the \(i\)-th byte in the memory representation of the pointer value \(p\). We thus denote the set of byte values as \(\mathbb{B} \triangleq[0,255] \cup(\mathcal{P} \operatorname{tr} \times \mathbb{N})\). Expressions manipulate scalar values, which may be numeric (machine integers) or pointer values. We denote the set of values as \(\mathbb{V} \triangleq \mathbb{Z} \cup \mathcal{P}\) tr. The definition of the most concrete semantics requires a family of representation functions \(b e n c_{\tau} \in \mathbb{V} \rightarrow \mathcal{P}\left(\mathbb{B}^{*}\right)\), that convert a scalar value of a given type \(\tau \in\) scalar-type into a sequence of \(\operatorname{sizeof}(\tau)\) byte values. We denote as \(b_{d e c} \in\) \(\mathbb{B}^{*} \rightarrow \mathcal{P}(\mathbb{V})\) the reverse conversion. For instance, on a 32 -bit little-endian platform, \(b e n c_{\text {unsigned int }}(1)=\{(1,0,0,0)\}, b d e c_{\text {unsigned short }}(0,1)=\left\{2^{16}\right\}\), and \(b e n c_{\mathbf{p t r}}(p)=\) \(\{(\langle p, 0\rangle,\langle p, 1\rangle,\langle p, 2\rangle,\langle p, 3\rangle)\}\). This seemingly trivial encoding allows modeling copying pointer values byte per byte, as done e.g. by memcpy. Note that the benc \(c_{\tau}\) and \(b d e c_{\tau}\) functions return a set of possible values. For instance, reinterpreting a pointer value as an integer, as in \(b d e c_{\mathbf{i n t}} \circ b e n c_{\mathbf{p t r}}(p)\), returns the full range of type int. In contrast, reinterpreting an integer value as a pointer returns the singleton \(\{\) invalid \(\}\). We do not detail the definitions of these functions here, for the sake of conciseness. An example may be found in [131, Sec. 5.2].

Concrete byte-level memory states are elements of \(\mathcal{M} \triangleq \mathcal{A} d d r \rightarrow \mathbb{B}\). The semantics \(\mathbb{E} \llbracket\) expr \(\rrbracket \in \mathcal{M} \rightarrow \mathcal{P}(\mathbb{V})\) and \(\mathbb{S} \llbracket\) stat \(\rrbracket \in \mathcal{P}(\mathcal{M}) \rightarrow \mathcal{P}(\mathcal{M})\) of expressions and statements is defined by standard induction on the syntax. We therefore only show, on Fig. 5.7, the semantics of memory reads and writes \(\mathbb{E} \llbracket *_{\tau} e \rrbracket\) and \(\mathbb{S} \llbracket *_{\tau} e_{1} \leftarrow e_{2} \rrbracket\). Bytes are fetched
```

$\mathbb{E} \llbracket *_{\tau} e \rrbracket \mu \triangleq\{v \mid\langle V, o\rangle \in \mathbb{E} \llbracket e \rrbracket \mu \wedge 0 \leq o \leq \operatorname{sizeof}(\operatorname{typeof}(V))-\operatorname{sizeof}(\tau)$
$\left.\wedge v \in \operatorname{bdec}_{\tau}(\mu\langle V, o\rangle, \ldots, \mu\langle V, o+\operatorname{sizeof}(\tau)-1\rangle)\right\}$
$\mathbb{S} \llbracket *_{\tau} e_{1} \leftarrow e_{2} \rrbracket M \triangleq$
$\bigcup_{\mu \in M}\left\{\mu\left[\forall i<\operatorname{sizeof}(\tau):\langle V, o+i\rangle \mapsto b_{i}\right\rceil \mid\langle V, o\rangle \in \mathbb{E} \llbracket e_{1} \rrbracket \mu\right.$
$\left.\wedge 0 \leq o \leq \operatorname{sizeof}(\operatorname{typeof}(V))-\operatorname{sizeof}(\tau) \wedge\left(b_{0}, \ldots, b_{\text {sizeof }(\tau)-1}\right) \in \operatorname{benc}_{\tau}\left(\mathbb{E} \llbracket e_{2} \rrbracket \mu\right)\right\}$

```

Figure 5.7: Concrete semantics of memory reads and writes.
and decoded with \(b d e c_{\tau}\) when reading from memory in expression \(*_{\tau} e\), while values computed by expression \(e_{2}\) are encoded into bytes with benc \(c_{\tau}\) when writing to memory in assignment \(*_{\tau} e_{1} \leftarrow e_{2}\). Note that illegal memory accesses are silently omitted to simplify the presentation.

This byte-based concrete semantics is very expressive. It allows modelling all scalar expressions precisely. This includes both single-byte and multi-byte accesses to memory. For instance, given 2-byte variables x and y of type unsigned short, the transfer function for the assignment \(\mathrm{x}=\mathrm{y}+1\); is
\[
\left\{\begin{array}{l}
\langle x, 0\rangle=\left(\langle y, 0\rangle+2^{8} \times\langle y, 1\rangle+1\right) \quad \bmod 2^{8} \\
\left.\langle x, 1\rangle=\left\lfloor\left(\langle y, 0\rangle+2^{8} \times\langle y, 1\rangle+1\right) \quad \bmod 2^{16}\right) / 2^{8}\right\rfloor
\end{array}\right.
\]

However, it is not advisable to abstract this semantics with numerical domains directly. Indeed, abstracting such transfer functions would require an expressive numerical domain, able to both represent linear equalities and handle modular arithmetic precisely. This would prevent the use of scalable abstract domains such as intervals. As another example, if x has type unsigned short, while y has pointer type, then \(\mathbb{E} \llbracket y \rrbracket \mu=\mathbb{E} \llbracket *_{\text {int }} \& y \rrbracket \mu=b d e c_{\mathbf{i n t}} \circ b e n c_{\mathbf{p t r}}(y)\) is the full range of type int. Hence the transfer function assigns the full range of numeric bytes \([0,255]\) to both \(\langle x, 0\rangle\) and \(\langle x, 1\rangle\). As a final example, if x and y have pointer type, then the individual bytes \(\langle x, i\rangle\) of x are set to the symbolic representation of the pointer \(y+1\), without loss of precision.

\subsection*{5.2.4 Cell-based memory model}

We rely instead on a more abstract semantics, based on the Cells memory model first introduced in [127]. In order to handle C programs computing with machine integers of multiple sizes, with byte-level access to their encoding through type-punning, memory is represented as a dynamic collection of multi-byte scalar variables termed cells. Cells hold values for the scalar memory dereferences discovered during the analysis, without requiring to abstract each byte individually. The Cells memory domain maintains a consistent abstract state despite the introduction of overlapping cells by type-punning.

\section*{Memory abstraction}

Let Cell \(\subseteq \mathcal{V} \times \mathbb{N} \times\) scalar-type denote the finite set of possible scalar dereferences. Each cell \(\langle V, o, \tau\rangle \in \operatorname{Cell}\) is denoted as a variable \(V\), an offset \(o\), and a scalar type \(\tau\)
indicating the encoding of values. The cell \(\langle V, o, \tau\rangle\) represents the value of the dereference \(*_{\tau}(\& V+o)\).
\[
\mathcal{C e l l} \triangleq\{\langle V, o, \tau\rangle \mid V \in \mathcal{V}, \tau \in \text { scalar-type, } 0 \leq o \leq \operatorname{sizeof}(\operatorname{typeof}(V))-\operatorname{sizeof}(\tau)\}
\]

All bytes in a cell are addressable by construction:
\[
\forall\langle V, o, \tau\rangle \in \mathcal{C e l l}: \forall i<\operatorname{sizeof}(\tau):\langle V, o+i\rangle \in \mathcal{A} d d r
\]

Domain. We define an abstract memory state as a set of pairs, consisting of a set of cells \(C \subseteq\) Cell and a scalar environment over \(C\). Let \(\mathcal{E}\) denote the associated abstract domain:
\[
\mathcal{E} \triangleq \bigcup_{C \subseteq \text { cell }}\{\langle C, \rho\rangle \mid \rho \in C \rightarrow \mathbb{V}\}
\]

An abstract property \(X \in \mathcal{P}(\mathcal{E})\) represents the set of concrete byte-level memory states \(\gamma_{\text {Cell }}(X) \in \mathcal{P}(\mathcal{M})\) satisfying environment constraints over cells. The values of the bytes of these memories must satisfy all of the numerical constraints implied by the scalar environment over some set of cells:
\[
\gamma_{\text {Cell }}(X) \triangleq\left\{\begin{array}{l|l}
\mu \in \mathcal{M} & \begin{array}{l}
\exists(C, \rho) \in X: \forall\langle V, o, \tau\rangle \in C: \\
\\
\\
\\
\forall\left(b_{0}, \ldots, b_{\text {sizeof }}(\tau)-1\right) \in \operatorname{benc}_{\tau}(\rho\langle V, o, \tau\rangle): \\
\forall i \operatorname{sizeof}(\tau): \mu\langle V, o+i\rangle=b_{i}
\end{array}
\end{array}\right\}
\]

This semantics captures the intuition that union types and type punning provide several typed views of the same underlying sequences of bytes, and that all these views are compatible. The lattice of properties \((\mathcal{P}(\mathcal{E}), \preccurlyeq, \cup)\) is equipped with partial order
\[
X \preccurlyeq X^{\prime} \stackrel{\Delta}{\Longleftrightarrow} \forall(C, \rho) \in X: \exists\left(C^{\prime}, \rho^{\prime}\right) \in X^{\prime}: C^{\prime} \subseteq C \wedge \rho^{\prime}=\rho_{\mid C^{\prime}}
\]
where \(\rho_{\mid C^{\prime}}\) denotes the restriction of \(\rho\) to \(C^{\prime}\).
Note that [127] and [131, Sec. 5.2] use a slightly more abstract domain. They define abstract states as a choice of a set of cells \(C \subseteq \mathcal{C}\) ell and a set of scalar environments on \(C\). Our definition is more flexible, as it allows retaining several environments with heterogenous support (cell set). This will ease the extension of the memory model to double programs in Chapters 6 and 7.

Transfer functions: cell addition and removal. Removing any cell is always sound: it amounts to losing information. It is also possible to add new cells, provided the values assigned to them are consistent with those of existing overlapping cells. This consistency is ensured by a value synthesize function \(\phi \in \mathcal{C e l l} \rightarrow \mathcal{P}(\) Cell \() \rightarrow\) expr such that \(\phi(c)(C)\) returns a syntactic expression denoting (an abstraction of) the value of the cell \(c\) as a function of cells in \(C\).

An example implementation is proposed in Fig. 5.8. Firstly, if the cell already exists \((c \in C)\), it is directly returned by \(\phi\). Otherwise, \(\phi\) looks for integer cells of the same size and different signedness, and converts them using function wrap to model wrap-around,
```

$\phi\langle V, o, t\rangle(C) \triangleq$
$\left\{\begin{array}{l}\langle V, o, t\rangle \text { if }\langle V, o, t\rangle \in C \\ \text { wrap }\left(\left\langle V, o, t^{\prime}\right\rangle, \text { range }(t)\right) \text { else if }\left\langle V, o, t^{\prime}\right\rangle \in C \wedge t, t^{\prime} \in \operatorname{int-type} \wedge \operatorname{sizeof}(t)=\operatorname{sizeof}\left(t^{\prime}\right)\end{array}\right.$
byte $\left(\left\langle V, o-b, t^{\prime}\right\rangle, w\left(\mathcal{L}, b, \operatorname{sizeof}\left(t^{\prime}\right)\right)\right)$
else if $\left\langle V, o-b, t^{\prime}\right\rangle \in C \wedge t=\mathbf{u} 8 \wedge t^{\prime} \in$ int-type $\wedge b<\operatorname{sizeof}\left(t^{\prime}\right)$
$\operatorname{wrap}\left(\sum_{i=0}^{\operatorname{sizeof}(t)-1} 2^{8 \times w(\mathcal{L}, i, s i z e o f(t))} \times\langle V, o+i, \mathbf{u} \mathbf{8}\rangle\right.$, range $\left.(t)\right)$
else if $\forall i\langle\operatorname{sizeof}(t):\langle V, o+i, \mathbf{u}\rangle\rangle \in C \wedge t \in$ int-type
range $(t) \quad$ else if $t \in$ scalar-type
invalid $\quad$ else if $t=\mathbf{p t r}$

```

Figure 5.8: Generic cell synthesizing function.
and function range for the range of the type:
\[
\begin{aligned}
\operatorname{wrap}(v,[l, h]) & \triangleq \min \left\{v^{\prime} \in[l, h] \mid \exists k \in \mathbb{Z}: v=v^{\prime}+k(h-l+1)\right\} \\
\operatorname{range}(t) & \triangleq \begin{cases}{\left[0,2^{8 \times \operatorname{sizeof}(t)}-1\right]} & \text { if } t \text { is unsigned } \\
{\left[-2^{8 \times \operatorname{sizeof}(t)-1}, 2^{8 \times \operatorname{sizeof}(t)-1}-1\right]} & \text { if } t \text { is signed }\end{cases}
\end{aligned}
\]

If no matching cell is found and \(t=\mathbf{u 8} \triangleq\) unsigned char, \(\phi\) attempts to extract an unsigned byte from an existing integer cell. If this does not work, \(\phi\) aggregates unsigned bytes into integers. A final wrap-around is used to support negative numbers and signed types. Function \(w \in\{\mathcal{L}, \mathcal{B}\} \times \mathbb{N}^{2} \rightarrow \mathbb{N}\) is used to model the endianness-dependent weight of bytes in integers: \(w(\mathcal{L}, b, s) \triangleq b\) for little-endian encoding, and \(w(\mathcal{B}, b, s) \triangleq s-b-1\) for big-endian encoding. Recall that we only consider a little-endian platform for now: therefore \(\phi\) synthesizes cells with little-endian encoding only. The value of the byte of weight \(2^{8 w}\) in an unsigned integer \(x\) is: byte \((x, w)=\left\lfloor x / 2^{8 w}\right\rfloor \bmod 2^{8}\). When all fails, \(\phi\) returns the full range of the type (or invalid, for a pointer).

Cell addition, add-cell \(\in \mathcal{C e l l} \rightarrow \mathcal{P}(\mathcal{E}) \rightarrow \mathcal{P}(\mathcal{E})\), then simply adds the cell and initializes its value using the \(\phi\) function:
\[
\operatorname{add-cell}(c)(X) \triangleq\{\langle C \cup\{c\}, \rho[c \mapsto v\rceil\rangle \mid v \in \mathbb{E} \llbracket \phi(c)(C) \rrbracket \rho,(C, \rho) \in X\}
\]

Many definitions are possible for \(\phi\), e.g. adding cases to support floats, or to synthesize integer cells from cells of opposite endianness. Note that the latter extension will be addressed in Chapter 7. Also, some of the above patterns of \(\phi\) for integer cells may be extended for pointers cells, e.g. extracting 1 -byte cells from existing pointer cells, and aggregating existing 1-byte cells into a pointer cell. The choice of the memory patterns supported by \(\phi\) is part of a trade-off between the efficiency and the precision of the subsequent analysis. The sole requirement for soundness is that add-cell should over-approximate the identity function:
\[
\forall X \in \mathcal{P}(\mathcal{E}), c \in \mathcal{C e l l}: \gamma_{\text {cell }}(\operatorname{add}-\operatorname{cell}(c)(X)) \supseteq \gamma_{\text {cell }}(X)
\]

In practice, we have equality. Indeed the converse inclusion holds, as states of \(a d d-\operatorname{cell}(c)(X)\) feature more cells and constraints than states of \(X\).
\[
\begin{aligned}
(\mathcal{P}(\mathcal{E}), \preccurlyeq) & \underset{\alpha^{b}}{\stackrel{\gamma^{b}}{\leftrightarrows}}\left(\mathcal{E}^{b}, \preccurlyeq^{b}\right) \\
\alpha^{b}(X) \triangleq\left\langle\bar{C},\left\{\rho_{\mid \bar{C}} \mid\langle C, \rho\rangle \in X\right\}\right\rangle & \text { where } \\
\gamma^{b}\langle C, R\rangle \triangleq\{\langle C, \rho\rangle \mid \rho \in R\} & \text { and }\langle C, R\rangle \preccurlyeq^{b}\left\langle C^{\prime}, R^{\prime}\right\rangle
\end{aligned}
\]

Figure 5.9: Unified cell environments

Transfer functions: assignments and tests. The semantics of C programs running on a 32 -bit, little-endian, System V platform is given in [131, Sec. 5.2]. We briefly sketch transfer functions \(\mathbb{E} \llbracket\) expr \(\rrbracket \in \mathcal{E} \rightarrow \mathcal{P}(\mathbb{V})\) and \(\mathbb{S} \llbracket\) stat \(\rrbracket \in \mathcal{P}(\mathcal{E}) \rightarrow \mathcal{P}(\mathcal{E})\) below.

Expressions are first transformed into purely scalar expressions by resolving leftvalues bottom up. More precisely, any left-value \(*_{\tau} e\) where \(e\) does not contain any dereference is transformed into a cell set by: evaluating \(e\) into a set of pointer values \(P\), gathering the set of cells \(L\) corresponding to valid pointers in \(P\), and realizing all the cells in \(L\) using add-cell: \(L \triangleq\{\langle V, o, \tau\rangle \in \operatorname{Cell} \mid\langle V, o\rangle \in P\} \subseteq \mathcal{A} d d r\).

The semantics of cell sets \(\mathbb{E} \llbracket\left\{c_{1}, \ldots, c_{n}\right\} \rrbracket \rho\) appearing in expressions boils down to standard scalar evaluation \(\left\{\rho\left(c_{1}\right) \ldots \rho\left(c_{n}\right)\right\}\). The semantics of assignments \(\mathbb{S} \llbracket\left\{c_{1}, \ldots, c_{n}\right\} \leftarrow\) \(e\) 】 is more involved. Because of the conjunctive semantics, it is not sufficient to update the value of \(c_{1}, \ldots, c_{n}\) using standard scalar transfer functions \(\mathbb{S} \llbracket c_{i} \leftarrow e \rrbracket\). It is also necessary to update the values of any cells overlapping \(c_{1}, \ldots, c_{n}\). A simple and efficient solution is to remove them. The semantics of other statements is standard.

\section*{Unification}

Like in [127] and [131, Sec. 5.2], we aim at abstracting \(\mathbb{S}\) further, using numerical domains. Yet, this cannot be done directly, as states have heterogeneous cell support, while a numerical abstract element naturally represents a set of environments with homogenous support. We therefore unify cell sets first. To this aim, we only retain cells which are part of every state in a set, soundly disregarding all others. Our new domain is thus a choice of a set of cells \(C\) and a set of scalar environments on \(C\) :
\[
\mathcal{E}^{b} \triangleq \bigcup_{C \subseteq \text { Cell }}\{\langle C, R\rangle \mid R \in \mathcal{P}(C \rightarrow \mathbb{V})\}
\]

A formalization is shown on Fig. 5.9.
Proposition 10. The pair \(\left(\alpha^{b}, \gamma^{b}\right)\) defined in Fig. 5.9 is a Galois connection.
The adaptation of add-cell \(\in \mathcal{C}\) ell \(\rightarrow \mathcal{E}^{b} \rightarrow \mathcal{E}^{b}\) to this new domain is straightforward. Adaptations of transfer functions \(\mathbb{S}^{b} \llbracket s t a t \rrbracket \in \mathcal{E}^{b} \rightarrow \mathcal{E}^{b}\) are also straightforward, assuming a sound abstract join is provided.

Yet, such a join must merge environment sets defined on heterogeneous sets of cells. We therefore define a unification function unify \(\in \mathcal{E}^{b} \times \mathcal{E}^{b} \rightarrow \mathcal{E}^{b} \times \mathcal{E}^{b} .\left(\left\langle C_{1}^{\prime}, R_{1}^{\prime}\right\rangle,\left\langle C_{2}^{\prime}, R_{2}^{\prime}\right\rangle\right)=\) unify \(\left(\left\langle C_{1}, R_{1}\right\rangle,\left\langle C_{2}, R_{2}\right\rangle\right)\) adds, with add-cell \({ }^{b}\), any missing cells to \(\left\langle C_{1}, R_{1}\right\rangle\) and \(\left\langle C_{2}, R_{2}\right\rangle\) :
respectively \(C_{2} \backslash C_{1}\) and \(C_{1} \backslash C_{2}\). Thus \(C_{1}^{\prime}=C_{2}^{\prime}=C_{1} \cup C_{2}\). The abstract join may now be defined as:
\[
\left\langle C_{1}, R_{1}\right\rangle \sqcup^{\dagger}\left\langle C_{2}, R_{2}\right\rangle \triangleq\left\langle C_{1}^{\prime} \cup C_{2}^{\prime}, R_{1}^{\prime} \cup R_{2}^{\prime}\right\rangle
\]

\section*{Pointer and numerical abstractions}

We finally rely on numerical abstractions to abstract further \(\mathbb{S}^{b}\) into a computable abstract semantics \(\mathbb{S}^{\sharp}\), resulting in an effective static analysis.

Like in [131, Sec. 5.2], we assume that we are given, for each set of cells \(C \subseteq\) Cell, an abstract domain \(\mathcal{E}_{C}^{\sharp}\), with concretization \(\gamma_{C}\). It abstracts \(\mathcal{P}(C \rightarrow \mathbb{Z}) \simeq \mathcal{P}\left(\mathbb{Z}^{|C|}\right)\), i.e., sets of points in a \(|C|\)-dimensional vector space. A cell of integer type naturally corresponds to a dimension in an abstract element. We also associate a distinct dimension to each cell of pointer type; it corresponds to the offset \(o\) of a symbolic pointer \(\langle V, o\rangle \in \mathcal{P} t r\). In order to abstract fully pointer values, we enrich numerical abstract environments with a map \(P\) associating to each pointer cell the set of variables it may point to. Hence, the abstract domain becomes:
\[
\mathcal{E}^{\sharp} \triangleq\left\{\left\langle C, R^{\sharp}, P\right\rangle \mid C \subseteq \operatorname{Cell}, R^{\sharp} \in \mathcal{E}_{C}^{\sharp}, P \in P_{C} \rightarrow \mathcal{P}(\mathcal{V} \cup\{\text { NULL, invalid }\})\right\}
\]
where \(P_{C} \subseteq C\) is the subset of cells of pointer type. We refer to [131, Sec. 5.2\(]\) for a formal presentation of the concretization and abstract operators.

\subsection*{5.2.5 Analysis of C programs with Mopsa}

After this presentation of the memory model, we are now ready to describe the current implementation of the analysis of C programs on top of the MOPSA infrastructure. Fig. 5.3 shows a configuration of Mopsa for the analysis of C programs. This analysis aims at inferring invariant properties of reachable program states, and prove the absence of run-time errors, such as arithmetic overflows, invalid memory dereferences, and failed assertions.

Mopsa first parses the source files using a front-end based on Clang, and converts the AST to OCaml, keeping the C syntax and type information at a high-level. The individual ASTs corresponding to each compilation unit (compiled C file) are then linked, i.e. merged into a single AST by resolving symbol definitions. Then, the analyzer is called on the main entry-point, using an abstraction defined by the combination of abstract domains shown on Fig. 5.3. Many other configurations are possible, and existing configurations may evolve as new abstractions are introduced.

\section*{Iterators}

The configuration starts with a sequence of C and Universal iterators, from C.program to C.Aggregates. As explained in Sec 5.1.3, they are implemented as stateless abstract domains, and handle distinct subsets of the AST nodes of the C and Universal languages. For instance, C.program handles the analysis of the program startup from its main function, while C.loops supports for and do-while loops. C-specific iterators often delegate
to Universal iterators, e.g. C.loops delegates fixpoint computation to U.loops. As another example, MOPSA currently handles function calls by semantic inlining, i.e. calling the iterator recursively on the function body at every call site. Inlining is implemented in the Universal iterator U.interproc. A C-specific iterator, C.interproc translates C function calls into Universal calls, taking care of C-specific aspects, such as calls through function pointers. Further iterators support intraprocedural statements (C.intraproc) and U.intraproc ), calls to analyzer built-in functions (C.libraries), and the static initialization of C aggregates at program startup (C.Aggregates).

\section*{Domains}

Following these iterators, the C analysis contains a combination of domains that handle atomic statements such as assignments and tests. The C.cells memory model presented in Sec. 5.2.4 decomposes program variables into a set of cells. The C.cells domain leverages the cell abstraction from [127] to handle union types and type-punning in a transparent way. Synthetic cells are then handled by a Cartesian product:
- C.machineNum translates machine integer arithmetic into mathematical arithmetic on unbounded integers, handling overflow-checking and wrap-around semantics;
- C.pointers maintains points-to information, and translates pointer arithmetic into offset arithmetic at the level of bytes.
This Cartesian product rewrites scalar expressions into mathematical expressions on unbounded integers, which are then handled natively by classic Universal numerical abstract domains. We use a reduced product between intervals (U.intervals), congruences (U.congruences) and polyhedra (U.linearRel).

\subsection*{5.3 Analysis of double C programs}

After this presentation of the analysis of C programs with MopsA, we are now ready to design a patch analysis for C. Our analysis of double C programs reuses indeed most of the domain-modules introduced in Fig. 5.3 of Sec. 5.1.3 and 5.2.5. In this section, we first describe two analysis front-ends we implemented to construct analyzable double C programs, either automatically or manually. Then, we will first assume double \(C\) programs, and describe our implementation of patch analysis on top of Mopsa, leveraging the semantics introduced in Sec. 3.6 for the toy \(\mathrm{NIMP}_{2}\) language, and the memory model introduced in Sec. 5.2.4 for C programs.

\subsection*{5.3.1 Front-ends}

Our patch analysis operates on the AST of a double C program. Yet, a patch consists in a pair of \(C\) programs in practice. We must thus construct a suitable double program before running the analysis. Our implementation on top of Mopsa supports two frontends: double programs can be constructed automatically from simple programs, like in

Chapter 4, or encoded by hand using dedicated primitives, like in Chapter 3. We present both approaches in this section.

\section*{Merging the AST of simple programs automatically}

Let us start with the former approach. It consists in merging the AST of two simple programs \(P_{1}\) and \(P_{2}\) into the AST of a double program \(P\).

Double parsing. We first rely on Clang to parse \(P_{1}\) and \(P_{2}\) independently, with possibly different pre-processing options. Note that Clang may yield different AST nodes for identical source statements. Indeed, we are interested not only in patches of program statements and expressions, but also in patches of type definitions, e.g. of the definitions of C structs. Some program constants depend on the offsets of struct fields in memory, e.g. sizeof and symbolic constants. Identical syntactic expressions may thus yield different constants. We thus obtain different AST nodes after resolution of identifiers and constants by Clang.

An example is shown on Fig. 5.10. Program \(P_{1}\) is displayed on the first column. Programs \(P_{2}\) and \(P\) are displayed on the second and third columns, respectively. See line 8: the patch adds field x of type int to struct S . This changes the offset of field b , and the size of struct S . Assuming \(P_{1}\) and \(P_{2}\) are compiled for 32-bit platforms implementing the System \(V\) Application Binary Interfaces (ABI) [11], sizeof (struct S \({ }_{1}\) ) \(=8\) and sizeof (struct \(\mathrm{S}_{2}\) ) \(=12\). Line 31 is thus simplified to \(\mathrm{l}=8\); for program \(P_{1}\) and \(\mathrm{l}=12\); for program \(P_{2}\).

Clang produces two AST for \(P_{1}\) and \(P_{2}\), which are then normalized by Mopsa. Let \(A_{1}\) and \(A_{2}\) denote the resulting AST for \(P_{1}\) and \(P_{2}\), and let \(A\) denote the AST for \(P\). Our goal is then to merge \(A_{1}\) and \(A_{2}\) into \(A\).

Gathering syntactic objects. We say that \(P_{1}\) and \(P_{2}\) share some syntactic object (function or variable) named \(x\) if \(x\) is found in \(P_{1}\) and \(P_{2}\) with the same scope \(-e . g\). source file with the same name, or local variable of a shared function. Note that we do not rely on syntactic locations: a shared syntactic object may be declared at different lines \(P_{1}\) and \(P_{2}\). For instance on Fig. 5.10, programs \(P_{1}\) and \(P_{2}\) share function main, function init, variable \(s\) and variable so. In contrast, function \(f\) and variable \(x\) are defined by program \(P_{1}\) only.

We rely on \(A_{1}\) and \(A_{2}\) to distinguish syntactic objects defined by one program version only from syntactic objects shared by both program versions. A single instance of the former are added to \(A\), with side information. For instance, double program \(P\) features a single instance of function f , and the declaration of variable x (line 33 ) is defined as a simple statement in \(P\), for the left version only.

We also rely on \(A_{1}\) and \(A_{2}\) to distinguish syntactic objects shared by both program versions with identical definitions, from syntactic objects shared by program versions with different definitions. A pair of syntactic objects is added to \(A\) in the latter case. For instance, function main and variable s have different definitions in \(P_{1}\) and \(P_{2}\) : main
```

typedef struct S0 {
int a;
int b;
} T0;
typedef struct S {
int a;
int b;
} T;
void init(T0 *p0, T *p) {
p0->a = 0;
p0->b = 23;
p}->\textrm{a}=0
p}->\textrm{b}=42
} }
int f(T *p) {
int c;
c = p->a + p->b;
return c;
}
void main(void) { void main(void) {
T0 s0;
T s;
T s;
10 = sizeof(s0);
l = sizeof(s);
init(\&s0, \&s);
int x;
x = f(\&s);
}
typedef struct S0 {
struct S0 {
void init
p0->a = 0;
p->a = 0.
p0->b = 23;
p}->\textrm{a}=0
p}->\mp@subsup{\textrm{b}}{1}{}=42|\textrm{p}->\mp@subsup{\textrm{b}}{2}{}=42
skip || { p->x = 666; }
}
signed int f(struct S S *p) {
signed int c;
c=(p->a + p->b b})
return c;
}
struct
int b;
};
void init (struct S0 *pO, struct S S *p) {
struct }\mp@subsup{\textrm{S}}{1}{}{\mathrm{ int a; int b}\mp@subsup{\textrm{b}}{1}{\prime};}
*
struct }\mp@subsup{\textrm{S}}{2}{}{\mathrm{ int a; int x; int b}\mp@subsup{\textrm{b}}{2}{};}
nt b; int b;
I, } I
;
void main}\mp@subsup{\mp@code{m}}{1}{(void)| void main}2(void)
10 = sizeof(s0)
struct S0 s0;
{ struct }\mp@subsup{\textrm{S}}{1}{}\mp@subsup{\textrm{s}}{1}{\prime};}|{\mathrm{ struct }\mp@subsup{\textrm{S}}{2}{}\mp@subsup{\textrm{s}}{2}{};
unsigned int 10, l;
\}
10=8;
l=8||12;
init }\mp@subsup{|}{1}{|init}\mp@subsup{\mp@code{2}}{(}{\&
{ signed int x;
x=f(\&s\mp@subsup{s}{1}{});}||skip
}

```

Figure 5.10: Merging two versions of a C program
features extra statements in \(P_{1}\) (lines 32 and 33 ) while the type struct S of variable s features an extra field in \(P_{2}\) (line 8). As a consequence, two versions of main (line 26) are declared: main \(_{1}\) and main \(_{2}\). Likewise, the declaration of \(s\) (line 8 ) is translated to a pair of simple statements, declaring \(s_{1}\) in \(\operatorname{main}_{1}\) and \(\mathbf{s}_{2}\) in main \(n_{2}\). \(s_{1}\) has type struct \(S_{1}\) ( \(P_{1}\) 's definition of struct S ), while \(\mathbf{s}_{2}\) has type struct \(\mathrm{S}_{2}\) ( \(P_{2}\) 's definition of struct S ). The case of the init function is an additional interesting example: It enjoys different prototypes in \(P_{1}\) and \(P_{2}\) (line 12) as the second parameters have incompatible pointer types. The semantics of the dereference p ->b (line 16) is also changed, as is the offset of b in struct \(\left.\mathrm{S}: \operatorname{offsetof(struct~} \mathrm{s}_{1}, \mathrm{~b}_{1}\right)=4\), while offsetof (struct \(\left.\mathrm{s}_{2}, \mathrm{~b}_{2}\right)=8 . P_{2}\) also features
an additional assignment (line 17). Two versions of init (line 12) are thus declared in A: init \(_{1}\) and init \(_{2}\).

In contrast, syntactic objects shared by both program versions with identical definitions are represented by a single syntactic object in \(A\). For instance, the same variable \(s 0\) is declared in \(\operatorname{main}_{1}\) and \(\operatorname{main}_{2}\) (line 27) as its type struct \(S 0\) is not changed by the patch.

Populating the bodies of simple functions. The previous step has introduced version-specific functions into the AST \(A\) of \(P\), such as f , \(\operatorname{main}_{1}\) and init \({ }_{2}\), which we call (left or right) "simple functions". We then construct the body of every left (resp. right) simple function from the body of the associate function of \(P_{1}\) (resp. \(P_{2}\) ), by renaming all references to syntactic objects from \(A_{1}\) (resp. \(A_{2}\) ) to references to the corresponding objects of \(A\). For instance, main \(_{1}\) calls init \({ }_{1}\), with \&s0 as a first argument, \& \(\mathbf{s}_{1}\) as a second argument.

Merging simple functions. Every (left or right) simple function has a prototype, and its body is a simple statement. As a third step, we merge left and right simple functions into so-called "double functions". For instance, init \({ }_{1}\) and init \(_{2}\) are merged into a double function named init \(_{1} \|\) init \(_{2}\). init \(_{1} \|\) init \(_{2}\) enjoys a double prototype, shown line 11 of Fig. 5.10.

In contrast, init \(_{1} \|\) init \(_{2}\) has a single body, which is a double statement obtained by merging the bodies of init \(_{1}\) and init \({ }_{2}\). The merge procedure implements the merge_stmt algorithm described in Chapter 4. It adapts it to the C syntax (instead of the NIMP2 syntax used in Chapter 4). Consistently, identical statements of init \({ }_{1}\) and init \(_{2}\) are merged into simple statements of the body of init \(_{1} \|\) init \(_{2}\). This is the case of assignments to fields of a C struct of type struct SO (unchanged by the patch) lines 13 and 14. It is also the case of assignments to field a of a C struct of type struct S (line 15), as this field has the same type and and offset in struct \(S_{1}\) and struct \(S_{2}\). It is however not the case of assignments \(\mathrm{p}->\mathrm{b}=42\); to field b of a C struct of type struct \(S\) (line 16). Indeed, as fields \(b_{1}\) and \(b_{2}\) have different offsets in struct \(S_{1}\) and struct \(\mathrm{S}_{2}\), assignments to fields b are represented by a double statement, although \(P_{1}\) and \(P_{2}\) feature syntactically identical assignments at line 16. This double statement is \(\mathrm{p}->\mathrm{b}_{1}=42 \| \mathrm{p}->\mathrm{b}_{2}=42\); i.e. \(*\left((\right.\) int \(*)\left(\left((\operatorname{char} *) \mathrm{p}+\right.\right.\) offsetof(struct \(\left.\left.\left.\mathrm{S}_{1}, \mathrm{~b}_{1}\right)\right)\right)\) \(=42 \| *\left((\right.\) int \(*)\left(\left((\right.\right.\) char \(*) p+o f f s e t o f\left(\right.\) struct \(\left.\left.\left.\mathrm{S}_{2}, \mathrm{~b}_{2}\right)\right)\right)=42\);

Our merge procedure for function bodies strives to align loops and tests, as explained in Chapter 4. In addition, it also strives to align function calls. Note that all references to simple functions are replaced by references to appropriate double functions before the merge procedure is applied. For instance, as main malls \(_{1}\) init \(_{1}\left(\& s 0, \& s_{1}\right)\) and main \({ }_{2}\) calls \(\operatorname{init}_{2}\left(\& s 0, \& \mathbf{s}_{2}\right)\), main \(_{1} \| \operatorname{main}_{2}\) calls init \({ }_{1} \|\) init \(_{2}\left(\& s 0, \& s_{1} \| \& s_{2}\right)\) in a double statement (line 32).
```

int x = _patch(0,2); int x = 0 | 2;
if (_patch(1,0)) x++; else x--; x++; || x--;

```

Figure 5.11: Encoding double C programs by hand

\section*{Fall-back front-end}

The double program constructed automatically by our merge_stmt algorithm is not optimal in all cases. In Chapter 4, we have described some cases where it does not allow for successful patch analyses of \(\mathrm{NIMP}_{2}\) using only linear invariants. Recall Example 30 of Sec. 4.1 for instance.

Our patch analysis therefore supports a fall-back front-end, allowing the user to encode double programs manually when automatic alignment is too coarse. We also use it in Sec. 5.4 as a means to evaluate the performance of our automatic merging procedure. The input language of this fall-back front-end is plain C, extended with a dedicated _patch built-in function. Given two simple C expressions \(e_{1}\) and \(e_{2}\), _patch ( \(e_{1}\) , \(\mathrm{e}_{2}\) ) is translated into the double expression \(\mathrm{e}_{1} \| \mathrm{e}_{2}\). Fig. 5.11 shows an example. The left column features a C program using the _patch built-in, while the right column features its translation to a double program. Line 2 of this example shows how double statements can be encoded with if statements and _patch built-ins. Note that this fall-back frontend is not without limitations: it currently allows encoding patches of expressions and statements, but not patches of type definitions.

Remark 27 (Mixing automatic merge and manual hints). Our two approaches to the construction of double C programs are not exclusive. The user may instrument \(P_{1}\) and \(P_{2}\) with some _patch statements to help the automatic merge procedure in difficult cases.

\subsection*{5.3.2 Semantics}

After this presentation of our front-ends to synthesize double C programs, let us come back to double program analysis. To this aim, we will define the semantics, the memory model, and the abstraction.

As a first step, we lift the semantics \(\mathbb{S}\) of \(\mathbb{C}\) programs introduced in Sec. 5.2.4 to double programs. To this aim, we adapt the semantics of Nimp programs introduced on Fig. 2.6 of Sec. 2.1.2 to the case of C programs. The simple program semantics for low-level C programs presented in Sec. 5.2.4 is parameterized by an ABI. \(P_{1}\) and \(P_{2}\) are assumed to run under the same 32 -bit little-endian ABI , up to the offsets of fields in structs, which may differ. Differences in the layouts of structs are assumed to be reflected in the syntax of types, as noted in Remark 26. We thus assume a single function sizeof \(\in\) type \(\rightarrow \mathbb{N}\) given, which provide the sizes of types (in bytes) for \(P_{1}\) and \(P_{2}\). Simple C programs \(P_{1}\) and \(P_{2}\) have variables in \(\mathcal{V}_{1}\) and \(\mathcal{V}_{2}\), respectively. As described in Sec. 5.3.1, our front-end renames variables with the same names, but different types in \(P_{1}\) and \(P_{2}\). We can thus assume a single function typeof \(\in \mathcal{V} \rightarrow \mathbb{N}\) given, which provides the types of variables \(V \in \mathcal{V} \triangleq \mathcal{V}_{1} \cup \mathcal{V}_{2}\) for \(P_{1}\) and \(P_{2}\). We also let \(\mathcal{P} t r \triangleq \mathcal{P} \operatorname{tr}_{1} \cup \mathcal{P} \operatorname{tr}_{2}\)
and \(\mathcal{A} d d r \triangleq \mathcal{A} d d r_{1} \cup \mathcal{A} d d r_{2}\), where the set \(\mathcal{P} t r_{k}\) of pointer values of \(P_{k}\) and the subset \(\mathcal{A} d d r_{k}\) of pointers to addressable memory bytes are defined as in Sec. 5.2.3. The (finite) universe of cells that may be dereferenced by program \(P_{k}\) is
\[
\operatorname{Cell}_{k} \triangleq\left\{\langle V, o, \tau\rangle \mid V \in \mathcal{V}_{k}, \tau \in \operatorname{scalar-type}, 0 \leq o \leq \operatorname{sizeof}(\text { typeof }(V))-\operatorname{sizeof}(\tau)\right\}
\]

As \(\mathcal{C e l l}_{1} \neq \mathcal{C e l l}_{2}\), we particularize the simple program semantics \(\mathbb{S}_{1}\) and \(\mathbb{S}_{2}\) of \(P_{1}\) and \(P_{2}\). The simple C program \(P_{k}\) has memory states in
\[
\mathcal{E}_{k}=\bigcup_{C \subseteq \mathcal{C e l l}_{k}}\{\langle C, \rho\rangle \mid \rho \in C \rightarrow \mathbb{V}\}
\]

A natural choice to lift the semantics of \(C\) programs to programs reading inputs and writing outputs would be to parameterize \(\mathbb{S}_{k}\) with an infinite input stream \(\iota \in \mathbb{Z}^{\omega}\), and let \(\Sigma_{k}=\mathcal{E}_{k} \times \mathbb{N} \times \mathbb{Z}^{\star}\) denote the sets of programs states, as in Sec. 2.1.2. A triple \((\langle C, \rho\rangle, n, o) \in \Sigma_{k}\) denotes a memory state \(\langle C, \rho\rangle\), an index \(n\) in the input sequence \(\iota\), and an output sequence \(o\). Let then \(P\) be a double \(C\) program. As simple programs versions \(P_{1}=\pi_{1}(P)\) and \(P_{2}=\pi_{2}(P)\) have states in \(\Sigma_{1}\) and \(\Sigma_{2}\), respectively, P has states in \(\mathcal{D} \triangleq \Sigma_{1} \times \Sigma_{2}\), and semantics \(\mathbb{D} \llbracket d s t a t \rrbracket \in \mathbb{Z}^{\omega} \rightarrow \mathcal{P}(\mathcal{D}) \rightarrow \mathcal{P}(\mathcal{D})\). \(\mathbb{D} \llbracket s \rrbracket_{\iota}\) describes the relation between input and output states of \(s\), which are pairs of states of simple C programs. We do not detail the definition of \(\mathbb{D} \llbracket s \rrbracket\) for \(C\), as it is the same as the definition for \(\mathrm{NIMP}_{2}\) shown on Figs. 3.8 and 3.11 of Chapter 3, up to the representation of simple program states, the particularization of simple program semantics, and the replacement of \(\mathrm{NIMP}_{2}\) variables with C left-values.

This semantics is very expressive, as it allows modeling arbitrary desynchronizations of input reads and output writes between \(P_{1}\) and \(P_{2}\). Such expressivity is not necessary to analyze the patches of C programs that we address in this chapter. Although it is possible to use bounded FIFO queues to abstract sequences of inputs and outputs precisely, as in Chapter 3, we decided, for this first implementation of patch analysis for C programs, to focus on double programs such that \(P_{1}\) and \(P_{2}\) read inputs and write outputs in lockstep, which is the vast majority of practical cases, and the only situation addressed by the related works.

We thus leverage the more abstract semantics \(\tilde{\mathbb{D}}^{0}\) introduced in Sec. 3.5.4 for the simplified \(\mathrm{NIMP}_{2}^{\star}\) dialect of \(\mathrm{NIMP}_{2}\). NimP \({ }_{2}^{\star}\) has no simple statements \(V \leftarrow \operatorname{input}(a, b)\) and output \((V)\) for reading inputs and writing outputs. Instead, it defines double statements \(V \leftarrow\) input__sync \((a, b)\) and \(\operatorname{assert} \_\operatorname{sync}(V)\). Executing these statements with the simple program semantics is an error. Any desynchronization of \(P_{1}\) and \(P_{2}\) in the execution of these simplified statements is detected and propagated as an error, and no resynchronization is possible. Double program states are pairs \(\left(m_{1}, m_{2}\right)\), where \(m_{1}\) and \(m_{2}\) are memory states of \(P_{1}\) and \(P_{2}\). The complete semantics of simple and double programs is available in Appendix A.4. To adapt the semantics \(\tilde{\mathbb{D}}^{0}\) of NIMP \({ }_{2}^{\star}\) to the case of double \(C\) programs, we use the "memory-only" domain \(\mathcal{D} \triangleq \mathcal{E}_{1} \times \mathcal{E}_{2}\) for double program states, and the semantics \(\mathbb{D} \llbracket \rrbracket \in \mathcal{P}(\mathcal{D}) \rightarrow \mathcal{P}(\mathcal{D})\) shown on Fig. 5.12. This semantics is the same as the semantics \(\tilde{\mathbb{D}}^{0}\) shown on Fig. A. 8 of App. A.4, up to the representation of simple program states, the particularization of simple program semantics, and the
\(\underline{\mathbb{D} \llbracket d s t a t \rrbracket \in \mathcal{P}(\mathcal{D}) \rightarrow \mathcal{P}(\mathcal{D})}\)
```

$\mathbb{D} \llbracket$ skip】
$\mathbb{D} \llbracket s_{1} \| s_{2} \rrbracket X$
$\mathbb{D} \llbracket l \leftarrow e \rrbracket$
$\mathbb{D} \llbracket \operatorname{assert}(c) \rrbracket$
$\mathbb{D} \llbracket l \leftarrow$ input_sync $(a, b) \rrbracket$
$\mathbb{D} \llbracket$ assert_sync $(l) \rrbracket X$
$\mathbb{D} \llbracket s ; t \rrbracket$
$\mathbb{D} \llbracket$ if $e_{1} \bowtie 0 \| e_{2} \bowtie 0$ then $s$ else $t \rrbracket$
$\rrbracket \triangleq \mathbb{D} \llbracket s \rrbracket \circ \mathbb{F} \llbracket e_{1} \bowtie 0 \| e_{2} \bowtie 0 \rrbracket$
$\dot{\cup} \mathbb{D} \llbracket \pi_{1}(s)\left\|\pi_{2}(t) \rrbracket \circ \mathbb{F} \llbracket e_{1} \bowtie 0\right\| e_{2} \npreceq 0 \rrbracket$
$\dot{\cup} \mathbb{D} \llbracket \pi_{1}(t)\left\|\pi_{2}(s) \rrbracket \circ \mathbb{F} \llbracket e_{1} \nsim 0\right\| e_{2} \bowtie 0 \rrbracket$
$\dot{\cup} \mathbb{D} \llbracket t \rrbracket \circ \mathbb{F} \llbracket e_{1} \not 凶 0 \| e_{2} \not \downarrow 0 \rrbracket$
$\mathbb{D} \llbracket$ if $c$ then $s$ else $t \rrbracket \quad \triangleq \mathbb{D} \llbracket$ if $c \| c$ then $s$ else $t \rrbracket$
$\mathbb{D} \llbracket$ while $e_{1} \bowtie 0 \| e_{2} \bowtie 0$ do $s \rrbracket X \quad \triangleq \mathbb{F} \llbracket e_{1} \npreceq 0 \| e_{2} \npreceq 0 \rrbracket(\operatorname{lfp} H)$
$\mathbb{D} \llbracket$ while $c$ do $s \rrbracket \quad \triangleq \mathbb{D} \llbracket$ while $c \| c$ do $s \rrbracket$
where $\mathbb{F} \llbracket e_{1} \bowtie 0 \| e_{2} \bowtie 0 \rrbracket X \triangleq\left\{\begin{array}{l|l}\left(\left\langle C_{1}, \rho_{1}\right\rangle,\left\langle C_{2}, \rho_{2}\right\rangle\right) \in X & \begin{array}{l}\exists v_{1} \in \mathbb{E}_{1} \llbracket e_{1} \rrbracket\left\langle C_{1}, \rho_{1}\right\rangle: v_{1} \bowtie 0 \\ \exists v_{2} \in \mathbb{E}_{2} \llbracket e_{2} \rrbracket\left\langle C_{2}, \rho_{2}\right\rangle: v_{2} \bowtie 0\end{array}\end{array}\right\}$
and $H(I) \triangleq X$
$\dot{U} \mathbb{D} \llbracket s \rrbracket \circ \mathbb{F} \llbracket e_{1} \bowtie 0 \| e_{2} \bowtie 0 \rrbracket I$
$\dot{\cup} \mathbb{D} \llbracket \pi_{1}(s)\left\|\mathbf{s k i p} \rrbracket \circ \mathbb{F} \llbracket e_{1} \bowtie 0\right\| e_{2} \nsim 0 \rrbracket I$
$\dot{U} \mathbb{D} \llbracket$ skip $\left\|\pi_{2}(s) \rrbracket \circ \mathbb{F} \llbracket e_{1} \npreceq 0\right\| e_{2} \bowtie 0 \rrbracket I$

```

Figure 5.12: Denotational semantics of double \(C\) programs.
replacement of NimP \({ }_{2}^{\star}\) variables with \(C\) left-values. Note that \(\mathbb{D}\) can be rewritten in the same form as \(\tilde{\mathbb{D}}^{0}\), as
\[
\begin{array}{rlrl}
\mathbb{D} \llbracket s_{1} \| s_{2} \rrbracket & =\mathbb{D}_{2} \llbracket s_{2} \rrbracket \circ \mathbb{D}_{1} \llbracket s_{1} \rrbracket & =\mathbb{D}_{1} \llbracket s_{1} \rrbracket \circ \mathbb{D}_{2} \llbracket s_{2} \rrbracket \\
\mathbb{F} \llbracket e_{1} \bowtie 0 \| e_{2} \bowtie 0 \rrbracket & =\mathbb{F}_{2} \llbracket e_{2} \bowtie 0 \rrbracket \circ \mathbb{F}_{1} \llbracket e_{1} \bowtie 0 \rrbracket & =\mathbb{F}_{1} \llbracket e_{1} \bowtie 0 \rrbracket \circ \circ \mathbb{F}_{2} \llbracket e_{2} \bowtie 0 \rrbracket \\
& \text { where } & \mathbb{D}_{1} \llbracket s \rrbracket & \triangleq \mathbb{D} \llbracket s \| \text { skip } \rrbracket \\
& \mathbb{F}_{2} \llbracket s \rrbracket & \triangleq \mathbb{D} \llbracket \text { skip } \| s \rrbracket \\
& \mathbb{F}_{1} \llbracket c \rrbracket & \triangleq \mathbb{F} \llbracket c \| \text { skip } \rrbracket, & \mathbb{F}_{2} \llbracket c \rrbracket
\end{array}
\]

\subsection*{5.3.3 Memory model}

Like for \(\mathbb{S}\) in Sec. 5.2.4, we aim at abstracting \(\mathbb{D}\) using numerical domains, which naturally represent sets of environments with homogenous support. As in Sec. 5.2.4, double states have heterogeneous cell support, so we first unify pairs of sets of cells. To this aim, we only retain left or right versions of cells which are part of every double state in a set, soundly disregarding all others. Our new domain is thus a choice of a set of labeled cells \(C\) and a set of scalar environments on \(C\) :
\[
\mathcal{D}^{b} \triangleq \bigcup_{C \subseteq \tau_{1}\left(\text { Cell }_{1}\right) \cup \tau_{2}\left(\text { Cell }_{2}\right)}\{\langle C, R\rangle \mid R \in \mathcal{P}(C \rightarrow \mathbb{V})\}
\]
\[
\begin{aligned}
&(\mathcal{P}(\mathcal{D}), \preccurlyeq 2) \stackrel{\alpha_{2}^{b}}{\stackrel{\gamma_{2}^{b}}{\leftrightarrows}}\left(\mathcal{D}^{b}, \preccurlyeq_{2}^{b}\right) \\
& \alpha_{2}^{b}(X) \triangleq \\
& \bar{C}_{X}\left.=\bigcap \bar{C}_{X}, \bar{R}_{X}\right\rangle \\
& \bar{R}_{X}=\bigcap\left\{\tau_{1}\left(C_{1}\right) \cup \tau_{2}\left(C_{2}\right) \mid\left\langle\left\langle C_{1}, \rho_{1}\right\rangle,\left\langle C_{2}, \rho_{2}\right\rangle\right\rangle \in X\right\} \\
&\left\{\left\langle V_{k}, o, t\right\rangle \mapsto \rho_{k}\langle V, o, t\rangle \mid\left\langle\left\langle C_{1}, \rho_{1}\right\rangle,\left\langle C_{2}, \rho_{2}\right\rangle\right\rangle \in X\right\} \\
& \gamma_{2}^{b}\langle C, R\rangle \triangleq \bigcup_{\rho \in R}\left\{\left\langle\left\langle\tau_{1}^{-1}(C), \rho \circ \tau_{1}\right\rangle,\left\langle\tau_{2}^{-1}(C), \rho \circ \tau_{2}\right\rangle\right\rangle\right\} \\
&\langle C, R\rangle \preccurlyeq{ }_{2}^{b}\left\langle C^{\prime}, R^{\prime}\right\rangle \stackrel{\triangle}{\Longleftrightarrow} C^{\prime} \subseteq C \wedge\left\{\rho_{\mid C^{\prime}} \mid \rho \in R\right\} \subseteq R^{\prime}
\end{aligned}
\]

Figure 5.13: Unified cell environments for double \(C\) programs
where we extend the notation of the syntactic renaming operator \(\tau_{1}\) (resp. \(\tau_{2}\) ), introduced in Sec. 3.5.5 to distinguish the variables of the left (resp. right) version of a double program with suffix 1 (resp. 2): \(\tau_{k}\langle V, o, t\rangle \triangleq\left\langle\tau_{k}(V), o, t\right\rangle=\left\langle V_{k}, o, t\right\rangle\). A formalization is shown on Fig. 5.13 , where \(\preccurlyeq 2\) lifts the partial order \(\preccurlyeq\) over \(\mathcal{P}(\mathcal{E})\) to pairs of states, and \(\preccurlyeq_{2}^{b}\) lifts the partial order \(\preccurlyeq^{b}\) over \(\mathcal{E}^{b}\) to labeled cells. Note that we write \(\tau_{k}^{-1}(C)\) for the preimage of \(C\) under \(\tau_{k}\). Fig. 5.13 is very similar to Fig. 5.9, but using cells renamed with a subscript 1 (resp. 2) to denote cells coming from the memory of \(P_{1}\) (resp. \(P_{2}\) ).

Proposition 11. The pair \(\left(\alpha_{2}^{b}, \gamma_{2}^{b}\right)\) defined in Fig. 5.13 is a Galois connection.
Adaptations of transfer functions \(\mathbb{D}^{b} \llbracket d s t a t \rrbracket \in \mathcal{D}^{b} \rightarrow \mathcal{D}^{b}\) of atomic statements to this new domain are straightforward. For instance,
\[
\mathbb{D}^{b} \llbracket s_{1} \| s_{2} \rrbracket\langle C, R\rangle \triangleq\left\langle\tau_{1}\left(C_{1}\right) \cup \tau_{2}\left(C_{2}\right),\left\{\left\langle V_{k}, o, t\right\rangle \mapsto \rho_{k}\langle V, o, t\rangle \mid \rho_{k} \in R_{k} \wedge k \in\{1,2\}\right\}\right\rangle
\]
where \(\left(C_{k}, R_{k}\right)=\mathbb{S}_{k}^{b} \llbracket s_{k} \rrbracket\left\langle\tau_{k}^{-1}(C),\left\{\rho \circ \tau_{k} \mid \rho \in R\right\}\right\rangle\) for \(k \in\{1,2\}\).
Adaptations of transfer functions of compound statements are also straightforward, assuming a sound abstract join \(\sqcup_{2}^{b}\) is provided. \(\sqcup_{2}^{b}\) must merge environment sets defined on heterogeneous sets of labeled cells. We therefore define a unification function unify \(y_{2} \in\) \(\mathcal{D}^{b} \times \mathcal{D}^{b} \rightarrow \mathcal{D}^{b} \times \mathcal{D}^{b}\), which lifts the unification function unify from Sec. 5.2.4 to labeled cells. \(\left(\left\langle C_{1}^{\prime}, R_{1}^{\prime}\right\rangle,\left\langle C_{2}^{\prime}, R_{2}^{\prime}\right\rangle\right)=\) unify \(_{2}\left(\left\langle C_{1}, R_{1}\right\rangle,\left\langle C_{2}, R_{2}\right\rangle\right)\) adds, with add-cell \({ }^{b}\), any missing labeled cells to \(\left\langle C_{1}, R_{1}\right\rangle\) and \(\left\langle C_{2}, R_{2}\right\rangle\) : respectively \(C_{2} \backslash C_{1}\) and \(C_{1} \backslash C_{2}\). Thus \(C_{1}^{\prime}=C_{2}^{\prime}=\) \(C_{1} \cup C_{2}\). The abstract join is defined as:
\[
\left\langle C_{1}, R_{1}\right\rangle \sqcup_{2}^{b}\left\langle C_{2}, R_{2}\right\rangle \triangleq\left\langle C_{1}^{\prime} \cup C_{2}^{\prime}, R_{1}^{\prime} \cup R_{2}^{\prime}\right\rangle
\]

\subsection*{5.3.4 Abstraction}

We rely on numerical abstractions to abstract \(\mathbb{D}^{b}\) further, into a computable abstract semantics \(\mathbb{D}^{\sharp}\) resulting in an effective static analysis. Like [131, Sec. 5.2], our memory domain translates memory reads and writes into purely numerical operations on synthetic
cells, that are oblivious to the double semantics of double programs: each cell is viewed as an independent numeric variable, and each numeric operation is carried out on a single bi-cell store, as if emanated from a single program. This property is a key motivation for the Cell domain, and the lifting to double C programs presented in this chapter. Bi-cells may thus be fed, as variables, to a numerical abstract domain for environment abstraction.

\section*{Pointer and numerical abstractions}

Like with \(\mathbb{S}^{b}\) in Sec. 5.2.4, we assume that we are given, for each set of labeled cells \(C \subseteq \tau_{1}\left(\right.\) Cell \(\left._{1}\right) \cup \tau_{2}\left(\right.\) Cell \(\left._{2}\right)\) an abstract domain \(\mathcal{D}_{C}^{\sharp}\), with concretization \(\gamma_{C}\). It abstracts \(\mathcal{P}(C \rightarrow \mathbb{Z}) \simeq \mathcal{P}\left(\mathbb{Z}^{|C|}\right)\), i.e., sets of points in a \(|C|\)-dimensional vector space. A cell of integer type naturally corresponds to a dimension in an abstract element. We also associate a distinct dimension to each cell of pointer type; it corresponds to the offset \(o\) of a symbolic pointer \(\langle V, o\rangle \in \mathcal{P} t r\). In order to abstract fully pointer values, we enrich numerical abstract environments with a map \(P\) associating to each pointer cell the set of variables it may point to. Hence, the abstract domain becomes:
\[
\mathcal{D}^{\sharp} \triangleq\left\{\left\langle C, R^{\sharp}, P\right\rangle \mid C \subseteq \tau_{1}\left(\mathcal{C e l l}_{1}\right) \cup \tau_{2}\left(\mathcal{C e l l}_{2}\right), R^{\sharp} \in \mathcal{D}_{C}^{\sharp}, P \in P_{C} \rightarrow \mathcal{P}(\mathcal{V} \cup\{\text { NULL, invalid }\})\right\}
\]
where \(P_{C} \subseteq C\) is the subset of cells of pointer type. Note that the map \(P\) does not need to distinguish variables of \(P_{1}\) and \(P_{2}\). Indeed, a given labeled cell \(\left\langle V_{1}, o, t\right\rangle\) (resp. \(\left.\left\langle V_{2}, o, t\right\rangle\right)\) can ony refer to the version of variable \(V\) in the memory of \(P_{1}\) (resp. \(P_{2}\) ).

\section*{Connecting to numerical domains}

Any numerical abstract domain may be used to abstract sets of labeled cells: standard generic domains such as polyhedra, and specific domains dedicated to patch analysis, such as the \(\mathbb{}^{\sharp p}\) numerical abstraction presented in Sec. 3.5.6. Our primary target is memory abstraction, in order to handle patches of statements and data structures, as well as portability properties such as endian portability, which will be presented in Chapter 7. We therefore implemented in MOPSA only a subset of the patch analysis techniques developed in Chapter 3 for now, leaving the remainder for future work. In particular, we left the implemention into MopsA of the \(\triangle^{\sharp p}\) numerical domain for future work, and focused on using standard numerical domains, such as intervals, congruences, octagons and polyhedra. The result is an analysis that may not be as optimized as it could be (e.g., requiring polyhedra for precision, while the more efficient \(\triangle^{\sharp p}\) domain would have sufficied), but nevertheless allows us to evaluate its precision. Moreover, Chapter 6 will present a refinement of the memory domain that can improve its performance without the need for the specific numerical abstractions from Sec. 3.5.6.

\section*{Coarse stream abstraction}

As explained in Sec. 5.3.2, we also decided to start with patches of \(C\) programs where both versions execute input statements in lockstep. We thus did not implement, for now,
the bounded abstraction of FIFO queues presented in Sec. 3.5.2. Hence, our analysis does not allow any desynchronizations of input reads or output writes. More precisely, we implemented an analysis based on the numerical abstraction of the semantics \(\tilde{\mathbb{D}}^{0}\) of NimP \({ }_{2}^{\star}\) programs over variables in \(\mathcal{C e l l}_{1} \cup \mathcal{C e l l}_{2}\). \(\tilde{\mathbb{D}}^{0}\) defined in Fig. 3.24 of Sec. 3.5.4. It is parameterized by the standard semantics \(\tilde{\mathbb{S}}^{0}\) for simple programs introduced in Sec. 3.5.4. The numerical domain provides abstractions \(\tilde{\mathbb{S}} \sharp \llbracket \leftarrow e \rrbracket\) and \(\tilde{\mathbb{C}}^{\sharp} \llbracket e \bowtie 0 \rrbracket\) of assignments \(\tilde{S}^{0} \llbracket V \leftarrow e \rrbracket\) and tests \(\tilde{S}^{0} \llbracket e \bowtie 0\) ? \(\rrbracket\) of simple programs. The abstract semantics for double programs \(\tilde{\mathbb{D}}^{\sharp 0}\) ( \(\tilde{\mathbb{D}}^{\sharp}\) for short) is the same as the abstract semantics \(\tilde{\mathbb{D}}^{\sharp p}\) defined in Fig. 3.26 of Sec. 3.5.5 for \(\mathrm{NIMP}_{2}^{-}\), except for the treatment of input reads. Any desynchronization of inputs is treated as a semantic error:
\[
\tilde{\mathbb{D}}_{1}^{\sharp} \llbracket V \leftarrow \text { input_sync }(a, b) \rrbracket \triangleq \top \triangleq \tilde{\mathbb{D}}_{2}^{\sharp} \llbracket V \leftarrow \text { input_sync }(a, b) \rrbracket
\]
and an error is returned and propagated. Consistently, any reachable double input reads the same value for both program versions:
\[
\tilde{\mathbb{D}}^{\sharp} \llbracket V \leftarrow \operatorname{input\_ sync}(a, b) \rrbracket \triangleq \tilde{\mathbb{C}}^{\sharp} \llbracket V_{1}=V_{2} \rrbracket \circ \tilde{S}^{\sharp} \llbracket V_{1} \leftarrow \operatorname{rand}(a, b) \rrbracket
\]

Note that \(\tilde{\mathbb{S}}^{\sharp}\) and \(\tilde{\mathbb{C}}^{\sharp}\) are denoted as \(\tilde{\mathbb{S}}^{\sharp p}\) and \(\tilde{\mathbb{C}}^{\sharp p}\) in Fig. 3.26, respectively.

\subsection*{5.3.5 Domains}

Fig. 5.14 shows the combination of domains used to construct this abstraction. This configuration of Mopsa reuses the configuration for the analysis of \(C\) programs from Fig. 5.3, and introduces additional domains:
- double programs iterators D.program, D.intraproc , D.loops, and D.interproc;
- the memory domain lifter D.patch;
- the D.builtins domain.

\section*{Iterators}

The role of double program iterators is to handle coumpound double statements, by induction on the syntax. In practice, they do it by rewriting double expressions and double statements dynamically to compositions of simple expressions and simple statements, as prescribed by the semantics \(\tilde{\mathbb{D}}^{\sharp}\) (see Fig. 3.26).

Side, context and flow Indeed, the abstract semantics of double programs \(\tilde{\mathbb{D}}^{\sharp}\) relies on transfer functions \(\widetilde{S}^{\sharp}\) and \(\widetilde{\mathbb{C}}^{\sharp}\) for simple statements and conditions provided by the memory model and underlying numerical domain. The transfer functions of most double statements are defined as compositions of transfer functions of double statements with transfer functions of simple statements, alternating between left and right versions. The transfer functions of simple statements reuse MopsA's domain for the analysis of C


Figure 5.14: Configuration for patch analysis of C programs
programs without modification. For instance,
\[
\begin{aligned}
& \tilde{\mathbb{D}}^{\sharp} \llbracket \text { if } c \text { then } s \text { else } t \rrbracket=\tilde{\mathbb{D}}^{\sharp} \llbracket s \rrbracket \circ \tilde{\mathbb{C}}^{\sharp} \llbracket \mu_{2}(c) \rrbracket \circ \tilde{\mathbb{C}}^{\sharp} \llbracket \mu_{1}(c) \rrbracket \\
& \dot{U}^{\sharp} \tilde{\mathbb{D}}^{\sharp} \llbracket t \rrbracket \circ \tilde{\mathbb{C}}^{\sharp} \llbracket \mu_{2}(c) \rrbracket \circ \tilde{\mathbb{C}}^{\sharp} \llbracket \neg \mu_{1}(c) \rrbracket \\
& \dot{U}^{\sharp} \tilde{S}^{\sharp} \llbracket \mu_{2}(t) \rrbracket \circ \tilde{\mathbb{S}}^{\sharp} \llbracket \mu_{1}(s) \rrbracket \circ \widetilde{\mathbb{C}}^{\sharp} \llbracket \neg \mu_{2}(c) \rrbracket \circ \tilde{\mathbb{C}}^{\sharp} \llbracket \mu_{1}(c) \rrbracket \\
& \dot{U}^{\sharp} \tilde{S}^{\sharp} \llbracket \mu_{2}(s) \rrbracket \circ \tilde{\mathbb{S}}^{\sharp} \llbracket \mu_{1}(t) \rrbracket \circ \tilde{\mathbb{C}}^{\sharp} \llbracket \mu_{2}(c) \rrbracket \circ \tilde{\mathbb{C}}^{\sharp} \llbracket \neg \mu_{1}(c) \rrbracket
\end{aligned}
\]
where \(\mu_{1} \triangleq \tau_{1} \circ \pi_{1}\) (resp. \(\mu_{2} \triangleq \tau_{2} \circ \pi_{2}\) ) extracts the left (resp. right) version of syntactic objects with \(\pi_{1}\) (resp. \(\pi_{2}\) ), and renames the variables of the numerical domain (i.e. cells) with \(\tau_{1}\) (resp. \(\tau_{2}\) ). \(\tilde{\mathbb{S}} \llbracket \mu_{1}(s) \rrbracket\) formalizes the analysis of the left version of \(s\), while \(\tilde{S} \sharp \llbracket \mu_{2}(s) \rrbracket\) formalizes the analysis of its right version, and \(\tilde{\mathbb{D}} \sharp \llbracket \rrbracket\) formalizes the joint analysis of both versions. Mopsa encourages distributed iterators and loose coupling between domains. Iterators know only a subset of existing AST nodes, and none of the
variables used by the underlying numerical abstraction. Therefore our implementation does not define centralized operators \(\tau_{k}\) and \(\pi_{k}\). Instead, it distributes over multiple domains, the support for \(\mu_{k}\) by maintaining information on the currently analyzed program version(s) into the flow-insensitive context of the analysis introduced in Sec. 5.1.3:
type side = LEFT | RIGHT | BOTH
The side indicates on which version of a double program a double statement is executed, or a double expression is evaluated. Domains for the double program semantics may read and set it, to control on which memory, or memories, accesses should ultimately be interpreted. In particular, the side context is set by double program iterators, such as D.intraproc, before delegating implicitly to simple program iterators that are unaware of the side context, but delegate in turn to memory abstract domains such as D.patch, that use the side context to tag variables. Implicit delegation is implemented in practice by recursive man.exec calls to the top-level iterator, as explained in Sec. 5.1.2. We will illustrate this cooperation in Figs. 5.15 and 5.16(c) of Sec. 5.3.5. In addition, some domains of the memory abstraction of simple C program, such as C.cells and C.pointers rely on a sizeof function to read the sizes of variables. This function is parameterized by the ABI of the target. The side context is used to chose the right one for non-scalar types a analysis time.

Programs The D.program iterator features a single transfer function: the transfer function for whole-program execution. This transfer function first zero-initializes global variables of both program versions. Then, it constructs a double statement, where both versions call the entry point resulting from the syntactic merge of the main functions of both program versions, as explained in Sec. 5.3.1. Finally, it delegates to some iterator for double statements. In practice, this statement will be handled by D.intraproc .

Intraprocedural statements D.intraproc implements tranfer functions for if and assume statements, as well a patch statements \(s_{1} \| s_{2}\). An implementation of the transfer function of if \(e\) then \(s\) else \(s^{\prime}\) is shown on Fig. 5.15. It handles if statements if the side is BOTH, delegating other cases to a simple statement iterator such as C.intraproc. It follows closely the theoretical abstract transfer function, as the join of four cases. There are indeed two stable cases, and two unstable cases, depending on whether program versions agree or disagree on the value of the condition. Stable cases are implemented by functions stable_then and stable_else, while unstable cases are implemented by functions stable_then_else and stable_else_then. Slightly simplified implementations of these functions are shown on Fig. 5.16. For instance, The implementation of the first unstable case \(\widetilde{\mathbb{S}} \sharp \llbracket \mu_{2}\left(s^{\prime}\right) \rrbracket \circ \widetilde{\mathbb{S}} \sharp \llbracket \mu_{1}(s) \rrbracket \circ \widetilde{\mathbb{C}}^{\sharp} \llbracket \neg \mu_{2}(e) \rrbracket \circ \widetilde{\mathbb{C}}^{\sharp} \llbracket \mu_{1}(e) \rrbracket\) as stable_then_else e s s' is shown in Fig. 5.16 (c). It illustrates how the side context is used to alternate between the left and right versions. It calls the global transfer function man.exec recursively on the then or else branch of either version, after setting the side context to LEFT or RIGHT. Subsequent transfer function are thus be delegated implicitly to other domains. For instance, statement assume \(e\) is delegated to the simple program iterator C.intraproc
```

let exec stmt man flow =
match skind stmt with
| S_if (e,s,s') when get_side flow = BOTH ->
(* compute branches for stable tests *)
let ttss = stable_then e s flow in
let ffs's' = stable_else e s' flow in
(* compute branches for unstable tests *)
let tfss' = unstable_then_else e s s' flow in
let fts's = unstable_else_then e s s' flow in
(* Union of stable and unstable branches *)
Flow.join_list man.lattice [ttss; ffs's'; tfss'; fts's]

```

Figure 5.15: Transfer function of if statements
let stable_then e s flow =
let stable_else e s flow =
    man.exec (mk_assume e) flow |>
    man.exec (mk_assume (mk_not e)) flow |>
    man.exec s
    man.exec s
        (a) Stable then branch
                                    (b) Stable else branch
let unstable_then_else e s s' flow =
let unstable_then_else e s s' flow =
    flow |> set_side LEFT |>
    flow |> set_side LEFT |>
    man.exec (mk_assume e) |> man.exec (mk_assume (mk_not e))
    set_side RIGHT |> set_side RIGHT |>
    man.exec (mk_assume (mk_not e)) man.exec (mk_assume e) |>
    set_side LEFT |>
    set_side LEFT |>
    man.exec s |>
    man.exec s |>
    set_side RIGHT |>
    set_side RIGHT |>
    man.exec s' |>
    man.exec s' |>
    set_side BOTH
    set_side BOTH
        (c) First unstable branch
let unstable_else_then e s s' flow =
    flow |> set_side LEFT |>
    set_side LEFT |>
    man.exec s' |>
    set_side RIGHT |>
    man.exec s |>
    set_side BOTH
(c) First unstable branch
(d) Second unstable branch

Figure 5.16: Stable and unstable branches
which, in turn, delegates the evaluation of conditional expression \(e\) to the compound domain implementing the double memory abstraction. The result of evaluation depends on the current side context.

The implementation of the three other branches of the transfer function for if is similar. The D.loops iterator uses the same approach to implement transfer functions of while statements.

Note that the if transfer function is slightly simplified in Figs. 5.15 and 5.16(c). It omits some book-keeping details of the flow-insensitive context, as well as management of control-flow tokens and continuations stored in the flow to support non-local control flow instructions. Additionally, optimized implementations may use monadic mechanisms to detect when some transfer function returns \(\perp\), and bypass subsequent transfer functions. This is indeed a common case in practice: there is no need to analyze unstable branches
when a condition is stable.

Interprocedural statements The D.interproc iterator rewrites double function calls to simple function calls. Double function calls occur when \(P_{1}\) and \(P_{2}\) call two versions of the same function, i.e. functions with equal names and different bodies, that are defined in source files with equal names. Note that the two versions of the function may have different lists of parameters, or return types. The bodies of the two versions of the function are assumed to be merged into a double statement, as explained in Sec. 5.3.1. The transfer function in D.interproc for a double function call generates assignments of arguments to parameters, only for parameters that are specific to a program version. It then translates the function call to a Universal function call, handled in practice by U.interproc. This generic call assigns arguments to the remaining parameters, i.e. parameters that are shared by both versions of the called function.
D.interproc also handles returns from double calls, as well as indirect calls through function pointers. Indirect calls are treated as double function calls or as a pair of independent function calls, depending on the resolution of the function pointer by the pointer domain. The former case is called a "stable call", as \(P_{1}\) and \(P_{2}\) call their respective versions of the same function, while the latter case is called an "unstable call". Unstable calls occur when \(P_{1}\) and \(P_{2}\) call functions that have not been merged by the front-end, e.g. functions with different names \(f_{1}\) and \(f_{2}\). In that case the pair of calls is evaluated by the default generic transfer function of double expressions \(f_{1}(x) \| f_{2}(y)\). On the other hand, D.interproc does not handle the case of simple function calls. Simple function calls occur when \(P_{1}\) and \(P_{2}\) call a function \(f\) featuring identical bodies in both versions, with the same actual argument expressions. The vast majority of direct or indirect function calls in double programs are simple function calls in practice. In this frequent case, the syntactic merge of \(f\) is a simple statement, and the evaluation of the call are delegated implicitly to the corresponding transfer function of C.interproc.

\section*{Memory abstraction}

The memory domain for double programs depicted in light gray in Fig. 5.14 is designed as a parameterized abstraction. The D.patch iterator lifts the C memory domain from Fig. 5.3 to double programs. It implements the memory model and the abstraction introduced in Sec. 5.3.3 and 5.3.4. To this aim, it maintains a left and right version \(V_{1}\) and \(V_{2}\) for every variable \(V\) of the double program, and handles the evaluation of expressions, and the assignments to left-values, by routing them to the version of the memory corresponding to the current side context. The C.cells domain accordingly synthesizes cells \(\left\langle V_{1}, o, t\right\rangle\) and \(\left\langle V_{2}, o^{\prime}, t^{\prime}\right\rangle\), which account for the scalar dereferences of program versions \(P_{1}\) and \(P_{2}\) in the bytes of every variable \(V\). The implementation of the C.cells domain is exactly the same as for the analysis of simple C programs: it does not use side information from the flow-insensitive context, and is unaware that cells are labeled to represent two versions of the same memory.
```

struct { u32 a; u32 b; } s; || struct { u32 a; u32 x; u32 b; } s;
s.a = input_sync(0,1000); // \langle\mp@subsup{\mathbf{s}}{2}{},0,\mathbf{u}32\rangle=\langle\mp@subsup{\mathbf{s}}{1}{},0,\mathbf{u}32\rangle\in[0,1000]
u32 x = input_sync(0,10); // \langlex (x, 0, u32 \rangle}=\langle\mp@subsup{\textrm{x}}{1}{},0,\mathbf{u32}\rangle\in[0,10
s.b = s.a + x; // \langle\mp@subsup{s}{1}{},4,\mathbf{u}32\rangle=\langle\mp@subsup{\textrm{s}}{1}{},0,\mathbf{u}32\rangle+\langle\mp@subsup{\textrm{x}}{1}{},0,\mathbf{u}32\rangle}
// \langle\mp@subsup{\mathbf{s}}{2}{},8,\mathbf{u}32\rangle=\langle\mp@subsup{\mathbf{s}}{2}{},0,\mathbf{u}32\rangle+\langle\mp@subsup{\textrm{x}}{2}{},0,\mathbf{u}32\rangle
assert_sync(s.b); // \langle\mp@subsup{\mathbf{s}}{1}{},4,\mathbf{u}32\rangle\stackrel{?}{=}\langle\mp@subsup{\mathbf{s}}{2}{},8,\mathbf{u}32\rangle

```

Figure 5.17: Sum of scalar fields (Example 32)
```

struct { u32 a; u32 b; } s; | struct { u32 a; u32 x; u32 b; } s;
*u32 (\&s+0) = input_sync(0,1000);
u32 x; *u32 (\&x+0) = input_sync (0,10);
*u32 (\&s+4) = *u432 (\&s+0) + **u32 (\&x+0)|
*u32}(\&s+8)=\mp@subsup{*}{\textrm{u}32}{}(\&s+0)+\mp@subsup{*}{\textrm{u}32}{}(\&x+0)
assert_sync (*u32 (\&s+4)| |u32 (\&s+8));

```

Figure 5.18: Example 32 after pre-processing of scalar dereferences

\section*{Numerical abstraction}

As mentioned in the introduction of the current section, we use the same standard numerical domains as for the analysis of C programs - intervals, congruences and polyhedra. We leave for future work the implemention into MopsA of the \(\triangle^{\sharp}\) numerical abstraction presented in Sec. 3.5.6. This abstraction can be implemented as a Universal numerical domain. It can for instance replace U.linearRel in the global abstraction defined in Fig. 5.14. The equality abstract domain mentioned in Sec. 3.6 can be treated alike.

\section*{Built-in functions}

The D.builtins domain mainly supports syntax extensions such as the _patch built-in function introduced in Sec. 5.3.1.

\section*{Examples}

Let us demonstrate our double C program analysis on two examples: Example 32 and Example 33.

Example 32 (Preserving cell equalities through linear computations). Consider the code snippet on Fig. 5.17. The C struct s features different definitions in \(P_{1}\) and \(P_{2}\) (line 1): the right version has an extra field s.x, which changes the size of \(s\) and the offset of field s.b. Scalars s.a and \(x\) are initialized with values read from an input stream shared between program versions \(P_{1}\) and \(P_{2}\) (lines 2 and 3 ). Their sum is assigned to s.b (line 4). The assertion (line 6) expresses that s.b holds equal values in \(P_{1}\) and
```

struct { u32 a; u32 b; } s; || struct { u32 a; u32 x; u32 b; } s;
s.a = input_sync(0,1000); // \langle\mp@subsup{\mathbf{s}}{2}{},0,\mathbf{u32}\rangle=\langle\mp@subsup{\mathbf{s}}{1}{},0,\mathbf{u}32\rangle\in[0,1000]
u32 x = input_sync(0,10); // \langle\mp@subsup{x}{2}{},0,u32\rangle=\langle\mp@subsup{x}{1}{},0,\mathbf{u}32\rangle\in[0,10]
u32 *pa = (u32 *)\&s; // pta
// pta}\mp@subsup{2}{2}{}\mapsto{\mp@subsup{\textrm{s}}{2}{}}\wedge \offset(pta2)=
u32 *pb = pa+1; // ptb
// ptb}\mp@subsup{\mp@code{2}}{2}{}\mapsto{\mp@subsup{\textrm{s}}{2}{}}\wedge\mathrm{ offset (ptb
skip | pb++; // offset (ptb 2)=8
*pb = *pa + x; // \langle\mp@subsup{\mathbf{s}}{1}{},4,\mathbf{u32}\rangle=\langle\mp@subsup{\textrm{s}}{1}{},0,\mathbf{u}32\rangle+\langle\mp@subsup{\textrm{x}}{1}{},0,\mathbf{u}32\rangle}
//\langle\mp@subsup{\mathbf{s}}{2}{},8,\mathbf{u}32\rangle=\langle\mp@subsup{\mathbf{s}}{2}{},0,\mathbf{u}32\rangle+\langle\mp@subsup{\textrm{x}}{2}{},0,\mathbf{u}32\rangle
assert_sync(s.b); // \langle\mp@subsup{\mathbf{s}}{1}{},4,\mathbf{u}32\rangle\stackrel{?}{=}\langle\mp@subsup{\mathbf{s}}{2}{},8,\mathbf{u}32\rangle

```

Figure 5.19: Sum of scalar fields (Example 33)
\(P_{2}\) after this assignment. Fig. 5.18 shows a version of the snippet that makes the preprocessing of scalar dereferences explicit. s.a and \(\mathbf{x}\) are pre-processed to \(*_{\mathbf{u} 32}(\& s+0)\) and \(*_{\mathbf{u} 32}(\& x+0)\), respectively. s.b is pre-processed to \(*_{\mathbf{u} 32}(\& s+4)\) in \(P_{1}\) and \(*_{\mathbf{u} 32}(\& s+8)\) in \(P_{2}\). The assignment of line 4 is thus merged into a double statement, following the merge procedure described in Sec. 5.3.1. The D.patch iterator lifts the C memory domain to the double program by maintaining variables \(\mathbf{s}_{1}, \mathbf{s}_{2}, \mathrm{x}_{1}\), and \(\mathrm{x}_{2}\) to account for \(P_{1}\) and \(P_{2}\). Accordingly, for \(i \in\{1,2\}\), cells \(\left\langle\mathbf{s}_{\mathbf{i}}, 0, \mathbf{u} 32\right\rangle,\left\langle\mathbf{x}_{\mathbf{i}}, 0, \mathbf{u} 32\right\rangle\) and \(\left\langle\mathbf{s}_{\mathbf{i}}, 4 \times i, \mathbf{u} 32\right\rangle\) are synthesized by the \(\phi\) function introduced Fig. 5.8 of Sec. 5.2.4.

Fig. 5.17 shows the invariants inferred after each statement from line 2 to line 4 , and the property to be checked line 6 . These invariants result straightforwardly from the semantics of input_sync and assign statements.

Our analysis proves the assertion (line 6 of Example 32) by leveraging relational numerical domains to abstract the values of cells. The configuration shown on Fig. 5.14 uses indeed the polyhedra abstract domain, which is able to represent the necessary invariants exactly. Note that the use of such an expressive domain may hamper the scalability of the analysis. The cheaper \(\triangle^{\sharp}\) numerical abstraction is also expressive enough for a conclusive analysis of Example 32. In addition, we will introduce in Chapter 6 an optimization of our memory model that allows for a successful analysis of Example 32 using only non-relational numerical domains, by maintaining cell equality inside the memory domain.

Example 33 (Pointer version of Example 32). The alternate version of Example 32 shown on Fig. 5.19 makes the interest of the cell based memory model more obvious. Fields of struct \(s\) are read and written both directly and through pointers, and pointer arithmetic is used. Note that \(P_{1}\) and \(P_{2}\) use different pointer arithmetic expressions to access field s.b, as this field has different offsets in \(P_{1}\) and \(P_{2}\). In addition to the numeric cells synthesized for Example 32, the memory domain synthesizes pointer cells \(\operatorname{pta}_{\mathbf{i}}=\left\langle\mathrm{pa}_{\mathrm{i}}, 0, \mathbf{p t r}\right\rangle\) and \(\operatorname{ptb}_{\mathbf{i}}=\left\langle\mathrm{pb}_{\mathbf{i}}, 0, \mathbf{p t r}\right\rangle\), for \(i \in\{1,2\}\). The memory domain
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{Related work origin} & \multirow[t]{2}{*}{Benchmark} & \multirow[t]{2}{*}{LOC} & \multirow[t]{2}{*}{\#P} & \multirow[t]{2}{*}{Related time} & \multicolumn{2}{|l|}{\multirow[t]{2}{*}{Small proto. \(\mathrm{NIMP}_{2}\) Manual align.}} & \multicolumn{4}{|c|}{Mopsa} \\
\hline & & & & & & & \[
\begin{gathered}
\text { Simpl } \\
\text { Manual }
\end{gathered}
\] & & Simpl Auto. & \\
\hline \multirow{6}{*}{[172]} & Comp & 13 & 2 & 539 ms & 14 ms & \(\checkmark\) & 31 ms & \(\checkmark\) & 48 ms & \(\checkmark\) \\
\hline & Const & 9 & 3 & 541 ms & 7 ms & \(\checkmark\) & 25 ms & \(\checkmark\) & 28 ms & \(\checkmark\) \\
\hline & Fig. 2 & 14 & 1 & - & 4 ms & \(\checkmark\) & 19 ms & \(\checkmark\) & 31 ms & \(\checkmark\) \\
\hline & LoopMult \({ }^{1}\) & 14 & 2 & 49 s & 33 ms & \(\checkmark\) & 136 ms & \(\checkmark\) & 166 ms & \(\checkmark\) \\
\hline & LoopSub & 15 & 2 & 1.2 s & 19 ms & \(\checkmark\) & 55 ms & \(\checkmark\) & 60 ms & \(\checkmark\) \\
\hline & UnchLoop & 13 & 2 & 2.8 s & 15 ms & \(\checkmark\) & 52 ms & \(\checkmark\) & 69 ms & \(\checkmark\) \\
\hline \multirow[t]{2}{*}{[72, 109]} & loop & 11 & 3 & 50 ms & 12 ms & \(\checkmark\) & 32 ms & \(\checkmark\) & 43 ms & \(\checkmark\) \\
\hline & while-if & 11 & 3 & 80 ms & 15 ms & \(\checkmark\) & 55 ms & \(\checkmark\) & 66 ms & \(\checkmark\) \\
\hline [8, 72, 109] & digits10 & 24 & 19 & 1.12 s & 47 ms & \(\checkmark\) & 325 ms & \(\checkmark\) & 312 ms & \(\checkmark\) \\
\hline \multirow[b]{2}{*}{[18, 72, 109]} & barthe & 13 & 2 & 120 ms & 33 ms & \(\checkmark\) & 83 ms & \(\checkmark\) & 93 ms & \(\checkmark\) \\
\hline & Example 28 & 11 & 2 & 150 ms & 40 ms & \(\checkmark\) & 71 ms & \(\checkmark\) & 81 ms & \(\checkmark\) \\
\hline [70, 20, 18] & iflow & 79 & 0 & - & - & - & 808 ms & \(\checkmark\) & 808 ms & \(\checkmark\) \\
\hline \multirow[t]{2}{*}{[153]} & sign & 12 & 2 & - & 6 ms & \(\checkmark\) & 19 ms & \(\checkmark\) & 29 ms & \(\checkmark\) \\
\hline & sum & 14 & 4 & 4 s & 14 ms & \(\checkmark\) & 57 ms & \(\checkmark\) & 71 ms & \(\checkmark\) \\
\hline \multirow{5}{*}{[153, 154]} & copy \({ }^{2}\) & 37 & 1 & 2 s & 23 ms & \(\checkmark\) & 78 ms & \(\checkmark\) & 132 ms & \(\checkmark\) \\
\hline & remove \({ }^{2}\) & 19 & 5 & 3 s & 481 ms & & & \(X\) & & \(x\) \\
\hline & seq \({ }^{2}\) & 41 & 13 & 11 s & 75 ms & \(\checkmark\) & 194 ms & \(\checkmark\) & 293 ms & \(\checkmark\) \\
\hline & \(\mathrm{pr}^{2}\) & 111 & 8 & 1149 s & - & - & 2.654 s & \(\checkmark\) & 2.686 s & \(\checkmark\) \\
\hline & test \({ }^{2}\) & 158 & 10 & - & 96 ms & \(\checkmark\) & 740 ms & \(\checkmark\) & 916 ms & \(\checkmark\) \\
\hline
\end{tabular}

Figure 5.20: Polyhedral analyses of synthetic and simplified Coreutils benchmarks, with manual or automatic double program constructions.
synthesizes the same cells for the statement \(* \mathrm{pb}=* \mathrm{pa}+\mathrm{x}\) of Example 33 and for the statement s.b \(=\mathrm{s} . \mathrm{a}+\mathrm{x}\) of Example 32. Therefore the analysis is also successful.

\subsection*{5.4 Evaluation}

We implemented the patch analysis for C programs presented in Sec. 5.3 on top of Mopsa. Our implementation is 3,300 lines of OCaml, \(66 \%\) of which for automating double program construction. In this section, we give an experimental evaluation of this implementation.

\subsection*{5.4.1 From \(\mathrm{Nimp}_{2}\) to C}

We evaluate our implementation on a set of C benchmarks from other authors \([172,153\), 154], already introduced in Sec. 3.6 of Chapter 3. Unlike in Chapter 3, we analyze the C source code of all benchmarks directly - instead of encoding them into the \(\mathrm{NIMP}_{2}\) syntax. We add some additional benchmarks from related works on patch analysis of C programs \([20,18,8,72,109]:\) loop, while-if, digits10, barthe and Example 28. We also include a benchmark related to information flow analysis: iflow, called "Joining Two Database Tables" in [70], and analyzed as "non-interference product" in [20, 18].

Fig. 5.20 summarizes the results of our analyses. For each example, we show the origin of the example (original publication), the number of lines (LOC: maximum number of lines between the two versions), the number of lines affected by the patch (\#P), and the analysis time reported by the related works using their analysis - related works analyze their respective examples successfully. We reproduce the analysis times of our prototype for the \(\mathrm{NIMP}_{2}\) language, from Sec. 3.6 of Chapter 3. We also analyze \(\mathrm{NIMP}_{2}\) encodings of additional benchmarks for completeness, except for iflow and pr that need C pointers, arrays and structures. Then, we show analysis times with our analyzer for double C programs, implemented on top of MOPSA. We give two analysis results for each benchmark. For the first analysis, the double program is provided by hand, using the front-end described in Sec. 5.3.1. For the second analysis, the double program is constructed automatically, using the merge_stmt heuristic presented in Chapter 4 see Sec. 5.3.1. All experiments were conducted on a Intel \(\circledR^{\circledR}\) Core- \(\mathrm{i}^{\mathrm{TM}}\) processor.

We only show analysis results with the polyhedra numerical abstract domain without partitioning. Indeed, we have not yet implemented into MopsA the \(\mathbb{\Delta}^{\sharp}\) domain introduced in Chapter 3. Moreover, partitioning is not supported by Mopsa yet - thus the remove benchmark cannot be analyzed successfully. Finally, polyhedra outperform octagons on these benchmarks both in precision and efficiency, as already demonstrated in Sec. 3.6: octagons allow for successful analyzes of \(30 \%\) of these benchmarks, while taking computing roughly four times longer than polyhedra. We will nonetheless discuss the result of the analysis with octagons of the synthetic \(C\) benchmarks from the related work in Sec. 6.4.2, as part of a comparison with the results obtained with a different memory model, which will be introduced in Chapter 6 . We will additionally demonstrate the successful use of octagons on real-world patches from which the rest of the benchmarks originate in Sec. 5.4.2.

Fig. 5.20 shows the impact of moving from \(\mathrm{NIMP}_{2}\) to manually constructed double C programs on these small benchmarks: the global analysis time roughly triples. A large part of the extra cost is due to the use the Clang parser, the rest is due to powerful MopsA features to support modularity, such as distributed iterators and dynamic expression rewriting. In constrast, the impact of automating the construction of the double program is relatively small. In particular, the impact of our merge_stmt algorithm, presented in Chapter 4, is negligible on these benchmarks, featuring only small C functions: from 0.04 ms for UnchLoop to 1.4 ms for pr. Note that this observation does not generalize to large C functions, as we will demonstrate in Sec. 5.4.3.

Though our patch analysis for C programs is less efficient than our analysis of \(\mathrm{NIMP}_{2}\) programs, it still outperforms the related works on their own examples. It is at least one order of magnitude faster than [72, 172, 153, 154], and slightly faster than [109]. Recall that \([172,153,154]\) characterize differences, while we focus on inferring equivalences for now. Also note that moving from \(\mathrm{NIMP}_{2}\) to manually or automatically constructed double C programs does not affect the precision of our analyses on these benchmarks.

\footnotetext{
\({ }^{1}\) only 20 loop iterations
\({ }^{2}\) Coreutils
\({ }^{3}\) with partitioning
}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline & & \multicolumn{4}{|c|}{Simplified code} & \multicolumn{6}{|c|}{Original code} \\
\hline \multirow[t]{2}{*}{Related origin} & \multirow[t]{2}{*}{Bench.} & Related & \multicolumn{3}{|c|}{Mopsa} & \multirow[t]{2}{*}{LOC} & \multirow[t]{2}{*}{\#P} & \multicolumn{4}{|c|}{MOPSA} \\
\hline & & time & polyhedra & octago & & & & \multicolumn{2}{|l|}{polyhedra} & \multicolumn{2}{|l|}{octagon} \\
\hline \multirow[t]{10}{*}{[153, 154]} & copy \({ }^{1}\) & 2 s & \(132 \mathrm{~ms} \checkmark\) & 373 ms & \(\checkmark\) & 95 & 1 & 157 ms & \(\checkmark\) & 482 ms & \(\checkmark\) \\
\hline & seq \({ }^{1}\) & 11 s & \(293 \mathrm{~ms} \quad \checkmark\) & & \(x\) & 46 & 16 & 570 ms & \(\checkmark\) & & \(x\) \\
\hline & pr \({ }^{1}\) & 1149 s & \(2.686 \mathrm{~s} \quad \checkmark\) & 11.672 s & \(\checkmark\) & 114 & 8 & 1.421 s & \(\checkmark\) & 6.469s & \(\checkmark\) \\
\hline & test \({ }^{1}\) & & \(916 \mathrm{~ms} \quad \checkmark\) & 3.371 s & \(\checkmark\) & 352 & 10 & 9.188 s & \(\checkmark\) & & \(x\) \\
\hline & \(\mathrm{kvm}^{2}\) & & & & & 248 & 1/11 & 2.707 s & \(\checkmark\) & 4.214 s & \(\checkmark\) \\
\hline & sched \({ }^{2}\) & & & & & 194 & 7/12 & 65 ms & \(\checkmark\) & & \(x\) \\
\hline & dma \({ }^{2}\) & & & & & 270 & 5/23 & 285 ms & \(\checkmark\) & 1.235 s & \(\checkmark\) \\
\hline & block \(^{2}\) & & & & & 324 & 22/6 & 80 ms & \(\checkmark\) & & \(x\) \\
\hline & iucv \({ }^{2}\) & & & & & 179 & 10/9 & 403 ms & \(\checkmark\) & 1.757 s & \(\checkmark\) \\
\hline & io_uring \({ }^{2}\) & & & & & 1569 & 10/14 & 868.701 s & \(\checkmark\) & & \(x\) \\
\hline
\end{tabular}

Figure 5.21: Analyses of real patches from Coreutils and Linux

\subsection*{5.4.2 From simplified benchmarks to real code}

Most of the benchmarks from the related works are synthetic C programs, written in a small subset of C featuring mostly well-typed scalar programs without pointers or pointer arithmetic. Nonetheless, the copy \({ }^{2}\), remove \({ }^{3}\), seq \({ }^{4}\), \(\mathrm{pr}^{5}\) and test \({ }^{6}\) benchmarks originate from real patches of the GNU core utilities. For these examples, we have started with analyzing the source codes used in the benchmarks of [153, 154]. Their tools Dizy [153] and Score [154] support smaller subsets of C than Mopsa does. The source codes of these examples are thus simplified to fit in the subsets of C supported by these analyzers: only scalar variables are used, function calls are inlined or replaced by uninterpreted functions, Booleans are replaced with integers, writes to memory through pointers are replaced by calls to instrumentation functions, etc.

In contrast, the large subset of C supported by MopsA enables us to restore the original source codes, with the real data structures used in the GNU core utilities. For instance, the set_owner function of the copy benchmark features multiple calls to POSIX or helper functions; the char_to_clump function of the pr benchmark writes to a string buffer using pointer arithmetic and multiple local loops; and the test benchmark features bi-dimensional arrays, and multiple layers of function calls passing C structs by reference. Fig. 5.21 compares the analysis results obtained with the real code, with those
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}
obtained on the simplified C code. The test benchmark is analyzed less efficiently on the real code, as it features over 40 syntactic function call sites on 4 levels, which are inlined in the simplified code. In contrast, the pr benchmark is analyzed more efficiently on the real code, as MopsA's memory domain allows for efficient analyses of writes to a string buffer through a pointer, as opposed to multiple calls to instrumentation functions on the simplified code. Note that we analyze the real code at least one order of magnitude faster than the related works \([153,154]\) analyze the simplified code. Also note that all benchmarks of Fig. 5.21 rely on the automatic construction of double programs, which has no impact on the precision on the analysis for these examples, and only negligible impact on performance.

Fig. 5.21 shows additional patches, handpicked from the Linux GitHub repository: \(\mathrm{kvm}^{7}\), sched \({ }^{8}\), dma \({ }^{9}\), block \({ }^{10}\), iucv \({ }^{11}\) and io_uring \({ }^{12}\). These patches mainly change the definitions of \(C\) structs, and were selected to test our memory model for double programs, which has no equivalent in the \(\mathrm{NIMP}_{2}\) language from previous chapters, nor in previous work. dma adds a field to a struct. kvm removes an unused field. sched changes the offset of a field by moving it out of an enclosed C struct to an enclosing one, and tunes the global layout with explicit alignment attributes. block changes the layout of a struct by moving multiple fields. iucv groups unions into a struct. io_uring flattens a struct and reduces padding, which changes the offsets of some fields. Such patches change the offsets of multiple fields in structs, and thus the effect of reads and writes of struct members, both directly and through pointers. For instance, kvm removes a single line in a header file (definition of an unused field), which changes the semantics of 11 statements in source files: this is the meaning of the notation " \(1 / 11\) " in the \#P column of Fig. 5.21. Note that kvm features doubly-linked lists, while block, iucv, and io_uring feature \(C\) unions. sched and io_uring use explicit packing and alignment attributes to control the precise layout of structs or unions. iucv additionally features incompatible pointer casts, computed calls, and memcpys intentionally reading across neighboring fields. The equivalence (and correctness) of program versions can thus only be established by inferring precise information on the low-level representation of the memory. Thus this benchmark cannot be simplified by hand to be handled by other tools.

We analyze these original low-level programming constructs without modification. To the best of our knowledge, no related work on patch analysis is able to do so. Nonetheless, we analyze some bitwise computations of the original code imprecisely, as we rely on linear domains such as polyhedra. The successful analyses summed up on Fig. 5.21 have thus been obtained by replacing these bitwise computations with linear computations. Fig. 5.22 shows a code sample from the io_uring benchmark where we replaced a bitwise arithmetic expression (sqe_flags \& 2 in Fig. 5.22(a)) with a linear expression
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(a) original code

Figure 5.22: Stubbing bitwise computations in the io_uring benchmark
(IOSQE_IO_DRAIN_bit * 2 in Fig. 5.22(b)). This limitation of our analysis will be addressed and solved in future chapters: Chapter 7 will introduce a symbolic predicate domain able to abstract some bitwise arithmetic computations, while Chapter 6 will introduce a memory domain able to represent some equalities symbolically, and infer equalities between expressions approximated imprecisely by the numerical abstraction.

Up to these slight modifications of bitwise expressions, we analyze these original Linux benchmarks precisely with the polyhedra domain. Half of them are also analyzed successfully with the octagon domain. We also analyze these benchmarks efficiently, except for the io_uring benchmark. This larger benchmark features indeed a large number of variables and scalar dereferences (over a thousand). The memory domain thus synthesizes accordingly many numerical variables to represent scalar cells. These numerous numerical variables are then handled by the polyhedra abstract domain, to represent linear relations (about a thousand). The polyhedra domain has exponential cost in the worst-case, which can hamper the scalability of the analysis. This limitation will be lifted in Chapter 6: the symbolic memory domain introduced in this chapter will allow for precise analyses of patches of data structures with less expressive, near-linear numerical domains.

\subsection*{5.4.3 Practical complexity of double program construction}

Chapter 4 and Sec. 5.3 .1 presented our merge_stmt heuristic for automating double program construction. As noted in Remark 24, the cost of this heuristic is expected to be polynomial in the size of functions, and linear in the number of functions. The practical complexity of merge_stmt should be evaluated on patches of C functions featuring a large number of statements. As noted in Sec. 5.4.1, the functions of previous


Figure 5.23: Quadratic complexity of merge_stmt on large C functions
benchmarks are too small for an experimental evaluation. In our experience, such large functions are not commonplace in open source software. Yet, they occur in industrial automatically generated code. We use a large avionics software benchmark which will be presented in detail in Chapter 7, as it is concerned with endian portability analysis rather than patch analysis. This benchmark features C functions of several thousand lines, each of which feature several hundred patches.

Fig. 5.23 shows the run-times of merge_stmt on these large functions, in log-log plot. Each dot denotes a patched function. The abscissa measures the product of lengths \(\left|s_{1}\right| \times\left|s_{2}\right|\), where \(s_{1}\) and \(s_{2}\) denote the original and patched versions of its body, respectively. The ordinate measures the run-time \(t_{12}\) of merge_stmt \(\left(s_{1}, s_{2}\right)\). \(94 \%\) of the measurements are between the blue and red lines, hence satisfy the relation \(\epsilon \times\left|s_{1}\right| \times\) \(\left|s_{2}\right| \leq t_{12} \leq 10 \times \epsilon \times\left|s_{1}\right| \times\left|s_{2}\right|\), where \(\epsilon=3.6 \times 10^{-6} s / L O C^{2}\). These experiments are thus consistent with the quadratic asymptotic complexity stated in Chapter 4: \(t_{12}=\) \(\mathcal{O}\left(\left|s_{1}\right| \times\left|s_{2}\right|\right)\).

\subsection*{5.5 Related works}

We have already discussed related works on patch analysis in Chapter 3, and on product program construction in Chapter 4. In this section, we mainly focus on the support of the C language by related works on patch analysis.
\([153,154]\) address numerical programs in the C syntax, but their memory model does not allow tracking pointer equivalences, let alone analyzing patches of low-level C software abusing the weak type system of C.
[172] develop an implementation on top of the CProver framework, which supports a large subset of C. Programs are analyzed at the level of Goto-language, the intermediate language used in the CProver framework. Yet their experimental evaluation focuses on small well-typed integer programs.
[72] use Horn constraint solving to infer coupling relations and relational procedure summaries, which works well for similarly structured integer programs. They rely on user-provided synchronization marks to help the alignment of program versions with dissimilar control structures, and user-provided relational invariants to enable proofs of equivalence. [109] adds support for pointer programs, as well as inference of invariants, in a CEGAR-based approach. Yet, this approach cannot handle union types and heterogeneous pointer casts, which our memory model supports.
[39] support some low-level C constructs, such as incompatible pointer casts. Yet the supported subset of C and the memory model are not described formally. In addition, they compare pairs of procedures, assuming freedom from aliases. Likewise, the SymDIFF tool [111] operates at the level of the Boogie [17] intermediate language. The Havoc [45] front-end is used to translate input C programs. Havoc assumes that the input C programs are "field safe", i.e. different field names cannot alias, and maintains a map per word-valued (scalar or pointer) field and type. In contrast, we rely on the C memory model of Mopsa, based on the cell abstract domain, which allows for sound analyses despite the presence of aliases.

Like us, [59] rely on a C memory model based on [26], which gives a well-defined semantics to low-level programming constructs. Unlike us, they do not formalize this semantics and the related abstraction.

\subsection*{5.6 Conclusion}

In this chapter, we presented an implementation of our patch analysis for C programs, on top of the MOpsA platform. This implementation benefits a lot from Mopsa's features to support modular development: the domains for the analysis of C programs are reused in a straightforward way. This includes the cell-based memory model [127], which enables precise analyses of architecture-dependent low-level C programs. We therefore needed to implement only the syntactic construction of double programs, a domain lifting the cell-based memory model to double programs, and iterators for the double program semantics. These iterators are quite lightweight (only 1,100 lines of OCaml), as they delegate to simple program iterators.

Our implementation competes with the state-of-the-art, both in efficiency and precision. It also extends the scope of the analysis to patches of data structures, which has no equivalent in the related works. Such patches may be viewed as a way to address a first kind of portability property: robustness to variations of the offsets of scalar fields,
such as those introduced by changes in ABI, compiler options or language extensions such as attributes of types or variables.

The scalability of the approach, in contrast, is hampered by the use of expressive relational numerical domains: the io_uring benchmark, for instance, is not analyzed efficiently. This can be improved by using less expressive domains, such as an equality domain and the \(\mathbb{\triangle}^{\sharp}\) domain introduced in Chapter 3. A complementary optimization of the memory model will be presented in Chapter 6. Finally, we will present an additional extension of the memory model in Chapter 7, which allows inferring an additional portability property in a scalable way.

\section*{Chapter 6}

\section*{Sharing cells in the memory abstraction}

Chapter 5 presented an analysis of double C programs on top of the Mopsa platform. This analysis reuses generic abstract domains, as well as specific domains developed for the analysis of simple C programs. In particular, it takes advantage of the C.cells memory abstraction, which implements the cell based memory model for C originally introduced in [127]. This memory model is key to allow sound and precise analyses of programs that abuse unions and pointers to bypass the type system of C , a commonplace practice in low-level programming known as type punning.

Most experiments of Sec. 5.4 were conducted with the polyhedra numerical domain, an approach that does not scale to large programs. In this chapter, we present an optimization of the memory model designed to reduce the burden of the numerical abstraction. We extend the memory model so that it can represent most relevant equalities symbolically, thus reducing the number of dimensions in the numerical abstraction. This new memory model will additionally allow successful analyses of some patches using only non-relational numerical domains.

This chapter is organized as follows. We first motivate the memory model optimization with idiomatic examples in Sec. 6.1. Then, we describe our extension of the memory abstraction in Sec. 6.2, and its implementation on top of MopsA in Sec. 6.3. Finally, Sec. 6.4 provides an experimental evaluation of our implementation, and Sec. 6.5 concludes.

\subsection*{6.1 Motivating examples}

In this section, we show the need for optimizing the cell based memory abstraction, and suggest directions for optimizations. To this aim, we give two motivating examples of double C programs: Example 32 and Example 34. Example 32 is analyzed successfully with the patch analysis presented in Chapter 5, at the cost of an expressive numerical abstraction such as polyhedra or affine equalities [102]. Example 34 cannot be analyzed successfully, even with polyhedra.
```

struct { u32 a; u32 b; } s; || struct { u32 a; u32 x; u32 b; } s;
s.a = input_sync(0,1000); // \langle\mp@subsup{\mathbf{s}}{2}{},0,\mathbf{u}32\rangle=\langle\mp@subsup{\mathbf{s}}{1}{},0,\mathbf{u}32\rangle\in[0,1000]
u32 x = input_sync(0,10); // \langle\mp@subsup{x}{2}{},0,u32\rangle=\langle\mp@subsup{x}{1}{},0,\mathbf{u}32\rangle\in[0,10]
s.b = s.a + x; // \langle\mp@subsup{s}{1}{},4,\mathbf{u}32\rangle=\langle\mp@subsup{\textrm{s}}{1}{},0,\mathbf{u}32\rangle+\langle\mp@subsup{\textrm{x}}{1}{},0,\mathbf{u}32\rangle}
// \langle\mp@subsup{\mathbf{s}}{2}{},8,\mathbf{u}32\rangle=\langle\mp@subsup{\mathbf{s}}{2}{},0,\mathbf{u}32\rangle+\langle\mp@subsup{\textrm{x}}{2}{},0,\mathbf{u}32\rangle
assert_sync(s.b); // \langle\mp@subsup{\mathbf{s}}{1}{},4,\mathbf{u}32\rangle\stackrel{?}{=}\langle\mp@subsup{\mathbf{s}}{2}{},8,\mathbf{u}32\rangle

```

Figure 6.1: Sum of scalar fields (Example 32).
```

struct { u16 a; u16 b; } s; || struct { u16 b; } s;
s.b = input_sync(0,1000); // \langle\mp@subsup{\mathbf{s}}{2}{},0,\mathbf{u}16\rangle=\langle\mp@subsup{\mathbf{s}}{1}{},2,\mathbf{u}16\rangle\in[0,1000]
u8 *p = (u8 *) \&s + 1; // pt
// pt 2 }\mapsto{\mp@subsup{\textrm{s}}{2}{}}\wedge\operatorname{offset}(\mp@subsup{\textrm{pt}}{2}{})=
p+=sizeof(s.a) | skip; // offset(pt ( ) = 3
assert_sync (*p); // \langle\mp@subsup{s}{1}{},3,\mathbf{u8}\rangle=\lfloor\langle\mp@subsup{s}{1}{},2,\mathbf{u16}\rangle/\mp@subsup{2}{}{8}\rfloor\operatorname{mod}\mp@subsup{2}{}{8}\wedge
// \langle\mp@subsup{\mathbf{s}}{2}{},1,\mathbf{u}8\rangle=\lfloor\langle\mp@subsup{\mathbf{s}}{2}{},0,\mathbf{u}16\rangle/\mp@subsup{2}{}{8}\rfloor\operatorname{mod}\mp@subsup{2}{}{8}\wedge
// \langle\mp@subsup{\mathbf{s}}{1}{},3,\mathbf{u}8\rangle\stackrel{?}{=}\langle\mp@subsup{\textrm{s}}{2}{},1,\mathbf{u}8\rangle

```

Figure 6.2: Byte extraction, with numerical invariants over cells (Example 34).

To start with, let us come back to Example 32 from Sec. 5.3.5. The source code and invariants are reproduced on Fig. 6.1 for convenience. The goal of the patch analysis for \(C\) programs presented in Chapter 5 is to prove the assertion (line 6) by leveraging numerical domains to abstract the values of cells. However, such invariants require an expressive relational domain, such as polyhedra or linear equalities, which may hamper the scalability of the analysis. In particular, we note that we need to infer many equalities between the left and right versions of the same scalar fields. This is no surprise as we expect most variables to hold equal values in the left and right memories most of the time, with only local differences. Rather than relying completely on the expressiveness of the underlying numerical domain, we will optimize our memory model for this common case. In this chapter, we will present our approach to this optimization, which consists in sharing the representations of pairs of cells associated to pairs of "matching" scalar fields from \(P_{1}\) and \(P_{2}\). For instance, our optimized memory model will synthesize a single so-called shared bi-cell to hold the value of scalar field s.a, which is the same in both program version, instead the pair of equal cells \(\left\langle\mathbf{s}_{1}, 0, \mathbf{u 3 2}\right\rangle\) and \(\left\langle\mathbf{s}_{2}, 0, \mathbf{u} 32\right\rangle\). Cell sharing will act as a symbolic representation of cells equality. This optimization will allow a successful analysis of Example 32 using only non-relational numerical domains with linear cost.

Example 34 (Preserving cell equalities through modular computations from the memory abstraction). While Example 32 featured well-typed, portable C code, Fig. 6.2 shows a related example relying on type-puning to read the second byte of field s.b (line 6). Note that this non portable code requires different pointer arithmetic expressions for \(P_{1}\)


Figure 6.3: Memory cells of Example 34: \(\square \in[0,1000], \square=\left\lfloor\square / 2^{8}\right\rfloor \bmod 2^{8}\).
and \(P_{2}\) to reference the "same" byte of field s.b (line 5), due to the additional structure field in \(P_{1}\) and the associated shift in field offets. Fig. 6.3 shows the cells synthesized at the end of the program. The invariants inferred by the analysis presented in Chapter 5 are displayed in blue on Fig. 6.2. The property to be proved is displayed in red at line 8. It holds indeed if \(P_{1}\) and \(P_{2}\) run on platforms with the same byte-order - a 32 -bit little-endian System V ABI is assumed here. 1-byte cells \(\left\langle\mathbf{s}_{1}, 3, \mathbf{u} \mathbf{8}\right\rangle\) and \(\left\langle\mathbf{s}_{2}, 1, \mathbf{u} 8\right\rangle\) are synthesized by the function \(\phi\) of the memory model to account for the dereference \(* \mathrm{p}\) line 6. Function \(\phi\) defines the values of these 1 -byte cells as modular arithmetic functions of the values of 2 -byte cells \(\left\langle\mathbf{s}_{1}, 2, \mathbf{u 1 6}\right\rangle\) and \(\left\langle\mathbf{s}_{2}, 0, \mathbf{u 1 6}\right\rangle\), respectively. Such non-linear relations are not represented precisely by linear abstract domains such as polyhedra. As consequence, this example is not analyzed successfully by the analysis presented in Chapter 5. Several options exist to improve the precision. For instance, a more expressive numerical abstract domain can be used, e.g. by combining polyhedra with a symbolic numerical abstraction. Yet this approach would not improve the scalability of the analysis. In this chapter, we present another solution: a symbolic abstraction of the memory model that allows a successful analysis of this example using only a non-relational numerical abstract domain with linear cost.

\subsection*{6.2 Memory model optimization}

In this section, we optimize the cell-based memory model introduced in Sec. 5.2.4 for double program analysis. In Sec. 6.1 we noted that we expect most scalar fields to hold equal values in \(P_{1}\) and \(P_{2}\). We will thus let our new memory model represent all such equalities symbolically and implicitly, by merging the representations of equal cells in the representation of states.

\subsection*{6.2.1 Labeling cells with sides}

We start with the domain of double cell-based memory states \(\mathcal{D} \triangleq \mathcal{E}_{1} \times \mathcal{E}_{2}\) introduced in Sec. 5.3.2, where \(\mathcal{E}_{k}=\bigcup_{C \subseteq \text { Cell }_{k}}\{\langle C, \rho\rangle \mid \rho \in C \rightarrow \mathbb{V}\}\) is the set of states of simple
\[
\begin{gathered}
(\mathcal{P}(\mathcal{D}), \preccurlyeq 2) \underset{\tilde{\alpha}}{\stackrel{\tilde{\gamma}}{\leftrightarrows}}(\mathcal{P}(\tilde{\mathcal{D}}), \preccurlyeq) \\
\tilde{\alpha}(X) \triangleq \bigcup_{\left\langle\left\langle C_{1}, \rho_{1}\right\rangle,\left\langle C_{2}, \rho_{2}\right\rangle\right\rangle \in X}\left\{\left\langle\iota_{1}\left(C_{1}\right) \cup \iota_{2}\left(C_{2}\right),\langle c, k\rangle \mapsto \rho_{k}(c)\right\rangle\right\} \\
\tilde{\gamma}(Y) \triangleq \bigcup_{\langle C, \rho\rangle \in Y}\left\{\left\langle\left\langle\iota_{1}^{-1}(C), \rho \circ \iota_{1}\right\rangle,\left\langle\iota_{2}^{-1}(C), \rho \circ \iota_{2}\right\rangle\right\rangle\right\}
\end{gathered}
\]

Figure 6.4: Environments on single cells

C program \(P_{k}\). Then, we let the cell environment of every double state operate on the disjoint union of the cells of \(P_{1}\) and the cells of \(P_{2}\), by labeling every cell with its program version.

We introduce the set of single cells
\[
\widetilde{\mathrm{Cell}} \triangleq \operatorname{Cell}_{1} \uplus \operatorname{Cell}_{2}=\left(\operatorname{Cell}_{1} \times\{1\}\right) \cup\left(\operatorname{Cell}_{2} \times\{2\}\right)
\]
to account for both versions. \(\langle c, 1\rangle \in \widetilde{\text { Cell }}\) denotes a cell \(c\) in the memory of \(P_{1}\), while \(\langle c, 2\rangle \in \widetilde{\mathcal{C e l l}}\) denotes a cell \(c\) in the memory of \(P_{2}\). Abstract double memory states are thus elements of the domain
\[
\tilde{\mathcal{D}} \triangleq \bigcup_{C \subseteq \widetilde{\text { Cell }}}\{\langle C, \rho\rangle \mid \rho \in C \rightarrow \mathbb{V}\}
\]

The lattice of properties \((\mathcal{P}(\tilde{\mathcal{D}}), \preccurlyeq, \cup)\) is equipped with partial order
\[
\tilde{X} \preccurlyeq \tilde{X}^{\prime} \stackrel{\Delta}{\Longleftrightarrow} \forall(C, \rho) \in \tilde{X}: \exists\left(C^{\prime}, \rho^{\prime}\right) \in \tilde{X}^{\prime}: C^{\prime} \subseteq C \wedge \rho^{\prime}=\rho_{\mid C^{\prime}}
\]
where \(\rho_{\mid C^{\prime}}\) denotes the restriction of \(\rho\) to \(C^{\prime}\). Note that we reuse the partial order \(\preccurlyeq\) defined in Sec. 5.2.4 for simple C programs. Indeed the definition is identical, albeit on a different set. This abstraction does not lose information (Galois isomorphism). A formalisation is shown on Fig 6.4, where \(\iota_{k} \in \mathcal{C e l l} \rightarrow \widetilde{\text { Cell }}\) labels cells with side \(k \in\{1,2\}\) : \(\iota_{k}(c) \triangleq\langle c, k\rangle\). Note that we write \(\iota_{k}^{-1}(C)\) for the preimage of \(C\) under \(\iota_{k}\).

Proposition 12 (Isomorphic cell labeling). The pair ( \(\tilde{\alpha}, \tilde{\gamma}\) ) defined in Fig. 6.4 is a Galois isomorphism.

Changes to transfer functions using this representation are straightforward. For instance, we demonstrate \(\tilde{\mathbb{D}} \llbracket d\) stat \(\rrbracket \in \mathcal{P}(\tilde{\mathcal{D}}) \rightarrow \mathcal{P}(\tilde{\mathcal{D}})\) in the case of two syntactically different statements:
\[
\tilde{\mathbb{D}} \llbracket s_{1} \| s_{2} \rrbracket(\tilde{X}) \triangleq \bigcup_{\langle C, \rho\rangle \in \tilde{X}}\left\{\begin{array}{l|l}
\left\langle C^{\prime}, \rho^{\prime}\right\rangle & \begin{array}{l}
C^{\prime}=\iota_{1}\left(C_{1}\right) \cup \iota_{2}\left(C_{2}\right) \\
\rho^{\prime}:\langle c, k\rangle \mapsto \rho_{k}(c) \\
\left(C_{k}, \rho_{k}\right) \in \mathbb{S}_{k} \llbracket s_{k} \rrbracket\left\{\left\langle\iota_{k}^{-1}(C), \rho \circ \iota_{k}\right\rangle\right\}
\end{array}
\end{array}\right\}
\]

\subsection*{6.2.2 Merging single cells}

As a second step, we introduce additional cells in the representation of states, in order to represent equalities between cells of \(P_{1}\) and cells of \(P_{2}\).
\[
\begin{gathered}
(\mathcal{P}(\tilde{\mathcal{D}}), \preccurlyeq) \stackrel{\hat{\alpha}}{\stackrel{\hat{\alpha}}{\longrightarrow}}(\mathcal{P}(\hat{\mathcal{D}}), \preccurlyeq) \\
\hat{\alpha}(X) \triangleq \bigcup_{\langle C, \rho\rangle \in X}\left\{\left\langleC \cup\left\{\left\langle c_{1}, c_{2}\right\rangle \in C^{2} \left\lvert\, \begin{array}{l}
\operatorname{Bic}\left\langle c_{1}, c_{2}\right\rangle \wedge \\
\rho\left(c_{1}\right)=\rho\left(c_{2}\right)
\end{array}\right.\right\}, c \mapsto\left\{\begin{array}{l}
\rho(c) \text { if } c \in \widetilde{\operatorname{Cell}} \\
\left.\left.\rho\left(c_{1}\right) \text { if } c=\left\langle c_{1}, c_{2}\right\rangle \in \widetilde{\operatorname{Cell}}^{2} \quad\right\rangle\right\}
\end{array}\right.\right.\right. \\
\hat{\gamma}(Y) \triangleq \bigcup_{\substack{\langle C, \rho\rangle \in Y \\
\wedge \operatorname{Con}\langle C, \rho\rangle}}\left\{\left\langle\left(C \cap \widetilde{\operatorname{Cell})} \cup \bigcup_{\left\langle c_{1}, c_{2}\right\rangle \in C}\left\{c_{1}, c_{2}\right\}, c \mapsto\left\{\begin{array}{lll}
\rho\left\langle c, c^{\prime}\right\rangle \text { if } \exists c^{\prime}:\left\langle c, c^{\prime}\right\rangle \in C \\
\left.\rho\left\langle c^{\prime}, c\right\rangle \text { else if } \exists c^{\prime}:\left\langle c^{\prime}, c\right\rangle \in C \quad\right\rangle \\
\rho(c) & \text { otherwise }
\end{array}\right\}\right.\right.\right.
\end{gathered}
\]
where
\(\operatorname{Bic}\left\langle c_{1}, c_{2}\right\rangle \stackrel{\Delta}{\Longleftrightarrow} \exists \tau: \forall i \in\{1,2\}: \exists V_{i}, o_{i}: c_{i}=\left\langle V_{i}, o_{i}, \tau, i\right\rangle\)
\(\operatorname{Con}\langle C, \rho\rangle \stackrel{\Delta}{\Longleftrightarrow} \forall\left\langle c_{1}, c_{2}\right\rangle \in C: \operatorname{Bic}\left\langle c_{1}, c_{2}\right\rangle \wedge \forall c \in C \cap\left\{c_{1}, c_{2}\right\}: \rho(c)=\rho\left\langle c_{1}, c_{2}\right\rangle\)
Figure 6.5: Representing equalities symbolically with shared bi-cells

We denote as \(\mathcal{B i c e l l} \triangleq \widetilde{\text { Cell }} \cup(\widetilde{\text { Cell }} \times \widetilde{\text { Cell }})\) the set of so-called bi-cells. A bi-cell is either a single cell in \(\overline{\text { Cell }}\), or a pair of such cells in \(\overline{\text { Cell }} \times \overline{\text { Cell }}\) assumed to hold equal value, called a shared bi-cell. Bi-cell sharing allows a single representation, in the memory environment, for two cells from different program versions and holding equal values. Abstract memory states are thus elements of
\[
\hat{\mathcal{D}} \triangleq \bigcup_{C \subseteq \mathcal{B} \text { icell }}\{\langle C, \rho\rangle \mid \rho \in C \rightarrow \mathbb{V}\}
\]

A formalization is shown on Fig 6.5. Note that we overload the partial order \(\preccurlyeq\) again. \(\hat{\alpha}\) uses shared bi-cells to represent pairs of single cells from different program versions and holding equal values, only if these single cells share the same type. This restriction is modeled by the predicate Bic. The reason for this restriction is that our bi-cell synthesis relies on the byte-representations of the memories of \(P_{1}\) and \(P_{2}\) to patternmatch the abstract memory state. In addition, \(\hat{\gamma}\) uses the predicate Cons to filter away any inconsistent abstract state from the concretization. An abstract state is consistent if all its shared bi-cells hold the same values as their left or right projections, if any.

Proposition 13 (Connection between single cells and bi-cells of the same type). The pair \((\hat{\alpha}, \hat{\gamma})\) defined in Fig. 6.5 is a Galois connection.

\subsection*{6.2.3 Bi-cell synthesis}

A cornerstone of our optimization of the memory model is bi-cell synthesis. In order to read or write a scalar value to a given location of memory, we must create a suitable bi-cell, or retrieve an existing one from the environment. To guarantee the soundness of the analysis when adding a new bi-cell, it is necessary to ensure that values assigned to it are consistent with those of existing overlapping bi-cells. Our memory domain first attempts to synthesize shared bi-cells if an equality can be inferred from the environment,
```

struct \{ u16 a; u16 b; \} s; $\|$ struct \{ u16 b; \} s;
s.b $=$ input_sync ( 0,1000 ); // $\left\langle c_{1}, c_{2}\right\rangle \in[0,1000]$
$\mathrm{u} 8 * \mathrm{p}=(\mathrm{u} 8 *) \& \mathrm{~s}+1 ; \quad / / \mathrm{p}_{1} \mapsto\left\{\mathrm{~s}_{1}\right\} \wedge \operatorname{offset}\left(\mathrm{p}_{1}\right)=1 \wedge$
$/ / \mathrm{p}_{2} \mapsto\left\{\mathrm{~s}_{2}\right\} \wedge \operatorname{offset}\left(\mathrm{p}_{2}\right)=1$
p+=sizeof(s.a) || skip; // offset $\left(\mathrm{p}_{1}\right)=3$
assert_sync (*p); $/ /\left\langle c_{1}^{\prime}, c_{2}^{\prime}\right\rangle=\left\lfloor\left\langle c_{1}, c_{2}\right\rangle / 2^{8}\right\rfloor \bmod 2^{8}$
$/ / c_{1}^{\prime} \stackrel{?}{=} c_{2}^{\prime}$

```

Figure 6.6: Byte extraction, with numerical invariants over bi-cells.


Figure 6.7: Bi-cells of Example 34: \(\square \in[0,1000], \square=\left\lfloor\square / 2^{8}\right\rfloor \bmod 2^{8}\).
by pattern-matching. In case of failure, it safely defaults to a pair of single cells, the values of which are set according to those of existing overlapping bi-cells.

Let us illustrate bi-cell synthesis in the case of Example 34. Fig. 6.7 shows the bicells obtained after analyzing the program, and Fig. 6.6 shows the numerical invariants over bi-cells. Since the input_sync statement line 2 assigns equal values to \(c_{1} \triangleq\) \(\left\langle\mathbf{s}_{1}, 2, \mathbf{u 1 6}, 1\right\rangle\) and \(c_{2} \triangleq\left\langle\mathbf{s}_{2}, 0, \mathbf{u 1 6}, 2\right\rangle\), our memory domain synthesizes a shared bi-cell \(\left\langle c_{1}, c_{2}\right\rangle\). In contrast, two single pointer bi-cells \(\mathrm{p}_{1}=\langle\mathrm{p}, 0, \mathbf{p t r}, 1\rangle\) and \(\mathrm{p}_{2}=\langle\mathrm{p}, 0, \mathbf{p t r}, 2\rangle\) are synthesized and updated separately lines 3 to 5 , as pointer p has different bases and offsets in \(P_{1}\) and \(P_{2}\). Nonetheless, our memory domain attempts to synthesizes a shared 1-byte bi-cell \(\left\langle c_{1}^{\prime}, c_{2}^{\prime}\right\rangle\) for the dereference \(* \mathrm{p}\) line 6 , where \(c_{1}^{\prime}=\left\langle\mathbf{s}_{1}, 3, \mathbf{u 8}, 1\right\rangle\) and \(c_{2}^{\prime}=\left\langle\mathbf{s}_{2}, 1, \mathbf{u} 8,2\right\rangle\). To this aim, it attempts to match reachable abstract states with a set of predefined patterns. One of these patterns is as follows: it searches the set of previously synthesized bi-cells for any shared integer bi-cell \(x\) such that \(\left\langle c_{1}^{\prime}, c_{2}^{\prime}\right\rangle\) extracts 1 byte of \(x\). The match \(x=\left\langle c_{1}, c_{2}\right\rangle\) is found. Therefore \(\left\langle c_{1}^{\prime}, c_{2}^{\prime}\right\rangle\) is synthesized, as a proof of \(c_{1}^{\prime}=c_{2}^{\prime}\) (recall \(P_{1}\) and \(P_{2}\) are assumed to have the same endianness). The success of the synthesis relies solely on pattern-matching in this case: the assertion is proved even if the underlying numerical domain is unable represent the relation \(\left\langle c_{1}^{\prime}, c_{2}^{\prime}\right\rangle=\left\lfloor\left\langle c_{1}, c_{2}\right\rangle / 2^{8}\right\rfloor\) \(\bmod 2^{8}\) precisely. Our implementation proves it with the interval domain. The pattern we used in this case relies only on the set of synthesized bi-cells. Note that some other
```

$\operatorname{equal}\left(\langle V, o, \tau, k\rangle,\left\langle V^{\prime}, o^{\prime}, \tau, k^{\prime}\right\rangle\right)\langle C, \rho\rangle \triangleq$
let $c=\langle V, o, \tau, k\rangle$ and $c^{\prime}=\left\langle V^{\prime}, o^{\prime}, \tau, k^{\prime}\right\rangle$ and $s=\operatorname{sizeof}(\tau)$ in
$\left\langle c, c^{\prime}\right\rangle \in C \vee\left\langle c^{\prime}, c\right\rangle \in C \vee$
$\left(\exists\left(x, x^{\prime}\right) \in \operatorname{occ}(c, C) \times \operatorname{occ}\left(c^{\prime}, C\right): \rho(x)=\rho\left(x^{\prime}\right)\right) \vee$
$\left(\forall 0 \leq w<s:\right.$ equal $\left.\left(\langle V, o+w, \mathbf{u 8}, k\rangle,\left\langle V^{\prime}, o^{\prime}+w, \mathbf{u 8}, k^{\prime}\right\rangle\right)\langle C, \rho\rangle\right) \vee$

```


Figure 6.8: Equality test between single cells.
patterns involve the bi-cell environments, e.g. tests for bi-cell equalities.

\section*{Shared bi-cell synthesis}

More generally, given an abstract memory state \(\langle C, \rho\rangle \in \hat{\mathcal{D}}\) and a pair of scalar dereferences of the same type \(c_{1} \in \mathcal{C e l l}_{1}\) from \(P_{1}\) and \(c_{2} \in \operatorname{Cell}_{2}\) from \(P_{2}\), the function \(\hat{\phi} \in\) Cell \(_{1} \times\) Cell \(_{2} \rightarrow \hat{\mathcal{D}} \rightarrow \mathcal{B}\) icell \(\cup\{T\}\) formalizes the patterns matched when attempting to synthesize a shared bi-cell for \(c_{1}\) and \(c_{2}\) :
\[
\hat{\phi}\left(c_{1}, c_{2}\right)\langle C, \rho\rangle \triangleq\left\{\begin{array}{cl}
\left\langle\left\langle c_{1}, 1\right\rangle,\left\langle c_{2}, 2\right\rangle\right\rangle & \text { if } \text { equal }\left(\left\langle c_{1}, 1\right\rangle,\left\langle c_{2}, 2\right\rangle\right)\langle C, \rho\rangle \\
\top & \text { otherwise }
\end{array}\right.
\]
\(\hat{\phi}\) returns a shared bi-cell \(\left\langle\left\langle c_{1}, 1\right\rangle,\left\langle c_{2}, 2\right\rangle\right\rangle\) if \(\left\langle c_{1}, 1\right\rangle=\left\langle c_{2}, 2\right\rangle\) may be inferred from the environment. Otherwise, it returns a failure \(T\).
\(\hat{\phi}\) relies on the predicate equal to compare two single cells of the same type. An implementation is shown on Fig. 6.8. equal returns true when compared single cells are part of a shared bi-cell, or when equality is ensured by the environment. In the formula, we denote the occurrences of a single cell in the environment as
\[
o c c(c, C) \triangleq\left\{c^{\prime} \in C \mid c^{\prime}=c \vee \exists c^{\prime \prime}: c^{\prime}=\left\langle c, c^{\prime \prime}\right\rangle \vee c^{\prime}=\left\langle c^{\prime \prime}, c\right\rangle\right\}
\]

Otherwise, equal compares individual 1-byte bi-cells of the same weights, i.e. at equal offsets in the compared single cells, as we assume for now the same endianness encoding in \(P_{1}\) and \(P_{2}\). Otherwise, equal searches for a pair of larger single cells in the environment, which are equal and contain the compared cells at equal offsets. Recall that we used this last pattern for Example 34, in order to synthesize \(\left\langle\left\langle\mathbf{s}_{1}, 3, \mathbf{u} \mathbf{8}, 1\right\rangle,\left\langle\mathbf{s}_{2}, 1, \mathbf{u} 8,2\right\rangle\right\rangle\) from \(\left\langle\left\langle\mathbf{s}_{1}, 2, \mathbf{u 1 6}, 1\right\rangle,\left\langle\mathbf{s}_{2}, 0, \mathbf{u 1 6}, 2\right\rangle\right\rangle\). In the formula, we denote the set of single cells in the environment as
\[
\text { flatten }(C) \triangleq\left\{c \in \widetilde{\text { Cell }} \mid c \in C \vee \exists c^{\prime} \in C:\left\langle c, c^{\prime}\right\rangle \in C \vee\left\langle c^{\prime}, c\right\rangle \in C\right\}
\]
```

$a \widehat{d d-c e l l}\left(c_{1}, c_{2}\right)\{\langle C, \rho\rangle\} \triangleq$
if $\hat{\phi}\left(c_{1}, c_{2}\right)\langle C, \rho\rangle=\left\langle\left\langle c_{1}, 1\right\rangle,\left\langle c_{2}, 2\right\rangle\right\rangle$ then
$\left\{\left\langle C \cup\left\{\left\langle\left\langle c_{1}, 1\right\rangle,\left\langle c_{2}, 2\right\rangle\right\rangle\right\}, \rho\left[\left\langle\left\langle c_{1}, 1\right\rangle,\left\langle c_{2}, 2\right\rangle\right\rangle \mapsto v\right]\right\rangle \mid v \in \mathbb{E} \llbracket \phi_{1}\left(\left\langle c_{1}, 1\right\rangle\right)(C) \rrbracket \rho\right\}$
else
$\left\{\left\langle C \cup\left\{\left\langle c_{1}, 1\right\rangle,\left\langle c_{2}, 2\right\rangle\right\}, \rho\left[\forall i:\left\langle c_{i}, i\right\rangle \mapsto v_{i}\right]\right\rangle \mid \forall i: v_{i} \in \mathbb{E} \llbracket \phi_{i}\left\langle c_{i}, i\right\rangle(C) \rrbracket \rho\right\}$

```

Figure 6.9: Bi-cell addition.

Finally, the predicate equal returns true in case of success, false otherwise.

\section*{Single cell synthesis}

If all attempts to synthesize a shared bi-cell for the scalar dereferences \(c_{1}\) and \(c_{2}\) fail, our memory domain synthesizes the pair of single cells \(\left\langle c_{1}, 1\right\rangle\) and \(\left\langle c_{2}, 2\right\rangle\) instead. To set the values of \(\left\langle c_{1}, 1\right\rangle\) and \(\left\langle c_{2}, 2\right\rangle\) soundly, our memory domain calls \(\phi_{1}\left\langle c_{1}, 1\right\rangle(C)\) and \(\phi_{2}\left\langle c_{2}, 2\right\rangle(C)\), where \(\phi_{k}\langle c, k\rangle(C)\) returns a syntactic expression denoting (an abstraction of) the value of \(\langle c, k\rangle\) as a function of bi-cells existing in \(C\). Functions \(\phi_{k} \in \widetilde{\mathcal{C e l l}} \rightarrow\) \(\mathcal{P}(\mathcal{B i c e l l}) \rightarrow\) expr are defined as simple extensions of the cell synthesizing function \(\phi\) for low-level C programs, which we introduced in Fig. 5.8 of Sec. 5.2.4. To define \(\phi_{1}\) and \(\phi_{2}\), we project bi-cells of the appropriate side onto cells, apply \(\phi\), and lift the resulting cell expression back to a bi-cell expression. More precisely, to compute \(\phi_{1}\langle c, 1\rangle(C)\), we first project the bi-cell set \(C\) to the cells of \(P_{1}: C_{1} \triangleq\{x \mid\langle x, 1\rangle \in C \vee \exists y:\langle\langle x, 1\rangle,\langle y, 2\rangle\rangle \in\) \(C\}\). Then, we retrieve the constraints on cell \(c\) by applying the generic cell synthesizing function: \(e_{1} \triangleq \phi(c)\left(C_{1}\right)\). Finally, \(\phi_{1}\langle c, 1\rangle(C)\) is obtained by substituting every cell \(x\) occurring in \(e_{1}\) with some bi-cell \(x_{1} \in \operatorname{occ}(\langle x, 1\rangle, C)\).
Remark 28 (Choice of \(\left.x_{1} \in \operatorname{occ}(\langle x, 1\rangle, C)\right) . e_{1}\) is a syntactic expression over cells in \(C_{1}\), and \(\operatorname{occ}(\langle x, 1\rangle, C) \neq \emptyset\) for all \(x \in C_{1}\). We can choose \(x_{1}\) arbitrarily, as all elements of \(o c c(\langle x, 1\rangle, C)\) are assumed to hold equal values.

The definition of \(\phi_{2}\langle c, 2\rangle(C)\) is analogue.

\section*{Bi-cell addition}

Bi-cell addition, \(a \widehat{d d-c e l l} \in \mathcal{C e l l}_{1} \times \operatorname{Cell}_{2} \rightarrow \mathcal{P}(\hat{\mathcal{D}}) \rightarrow \mathcal{P}(\hat{\mathcal{D}})\), then simply adds the synthesized bi-cell(s) to the environment, and initializes their value(s), as shown on Fig. 6.9.

Remark 29 ( \(a \widehat{d d-c e l l}\) morphism). a \(\widehat{d d-c e l l}\left(c_{1}, c_{2}\right)\) is a complete \(\cup\)-morphism for all pairs of cells \(c_{1}\) and \(c_{2}\).

\subsection*{6.2.4 Semantics of simple statements}

Before defining the semantics for double statements in this domain, we need to define the semantics \(\hat{\mathbb{E}}_{k} \llbracket *_{t} e \rrbracket \in \hat{\mathcal{D}} \rightarrow \mathcal{P}(\hat{\mathcal{D}}) \times \mathcal{P}(\mathbb{V})\) and \(\hat{\mathbb{S}}_{k} \llbracket *_{t} e_{1} \leftarrow e_{2} \rrbracket \in \mathcal{P}(\hat{\mathcal{D}}) \rightarrow \mathcal{P}(\hat{\mathcal{D}})\) for simple memory reads and writes, in program version \(k \in\{1,2\}\).

\section*{Bi-cell synthesis for simple programs.}

The transfer functions of assignments and tests rely on bi-cell synthesis for the simple program \(P_{k}\). As for double programs, the memory model attempts to synthesize shared bi-cells whenever possible for dereferences in the memory of \(P_{k}\), safely defaulting to single cells on side \(k\).

Shared bi-cell synthesis for simple program \(P_{k}\). More precisely, the function \(\hat{\phi}_{k} \in\) Cell \(_{k} \rightarrow \hat{\mathcal{D}} \rightarrow \mathcal{B}\) icell \(\cup\{T\}\) formalizes the patterns matched when attempting to synthesize a shared bi-cell for a scalar dereference \(c_{k} \in \mathcal{C e l l}_{k}\) in the memory of \(P_{k}\) :
\[
\hat{\phi}_{k}\left(c_{k}\right) \triangleq\left\{\begin{array}{cl}
\hat{\phi}\left(c_{1}, c_{2}\right) & \text { if } \exists\left\langle c_{1}, c_{2}\right\rangle \in \mathfrak{B} \\
\top & \text { otherwise }
\end{array}\right.
\]
\(\hat{\phi}_{k}\) assumes a relation \(\mathfrak{B} \in \mathcal{P}\left(\mathcal{C e l l}_{1} \times \mathcal{C e l l}_{2}\right)\) given between the possible cells in the memory of \(P_{1}\) and the possible cells in the memory of \(P_{2}\). For instance, \(\hat{\phi}_{1}\left(c_{1}\right)\) relies on \(\mathfrak{B}\) to search for a candidate cell \(c_{2}\) of \(P_{2}\), such that \(\left\langle c_{1}, 1\right\rangle=\left\langle c_{2}, 2\right\rangle\) may be inferred from the environment. It returns the shared bi-cell \(\left\langle\left\langle c_{1}, 1\right\rangle,\left\langle c_{2}, 2\right\rangle\right\rangle\) in case of success, and a failure \(T\) otherwise. \(\mathfrak{B}\) is a heuristic used as a hint for the memory domain. Its elements are pairs of cells that are likely to be equal most of the time during program execution. As a heuristic, \(\mathfrak{B}\) can influence the precision of the memory abstraction, but not its soundness. Any definition of \(\mathfrak{B}\) would be indeed sound: to choose \(\mathfrak{B}=\emptyset\) would disable the cell sharing optimization, while \(\mathfrak{B}=\mathcal{P}\left(\right.\) Cell \(_{1} \times\) Cell \(\left._{2}\right)\) would maximize cell sharing opportunities, at the cost of efficiency, as \(\hat{\phi}_{1}\) and \(\hat{\phi}_{2}\) would have to test a large number of possibilities.

In our implementation, \(\mathfrak{B}\) defines a partial bijection between \(\mathcal{C e l l}_{1}\) and \(\mathcal{C e l l}_{2}\). It is computed by the analysis front-end, and contains pairs of cells likely to be equal most of the time during program execution, namely pairs of cells from different program versions that represent the "same" scalar variables or fields in \(P_{1}\) and \(P_{2}\). Indeed our implementation of \(\mathfrak{B}\) matches scalar fields which enjoy the same names, types and scopes in the AST of \(P_{1}\) and \(P_{2}\). For instance, natural candidates of Example 34 are the cells inside field s.b and variable p , which occur in both program versions: \(\left\langle\left\langle\mathbf{s}_{1}, 2, \mathbf{u} \mathbf{1 6}\right\rangle,\left\langle\mathbf{s}_{2}, 0, \mathbf{u} \mathbf{1 6}\right\rangle\right\rangle \in \mathfrak{B}\) and \(\langle\langle\mathrm{p}, 0, \mathbf{p t r}\rangle,\langle\mathrm{p}, 0, \mathbf{p t r}\rangle\rangle \in \mathfrak{B}\). In contrast, we do not attempt to match the cells inside field s.a of \(P_{1}\), as this field has no counterpart in \(P_{2}\).

Remark 30 (Names of fields versus offsets of cells). Cells corresponding to similar path, s.b, can have different offsets. For instance, the cell corresponding to s.b has offset 2 in \(P_{1}\) and 0 in \(P_{2}\). Our heuristics favors cells with the same field name over cells with the same offset, to detect the likelihood of new fields being inserted in structs and shifting the position in memory of similar data between \(P_{1}\) and \(P_{2}\).

For each pair of matched cells \(c_{1}=\left\langle V_{1}, o_{1}, t\right\rangle\) and \(c_{2}=\left\langle V_{2}, o_{2}, t\right\rangle, \mathfrak{B}\) additionally matches any possible cells \(c_{1}^{\prime}=\left\langle V_{1}, o_{1}+p, t^{\prime}\right\rangle\) and \(c_{2}^{\prime}=\left\langle V_{2}, o_{2}+p, t^{\prime}\right\rangle\) such that \(p+\) \(\operatorname{sizeof}\left(t^{\prime}\right) \leq \operatorname{sizeof}(t)\), i.e. \(c_{1}^{\prime}\) and \(c_{2}^{\prime}\) represent corresponding sequences of bytes included
```

add-cell $l_{k}\left(c_{k}\right)\{\langle C, \rho\rangle\} \triangleq$
if $\hat{\phi}\left(c_{k}\right)\langle C, \rho\rangle=\left\langle\left\langle c_{1}, 1\right\rangle,\left\langle c_{2}, 2\right\rangle\right\rangle$ then
$\left\{\left\langle C \cup\left\{\left\langle\left\langle c_{1}, 1\right\rangle,\left\langle c_{2}, 2\right\rangle\right\rangle\right\}, \rho\left[\left\langle\left\langle c_{1}, 1\right\rangle,\left\langle c_{2}, 2\right\rangle\right\rangle \mapsto v\right]\right\rangle \mid v \in \mathbb{E} \llbracket \phi_{1}\left(\left\langle c_{1}, 1\right\rangle\right)(C) \rrbracket \rho\right\}$
else
$\left\{\left\langle C \cup\left\{\left\langle c_{k}, k\right\rangle\right\}, \rho\left[\left\langle c_{k}, k\right\rangle \mapsto v\right\rceil\right\rangle \mid v \in \mathbb{E} \llbracket \phi_{k}\left\langle c_{k}, k\right\rangle(C) \rrbracket \rho\right\}$

```

Figure 6.10: Bi-cell addition for simple program \(P_{k}\).
in those of \(c_{1}\) and \(c_{2}\). For Example 34:
\[
\begin{aligned}
\mathfrak{B} & \triangleq\left\{\left\langle\left\langle\mathbf{s}_{1}, o, \tau\right\rangle,\left\langle\mathbf{s}_{2}, o-2, \tau\right\rangle\right\rangle \mid 2 \leq o \wedge o+\operatorname{sizeof}(\tau) \leq 4\right\} \\
& \cup\{\langle\langle\mathbf{p}, o, \tau\rangle,\langle\mathrm{p}, o, \tau\rangle\rangle \mid 0 \leq o \wedge o+\operatorname{sizeof}(\tau) \leq 4\}
\end{aligned}
\]
\(\mathfrak{B}\) matches offsets of variables defined in \(P_{1}\) and \(P_{2}\) with equal names but different types. It also matches offsets of versions of variables when \(P_{1}\) and \(P_{2}\) are compiled with different options or attributes, changing the layout of memory. The restriction of \(\mathfrak{B}\) to the set of variables defined in \(P_{1}\) and \(P_{2}\) with identical names and types is the identity.

Single cell synthesis for simple program \(P_{k}\). If all attempts to synthesize a shared bi-cell for the scalar dereference \(c_{k}\) fail, our memory domain synthesizes the single single cell \(\left\langle c_{k}, k\right\rangle\) instead. As in Sec. 6.2.3, it uses \(\phi_{k}\left\langle c_{k}, k\right\rangle(C)\) to set its value soundly.

Bi-cell addition for simple program \(P_{k}\). Bi-cell addition, \(\widehat{a d d-c e l l_{k}} \in \mathcal{C e l l} l_{k} \rightarrow\) \(\mathcal{P}(\hat{\mathcal{D}}) \rightarrow \mathcal{P}(\hat{\mathcal{D}})\), then simply adds the synthesized bi-cell to the environment, and initializes its value, as shown on Fig. 6.10.
Remark 31 ( \(\widehat{d d-c e l l}_{k}\) morphism). As in Remark 29, \(a \widehat{d d-c e l l} l_{k}\left(c_{k}\right)\) is a complete \(\cup-\) morphism for all \(c_{k} \in \mathcal{C e l l}_{k}\).

\section*{Evaluations.}

We describe the semantics of \(\hat{\mathbb{E}}_{k} \llbracket *_{t} e \rrbracket\langle C, \rho\rangle\), assuming the expression \(e\) does not contain any dereference. This is not restrictive, as expressions can be transformed into purely scalar expressions by resolving left-values bottom up. To compute \(\hat{\mathbb{E}}_{k} \llbracket *_{t} e \rrbracket\langle C, \rho\rangle\), we first resolve \(*_{t} e\) into a set \(L_{k}\) of single cells on side \(k\), by evaluating \(e\) into a set of pointer values, and gathering single cells corresponding to valid pointers:
\[
L_{k} \triangleq\left\{\langle V, o, t, k\rangle \in \widetilde{\text { Cell }} \mid\langle V, o\rangle \in \mathbb{E}_{k} \llbracket e \rrbracket \rho\right\}
\]

Then, we call \(a \widehat{d d-c e l l} l_{k}\) to ensure that all the target bi-cells in \(L_{k}\) occur in the abstract environment, either directly or via a suitable shared bi-cell. This updates the singleton state \(\{\langle C, \rho\rangle\}\) to a set of states \(X_{0} \in \mathcal{P}(\hat{\mathcal{D}})\) :
\[
X_{0}=\left(\widehat{\operatorname{add-cel}} l_{k}\left(c_{n}\right) \circ \cdots \circ \text { add-cell} l_{k}\left(c_{1}\right)\right)\{\langle C, \rho\rangle\}
\]
where \(\left\{\left\langle c_{1}, k\right\rangle, \ldots,\left\langle c_{n}, k\right\rangle\right\}=L_{k}\). The semantics of \(\widehat{a d d \text {-cell }} l_{k}\) ensures that \(o c c\left(c, C_{0}\right) \neq \emptyset\) for all \(\left\langle C_{0}, \rho_{0}\right\rangle \in X_{0}\) and \(c \in L_{k}\).
Finally,
\[
\hat{\mathbb{E}}_{k} \llbracket *_{t} e \rrbracket\langle C, \rho\rangle=\left\langle X_{0},\left\{\rho_{0}\left(c_{0}\right) \mid c_{0} \in o c c\left(c, C_{0}\right) \wedge c \in L_{k} \wedge\left\langle C_{0}, \rho_{0}\right\rangle \in X_{0}\right\}\right\rangle
\]

\section*{Assignments.}

The semantics of assignments \(\hat{\mathbb{S}}_{k} \llbracket *_{t} e_{1} \leftarrow e_{2} \rrbracket\) involves more steps. We describe \(\hat{\mathbb{S}}_{k} \llbracket *_{t} e_{1} \leftarrow\) \(e_{2} \rrbracket\{\langle C, \rho\rangle\}\) on a single state \(\langle C, \rho\rangle\), as \(\hat{\mathbb{S}}_{k} \llbracket *_{t} e_{1} \leftarrow e_{2} \rrbracket\) is a complete \(\cup\)-morphism.

We first evaluate \(e_{2}\) into a set of values \(\mathbb{V}_{e_{2}} \in \mathcal{P}(\mathbb{V})\). This may involve synthesizing bi-cells for the dereferences of \(e_{2}\), which updates the singleton state \(\{\langle C, \rho\rangle\}\) to a set of states \(\hat{X} \in \mathcal{P}(\hat{\mathcal{D}}):\left\langle\hat{X}, \mathbb{V}_{e_{2}}\right\rangle=\hat{\mathbb{E}}_{k} \llbracket e_{2} \rrbracket\langle C, \rho\rangle\). and \(\langle\hat{C}, \hat{\rho}\rangle \in \hat{X}\).

Like for evaluations, we assume the expression \(e_{1}\) does not contain any dereference, and start with resolving \(*_{t} e_{1}\) into a set \(L_{k}\) of single cells on side \(k\). Then, we realize the bi-cells in \(L_{k}\) using \(a \widehat{d d-c e l} l_{k}\), which updates the singleton state \(\{\langle\hat{C}, \hat{\rho}\rangle\}\) to a set of states \(X_{0} \in \mathcal{P}(\hat{\mathcal{D}})\). Let \(\left\langle C_{0}, \rho_{0}\right\rangle \in X_{0}\). Some of the single cells in \(L_{k}\) may have been realized into shared bi-cells in \(C_{0}\). Let \(S_{0} \triangleq\left(C_{0} \backslash C\right) \cap \overline{\mathcal{C e l l}}^{2}\) be the set of such shared bi-cells. Elements of \(S_{0}\) represent equalities between single cells on side \(k\), and on side opposite to \(k\). Such equalities may no longer hold, after assignment on side \(k\). Therefore, we split shared bi-cells of \(S_{0}\) into their left and right projections, in a copy-on-write strategy. Each state \(\left\langle C_{0}, \rho_{0}\right\rangle \in X_{0}\) is thus updated to \(\left\langle C_{0}^{\prime}, \rho_{0}^{\prime}\right\rangle=\operatorname{split}\left(S_{0},\left\langle C_{0}, \rho_{0}\right\rangle\right) \in X_{0}^{\prime}\), where split \(\in \mathcal{P}\left(\widetilde{\text { Cell }}^{2}\right) \times \mathcal{P}(\hat{\mathcal{D}}) \rightarrow \mathcal{P}(\hat{\mathcal{D}})\) is defined as
\[
C_{0}^{\prime} \triangleq C_{0} \cup \bigcup_{\left\langle c, c^{\prime}\right\rangle \in S_{0}}\left\{c, c^{\prime}\right\} \quad \text { and } \quad \rho_{0}^{\prime}(c) \triangleq\left\{\begin{array}{l}
\rho_{0}(x) \text { if } \exists x \in o c c\left(c, S_{0}\right) \neq \emptyset  \tag{6.1}\\
\rho_{0}(c) \text { otherwise } .
\end{array}\right.
\]

Finally, we update the environment for the single cells written (elements of \(L_{k}\) ), with the possible values of \(e_{2}\). However, this is not sufficient: it is also necessary to update the environment for any overlapping bi-cells, including shared bi-cells that have been split into pairs of single cells.

Indeed, removing any bi-cell is always sound in our memory model: it amounts to losing information, as we lose constraints on the byte-representation of the memory. Let \(\Omega_{0}^{\prime} \subseteq C_{0}^{\prime} \backslash L_{k}\) be the set of such bi-cells: elements of \(\Omega_{0}^{\prime}\) are shared bi-cells and single cells on side \(k\), with base variables, offsets and sizes such that they overlap some element of \(L_{k}\). The updated environment is:
\[
\hat{\mathbb{S}}_{k} \llbracket *_{t} e_{1} \leftarrow e_{2} \rrbracket\{\langle C, \rho\rangle\}=\bigcup_{\left\langle C_{0}^{\prime}, \rho_{0}^{\prime}\right\rangle \in X_{0}^{\prime}}\left\{\left\langle C_{0}^{\prime} \backslash \Omega_{0}^{\prime}, \rho_{\mid C_{0}^{\prime} \backslash \Omega_{0}^{\prime}}\left[\forall c \in L_{k}: c \mapsto v\right]\right\rangle \mid v \in \mathbb{V}_{e_{2}}\right\}
\]

Remark 32 (Recovering shared bi-cells after simple assignment). As explained above, removing all shared bi-cells that have been split in a copy-on-write strategy may result in loss of precision after numerical abstraction in non relational domains. A possible mitigation is to eagerly attempt to synthesize again the shared bi-cells that have been
split, immediately after the assignment on side \(k\). An alternate strategy is to lazily let a subsequent memory reads from the program trigger such attempts.

In addition, an existing shared bi-cell such as \(\langle\langle\mathrm{x}, 0, \mathbf{u} 32,1\rangle,\langle\mathrm{x}, 0, \mathbf{u} 32,2\rangle\rangle\) should not be removed when both program versions execute jointly commonplace statements such as \(\mathrm{x}=42\); and \(\mathrm{x}=\mathrm{x}+1\);. This is ensured by the transfer function of double assignment statements, which will be presented in Sec. 6.2.5.

\subsection*{6.2.5 Semantics of double statements}

We are now ready to define the semantics \(\hat{\mathbb{D}} \llbracket d s t a t \rrbracket \in \mathcal{P}(\hat{\mathcal{D}}) \rightarrow \mathcal{P}(\hat{\mathcal{D}})\) of double statements in this domain. Like \(\mathbb{D}\), \(\hat{\mathbb{D}}\) is defined by induction on the syntax. We focus on base cases, as inductive cases are unchanged.

The semantics for input_sync, assert_sync(•), and \(\hat{\mathbb{F}} \llbracket e_{1} \bowtie 0 \| e_{2} \bowtie 0 \rrbracket\) are mostly unchanged, but for symbolic simplifications taking advantage of symbolic representations of equalities in our memory domain, in order to maximize efficiency and precision after numerical abstraction in non relational domains. In particular, when \(l\) is a deterministic left-value expression \(*_{\tau} e\) containing a single dereference, then \(\hat{\mathbb{D}} \llbracket l \leftarrow\) input_sync \((a, b) \rrbracket\) adds a shared bi-cell for this dereference to every abstract state. Consistently, \(\hat{\mathbb{D}} \llbracket\) assert_sync \((l) \rrbracket\) first tests whether \(l\) is a left-value expression \(*_{\tau} e\) that evaluates to a single shared bi-cell. If such is the case, then \(l\) is guaranteed to evaluate to equal values in all double memory states, so \(\hat{\mathbb{D}} \llbracket \operatorname{assert} \_\operatorname{sync}(l) \rrbracket\) raises no alarm. Otherwise, the semantics uses environment functions \(\rho\) to test equalities of bi-cell values in every state, as for \(\mathbb{D}\). A similar symbolic simplification is used for the \(\hat{\mathbb{F}}\) filter: \(\hat{\mathbb{F}} \llbracket e \bowtie 0 \| e \bowtie \rrbracket \rrbracket\langle C, \rho\rangle=\emptyset\) (hence the test \(e \bowtie 0\) is stable) when \(e\) is deterministic and all dereferences evaluate to shared bi-cells, which is the common case. For instance, when evaluating \(\hat{\mathbb{D}} \llbracket\) if \((x<y)\) then \(s\) else \(t \rrbracket\), if the dereferences for variables \(\mathbf{x}\) and y evaluate to shared bi-cells in every state, then the two unstable tests cases are \(\perp\).

\section*{Assignments.}

In an assignment \(\hat{\mathbb{D}} \llbracket *_{t} e_{1} \leftarrow e_{2} \rrbracket\), although both programs execute the same syntactic assignment, their semantics may differ, as the memory layouts may be different. For instance, recall Example 3 from Sec. 1.1.4. The value assigned to field s.x by the statement \(p[4]=1\) depends on the alignments of types defined by the ABI, or compiler options and directives. In addition, available bi-cells may be different. By default, double assignments are straightforward extensions of simple assignments: \(\hat{\mathbb{D}} \llbracket *_{t} e_{1} \leftarrow e_{2} \rrbracket=\) \(\hat{S}_{2} \llbracket *_{t} e_{1} \leftarrow e_{2} \rrbracket \circ \hat{S}_{1} \llbracket *_{t} e_{1} \leftarrow e_{2} \rrbracket\). We introduce two precision optimizations, taking advantage of implicit equalities represented by shared bi-cells. We discuss these precision optimizations on a singleton state \(\{\langle C, \rho\rangle\}\), as the transfer function is a complete \(\cup-\) morphism. We first transform \(*_{t} e_{1}\) and the dereferences in \(e_{2}\) into sets of bi-cells \(L\) and \(R\), respectively. Note that \(R\) may be empty, as \(e_{2}\) may be a constant expression. Then, we realize the cells in \(L\) and \(R\), using \(a \overline{d d-c e l l}\), which updates the singleton state \(\{\langle C, \rho\rangle\}\) to a set of states \(X_{0} \in \mathcal{P}(\hat{\mathcal{D}})\). Two optimizations are possible, depending on \(e_{1}, e_{2}, L\), and \(R\).

Optimization 1: Assignment of shared bi-cells. If \(*_{t} e_{1}\) and \(e_{2}\) are deterministic expressions, and if they evaluate to bi-cells that are all shared ( \(L \cup R \subseteq \widehat{\mathrm{Cell}}^{2}\) ) in every state \(\left\langle C_{0}, \rho_{0}\right\rangle \in X_{0}\), then \(P_{1}\) and \(P_{2}\) write the same value to the same destination. We thus update shared destination bi-cells (in \(L\) ), and remove any overlapping bi-cells. Formally:
\(\hat{\mathbb{D}} \llbracket *_{t} e_{1} \leftarrow e_{2} \rrbracket\{\langle C, \rho\rangle\}=\bigcup_{\left\langle C_{0}, \rho_{0}\right\rangle \in X_{0}}\left\{\left\langle C_{0} \backslash \Omega_{0}, \rho_{\mid C_{0} \backslash \Omega}[\forall c \in L: c \mapsto v]\right\rangle \mid v \in \operatorname{snd}\left(\hat{\mathbb{E}}_{1} \llbracket e_{2} \rrbracket\left\langle C_{0}, \rho_{0}\right\rangle\right)\right\}\)
where \(\Omega_{0} \subseteq \mathcal{C}_{0} \backslash L\) is the set of (shared or single) bi-cells overlapping elements of \(L\).
Remark 33 (Evaluation on arbitrary side after bi-cell synthesis). The choice of evaluating \(\hat{\mathbb{E}}_{1} \llbracket e_{2} \rrbracket\left(\right.\) rather than \(\left.\hat{\mathbb{E}}_{2} \llbracket e_{2} \rrbracket\right)\) is arbitrary, as they are equal. Indeed, all the necessary cells are materialized before evaluating expression \(e_{2}\).
Example 35 (Assignment of shared bi-cells). The case occurs typically in commonplace assignments such as \(\mathrm{x}=\mathrm{x}+1\);. Fig. 6.11 shows such an example, where a shared bi-cell represents the bytes of x for all states before the assignment, and a counterexample where this is not the case.

This optimization can be extended to the case where \(*_{t} e_{1}\) is not resolved to a shared bi-cell, but to a pair of single cells: \(c_{1}\) for \(P_{1}\), and \(c_{2}\) for \(P_{2}\). In this case, we replace \(c_{1}\) and \(c_{2}\) by \(\left\langle c_{1}, c_{2}\right\rangle\) in \(L\), and apply the same transfer function.

Example 36 (Extended assignment of shared bi-cells). The case occurs in assignments such as \(\mathrm{x}=42\); Fig. 6.11 shows such an example.

Optimization 2: Copy assignment. If the conditions for optimization 1 are satisfied, and if, in addition, \(e_{2}=*_{t} e_{2}^{\prime}\), and both \(*_{t} e_{1}\) and \(*_{t} e_{2}^{\prime}\) evaluate to single bi-cells \((|L|=|R|=1)\) in every state \(\left\langle C_{0}, \rho_{0}\right\rangle \in X_{0}\), then we are dealing with a copy assignment, as in \(\mathrm{y}=\mathrm{x}\); . We may thus soundly copy any memory information from the source \(\{r\}=R\), to the destination \(\{l\}=L\), so as to further improve precision. We therefore remove \(l\), and create a copy of \(r\), and of any smaller bi-cell \(r^{\prime} \in C_{0}\) for the same bytes, to a corresponding bi-cell for the bytes of \(l\). Newly created destination bi-cells have the sides of their sources. The environment is updated accordingly, to reflect equalities between sources and destinations.

Example 37 (Copy assignment). The case occurs copies between variables, such as \(\mathrm{y}=\mathrm{x}\);. Fig. 6.11 shows such an example, where the bi-cell for y is preserved thanks to that for x , and a counterexample with the bi-cell for y is removed as there is no bi-cell for x .

This optimization can be extended to the case where \(*_{t} e_{1}\) is not resolved to a shared bi-cell, but to a pair of single cells: \(c_{1}\) for \(P_{1}\), and \(c_{2}\) for \(P_{2}\). In this case, we replace \(c_{1}\) and \(c_{2}\) by \(\left\langle c_{1}, c_{2}\right\rangle\) in \(L\), and apply the same transfer function.

Example 38 (Extended copy assignment). The last equality in Fig. 6.11 shows such an example. \(\mathrm{y}=\mathrm{x}\); creates a shared bi-cell for y .
\[
\begin{aligned}
& \hat{\mathbb{D}} \llbracket x \leftarrow x+1 \rrbracket\left\{\left\langle\left\{x_{1}^{0}, x_{2}^{0}, x_{12}\right\},\left[x_{1}^{0} \mapsto 0, x_{2}^{0} \mapsto 0, x_{12} \mapsto 0\right]\right\rangle,\left\langle\left\{x_{1}^{3}, x_{2}^{0}, x_{12}\right\},\left[x_{1}^{3} \mapsto 0, x_{2}^{0} \mapsto 1, x_{12} \mapsto 1\right]\right\rangle\right\} \\
& =\left\{\left\langle\left\{x_{12}\right\},\left[x_{12} \mapsto 1\right]\right\rangle,\left\langle\left\{x_{12}\right\},\left[x_{12} \mapsto 2\right]\right\rangle\right\} \\
& \hat{\mathbb{D}} \llbracket x \leftarrow x+1 \rrbracket\left\{\left\langle\left\{x_{1}^{0}, x_{2}^{0}, x_{12}\right\},\left[x_{1}^{0} \mapsto 0, x_{2}^{0} \mapsto 0, x_{12} \mapsto 0\right]\right\rangle,\left\langle\left\{x_{1}, x_{2}\right\},\left[x_{1} \mapsto 1, x_{2} \mapsto 2\right]\right\rangle\right\} \\
& =\left\{\left\langle\left\{x_{12}\right\},\left[x_{12} \mapsto 1\right]\right\rangle,\left\langle\left\{x_{1}, x_{2}\right\},\left[x_{1} \mapsto 2, x_{2} \mapsto 3\right]\right\rangle\right\} \\
& \hat{\mathbb{D}} \llbracket x \leftarrow 42 \rrbracket\left\{\left\langle\left\{x_{1}^{1}, x_{2}^{0}, x_{1}\right\},\left[x_{1}^{1} \mapsto 1, x_{2}^{0} \mapsto 0, x_{1} \mapsto 256\right]\right\rangle,\left\langle\left\{x_{1}\right\},\left[x_{1} \mapsto 1\right]\right\rangle\right\} \\
& =\left\{\left\langle\left\{x_{12}\right\},\left[x_{12} \mapsto 42\right]\right\rangle\right\} \\
& \hat{\mathbb{D}} \llbracket y \leftarrow x \rrbracket\left\{\left\{\left\{x_{1}^{0}, x_{2}^{3}, x_{12}, y_{1}^{1}, y_{12}\right\},\left[x_{1}^{0} \mapsto 8, x_{2}^{3} \mapsto 0, x_{12} \mapsto 8, y_{1}^{1} \mapsto 1, y_{12} \mapsto 256\right]\right\rangle\right\} \\
& =\left\{\left\langle\left\{x_{1}^{0}, x_{2}^{3}, x_{12}, y_{1}^{0}, y_{2}^{3}, y_{12}\right\},\left[x_{1}^{0} \mapsto 8, x_{2}^{3} \mapsto 0, x_{12} \mapsto 8, y_{1}^{0} \mapsto 8, y_{2}^{3} \mapsto 0, y_{12} \mapsto 8\right]\right\rangle\right\} \\
& \hat{\mathbb{D}} \llbracket y \leftarrow x \rrbracket\left\{\left\langle\left\{x_{1}^{0}, x_{2}^{3}, y_{1}^{1}, y_{12}\right\},\left[x_{1}^{0} \mapsto 8, x_{2}^{3} \mapsto 0, x_{12} \mapsto 8, y_{1}^{1} \mapsto 1, y_{12} \mapsto 256\right]\right\rangle\right\} \\
& =\left\{\left\langle\left\{x_{1}^{0}, x_{2}^{3}, y_{1}^{0}, y_{2}^{3}\right\},\left[x_{1}^{0} \mapsto 8, x_{2}^{3} \mapsto 0, y_{1}^{0} \mapsto 8, y_{2}^{3} \mapsto 0\right]\right\rangle\right\} \\
& \hat{\mathbb{D}} \llbracket y \leftarrow x \rrbracket\left\{\left\langle\left\{x_{1}^{0}, x_{2}^{3}, x_{12}, y_{1}^{1}\right\},\left[x_{1}^{0} \mapsto 8, x_{2}^{3} \mapsto 0, x_{12} \mapsto 8, y_{1}^{1} \mapsto 1\right]\right\rangle\right\} \\
& =\left\{\left\langle\left\{x_{1}^{0}, x_{2}^{3}, x_{12}, y_{1}^{0}, y_{2}^{3}, y_{12}\right\},\left[x_{1}^{0} \mapsto 8, x_{2}^{3} \mapsto 0, x_{12} \mapsto 8, y_{1}^{0} \mapsto 8, y_{2}^{3} \mapsto 0, y_{12} \mapsto 8\right]\right\rangle\right\}
\end{aligned}
\]
where
\[
\begin{array}{lll}
x_{k}=\langle\mathrm{x}, 0, \text { int }, k\rangle & x_{k}^{o}=\langle\mathrm{x}, o, \mathbf{u} \mathbf{8}, k\rangle & (o, k) \in\{0,1,2,3\} \times\{1,2\} \\
y_{k}=\langle\mathrm{y}, 0, \text { int }, k\rangle & x_{12}=\left\langle x_{1}, x_{2}\right\rangle & y_{12}=\left\langle y_{1}, y_{2}\right\rangle
\end{array}
\]

Figure 6.11: Assignments to shared bi-cells (Examples 35, 36, 37 and 38)
\[
\begin{aligned}
& (\mathcal{P}(\hat{\mathcal{D}}), \preccurlyeq) \underset{\alpha^{b}}{\stackrel{\gamma^{b}}{\leftrightarrows}}\left(\hat{\mathcal{D}}^{b}, \preccurlyeq^{b}\right) \\
& \alpha^{b}(X) \triangleq\left\langle\bar{C},\left\{\rho_{\mid \bar{C}} \mid\langle C, \rho\rangle \in X\right\}\right\rangle \text { where } \quad \bar{C}=\bigcap\{C \mid\langle C, \rho\rangle \in X\} \\
& \gamma^{b}\langle C, R\rangle \triangleq\{\langle C, \rho\rangle \mid \rho \in R\} \quad \text { and }\langle C, R\rangle \preccurlyeq^{b}\left\langle C^{\prime}, R^{\prime}\right\rangle \stackrel{ }{\Longleftrightarrow} C^{\prime} \subseteq C \wedge\left\{\rho_{\mid C^{\prime}} \mid \rho \in R\right\} \subseteq R^{\prime}
\end{aligned}
\]

Figure 6.12: Unified bi-cell environments

\subsection*{6.2.6 Unification}

Like for \(\mathbb{S}\) in Sec. 5.2.4 and \(\mathbb{D}\) in Sec. 5.3.3, we aim at abstracting \(\hat{\mathbb{D}}\) using numerical domains, which naturally represent sets of environments with homogenous support. Yet states in \(\hat{\mathcal{D}}\) have heterogeneous bi-cell support, so we first unify sets of bi-cells. To this aim, we only retain bi-cells that are part of every state in a set, soundly disregarding all others. Our new domain is thus a choice of a set of bi-cells \(C\) and a set of scalar environments on \(C\) :
\[
\hat{\mathcal{D}}^{b} \triangleq \bigcup_{C \subseteq \mathcal{B i c e l l}}\{\langle C, R\rangle \mid R \in \mathcal{P}(C \rightarrow \mathbb{V})\}
\]

A formalization is shown on Fig. 6.12. Note that we reuse the partial order \(\preccurlyeq^{b}\) and the abstraction and concretization \(\alpha^{b}\) and \(\gamma^{b}\) defined Fig. 5.9 of Sec. 5.2.4 for simple C
programs. The definitions are indeed identical, albeit for different sets.
Proposition 14. The pair \(\left(\alpha^{b}, \gamma^{b}\right)\) defined in Fig. 6.12 is a Galois connection.
The adaptation of \(a \widehat{d d-c e l l}{ }^{b} \in \operatorname{Cell} \rightarrow \hat{\mathcal{D}}^{b} \rightarrow \hat{\mathcal{D}}^{b}\) to this new domain is straightforward. Adaptations of transfer functions \(\hat{\mathbb{D}}^{b} \llbracket\) stat \(\rrbracket \in \mathcal{D}^{b} \rightarrow \mathcal{D}^{b}\) are also straightforward, assuming a sound abstract join \(\hat{\sqcup}^{b}\) is provided. \(\hat{\sqcup}^{b}\) must merge environment sets defined on heterogeneous bi-cell sets. We therefore define a unification function \(\widehat{\text { unify }}^{b} \in\left(\hat{\mathcal{D}}^{b}\right)^{2} \rightarrow\left(\hat{\mathcal{D}}^{b}\right)^{2}\). \(\widehat{\text { unify }}^{b}\left(\left\langle C_{1}, R_{1}\right\rangle,\left\langle C_{2}, R_{2}\right\rangle\right)\) adds, with a \(\widehat{d d-c e l l}{ }^{b}\), any missing cells to \(\left\langle C_{1}, R_{1}\right\rangle\) and \(\left\langle C_{2}, R_{2}\right\rangle\) : respectively \(C_{2} \backslash C_{1}\) and \(C_{1} \backslash C_{2}\). Let \(\left\langle C_{1}^{\prime}, R_{1}^{\prime}\right\rangle\) and \(\left\langle C_{2}^{\prime}, R_{2}^{\prime}\right\rangle\) be the resulting abstract states. \(C_{1}^{\prime}\) and \(C_{2}^{\prime}\) may include both single cells and shared bi-cells. A shared bi-cell that does not occur in both \(C_{1}^{\prime}\) and \(C_{2}^{\prime}\) cannot be soundly included in the unified state, as it conveys equality information that holds for one abstract state only. Such shared bi-cells are elements of \(\Omega=\left(\left(C_{1}^{\prime} \cup C_{2}^{\prime}\right) \backslash \widetilde{\operatorname{Cell}}\right) \backslash\left(C_{1}^{\prime} \cap C_{2}^{\prime}\right)\). Elements of \(\Omega\) are first split into their left and right projections, and then removed before unification.

Formally, let \(\Omega_{k}=\Omega \cap C_{k}\) and \(\left\langle C_{k}^{\prime \prime}, R_{k}^{\prime \prime}\right\rangle=\operatorname{split}^{b}\left(\Omega_{k},\left\langle C_{k}^{\prime}, R_{k}^{\prime}\right\rangle\right)\), for \(k \in\{1,2\}\), where split \({ }^{b} \in \mathcal{P}\left(\widetilde{\operatorname{Cell}}^{2}\right) \times \hat{\mathcal{D}}^{b} \rightarrow \hat{\mathcal{D}}^{b}\) is defined as the function split defined by Equation 6.1.
\[
\widehat{\text { unify }}^{b}\left(\left\langle C_{1}, R_{1}\right\rangle,\left\langle C_{2}, R_{2}\right\rangle\right)=\left(\left\langle C_{12}, R_{1}^{\prime \prime \prime}\right\rangle,\left\langle C_{12}, R_{2}^{\prime \prime \prime}\right\rangle\right)
\]
where \(C_{12}=\left(C_{1}^{\prime \prime} \cup C_{2}^{\prime \prime}\right) \backslash \Omega\), and \(R_{k}^{\prime \prime \prime}=\left\{\rho_{\mid C_{12}} \mid \rho \in R_{k}^{\prime \prime}\right\}\).
The abstract join may now be defined as
\[
\left\langle C_{1}, R_{1}\right\rangle \hat{\sqcup}^{b}\left\langle C_{2}, R_{2}\right\rangle \triangleq\left\langle C_{12}, R_{1}^{\prime \prime \prime} \cup R_{2}^{\prime \prime \prime}\right\rangle
\]

Example 39 (Comparing \(\hat{\mathbb{D}}\) and \(\left.\hat{\mathbb{D}}^{b}\right)\). The slightly more abstract \(\hat{\mathbb{D}}^{b}\) is oblivious of some symbolic information expressed by \(\hat{\mathbb{D}}\). Consider, for instance, an assignment *p \(=33\); in a environment where the pointer p may point either to variable a , or to variable b. As shown by Fig. 6.13, \(\hat{\mathbb{D}}\) synthesizes only shared bi-cells, and distinguishes states where a bi-cell is synthesized for \(b\), from states where no bi-cell is synthesized for \(b\). In contrast, unification always synthesizes single bi-cells for \(b\), with arbitrary values in most environments.

\subsection*{6.2.7 Value abstraction}

We finally rely on numerical abstractions to abstract further \(\hat{\mathbb{D}}^{b}\) into a computable abstract semantics \(\hat{\mathbb{D}}^{\sharp}\), resulting in an effective static analysis. As in Sec. 5.3.4, our memory domain translates memory reads and writes into purely numerical operations on synthetic bi-cells, that are oblivious to the double semantics of double programs: each bi-cell is viewed as an independent numeric variable, and each numeric operation is carried out on a single bi-cell store, as if emanated from a single program. In particular, we notice that the transfer function for simple assignments \(\hat{\mathbb{S}}_{k} \llbracket *_{t} e_{1} \leftarrow e_{2} \rrbracket\) described in Sect. 6.2.4 has
\[
\begin{aligned}
& \hat{\mathbb{D}} \llbracket * p \leftarrow 33 \rrbracket\{ \left\{\left\langle a_{12}, p_{12}\right\},\right. \\
&=\left\{\left\langle\left\{a_{12} \mapsto 0, p_{12} \mapsto\langle a, 0\rangle\right]\right\rangle,\left\langle\left\{a_{12}, p_{12}\right\},\left[a_{12} \mapsto 0, p_{12} \mapsto\langle b, 0\rangle\right]\right\rangle\right\} \\
& \hat{\mathbb{D}}^{b} \llbracket * p \leftarrow 33 \rrbracket,\left\langle\left\{a_{12}, p_{12}\right\},\left\{\left[a_{12} \mapsto 0, p_{12} \mapsto\langle a, 0\rangle\right],\left[a_{12} \mapsto 0, p_{12} \mapsto\langle b, 0\rangle\right]\right\}\right\rangle= \\
&\left\langle\left\{a_{12}, b_{1}, b_{2}, p_{12}\right\}, \bigcup_{v_{1}, v_{2} \in \mathbb{Z}}\left\{\left[a_{12} \mapsto 33, p_{12} \mapsto\langle a, 0\rangle, b_{1} \mapsto v_{1}, b_{2} \mapsto v_{2}\right]\right\} \cup\right. \\
&\left.\left\{\left[a_{12} \mapsto 0, p_{12} \mapsto\langle b, 0\rangle, b_{1} \mapsto 33, b_{2} \mapsto 33\right]\right\}\right\rangle
\end{aligned}
\]
where
\(\begin{array}{llll}a_{12} & =\langle\langle\mathbf{a}, 0, \text { int }, 1\rangle,\langle\mathbf{a}, 0, \text { int }, 2\rangle\rangle & b_{12}=\left\langle b_{1}, b_{2}\right\rangle & \\ p_{12} & =\langle\langle\mathbf{p}, 0, \mathbf{p t r}, 1\rangle,\langle\mathbf{p}, 0, \mathbf{p t r}, 2\rangle\rangle & b_{k}=\langle\mathbf{b}, 0, \text { int }, k\rangle & k \in\{1,2\}\end{array}\)
Figure 6.13: Comparing \(\hat{\mathbb{D}}\) and \(\mathbb{D}^{b}\) (Example 39)
the form of that of an assignment in a purely numerical language, where bi-cells play the roles of the numeric variables. This property is a key motivation for the Cell domain and the extension presented in this chapter. Bi-cells may thus be fed, as variables, to a numerical abstract domain for environment abstraction. Any standard numerical domain may be used, such as intervals, congruences and polyhedra.

We thus assume an abstract domain \(\hat{\mathcal{D}}_{C}^{\sharp}\) given, with concretization \(\hat{\gamma}_{C}\), for each bi-cell set \(C \subseteq \mathcal{B}\) icell. It abstracts \(\mathcal{P}(C \rightarrow \mathbb{Z}) \simeq \mathcal{P}\left(\mathbb{Z}^{|C|}\right)\), i.e., sets of points in a \(|C|\)-dimensional vector space. A cell of integer type naturally corresponds to a dimension in an abstract element. We also associate a distinct dimension to each bi-cell with pointer type; it corresponds to the offset \(o\) of a symbolic pointer \(\langle V, o\rangle \in \mathcal{P} t r\). In order to abstract fully pointer values, we enrich the abstract numerical environment with a map \(P\) associating to each pointer bi-cell the set of variables it may point to. Hence, the abstract domain becomes: \(\hat{\mathcal{D}}^{\sharp} \triangleq\left\{\left\langle C, R^{\sharp}, P\right\rangle \mid C \subseteq \mathcal{B}\right.\) icell, \(R^{\sharp} \in \hat{\mathcal{D}}_{C}^{\sharp}, P \in P_{C} \rightarrow\) \(\mathcal{P}(\mathcal{V} \cup\{\) NULL, invalid \(\})\}\), where \(P_{C} \subseteq C\) is the subset of bi-cells of pointer type.

\subsection*{6.3 Implementation}

We implemented a static analysis based on the \(\hat{\mathbb{D}}^{\sharp}\) abstract semantics on top of Mopsa. The only difference, with respect to the \(\tilde{\mathbb{D}}^{\sharp}\) semantics presented in Sec. 5.3.3, is our optimized bi-cell based memory model. This change is reflected in a modular way in the configuration of the analysis shown on Fig. 6.14. The only change, with respect to Fig. 5.14 from Sec. 5.3.5, is the memory abstraction, composed of domain-modules D.cells, C.machineNum, and C.pointers. In contrast, all iterator and numerical domainsmodules are unchanged in the configuration of the analysis.

The memory abstraction is updated by replacing the composition D.patch © C.cells from Fig. 5.14 with the domain D.cells on Fig. 6.14. D.cells stands for the bi-cell abstract domain. It handles atomic statements and tests. To this aim, it decomposes program variables into a set of synthetic scalar variables representing bi-cells. It implements in particular \(\hat{\phi}^{b}\), a straightforward adaptation of the bi-cell synthesize function \(\hat{\phi}\) from


Figure 6.14: Analysis of double C programs with bi-cells

Sec. 6.2.3 to the \(\hat{\mathcal{D}}^{b}\) domain of Sec. 6.2.6.
Synthetic bi-cells are then handled by a Cartesian product: C.machineNum \(\times\) C.pointers rewrites scalar expressions into mathematical expressions on unbounded integers, which are then handled natively by classic Universal numerical abstract domains.

In our implementation, the new D.cells domain accounts for 3,400 lines of OCaml.

\subsection*{6.4 Evaluation}

In this section, we give an experimental evaluation of our implementation. We evaluate it against a set of C benchmarks already presented in Sec. 5.4.

\subsection*{6.4.1 Real-world patches}

The first set of benchmarks has been introduced in Fig. 5.21 of Sec. 5.4.2. It is composed of real patches of the GNU core utilities and the Linux GitHub repository. Benchmarks
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{Bench.} & \multirow[t]{2}{*}{LOC} & \multirow[t]{2}{*}{\#P} & \multicolumn{4}{|c|}{cell based \(\tilde{\mathcal{D}}^{\sharp}\)} & \multicolumn{6}{|c|}{bi-cell based \(\hat{\mathcal{D}}^{\sharp}\)} \\
\hline & & & \multicolumn{2}{|l|}{polyhedra} & \multicolumn{2}{|l|}{octagon} & \multicolumn{2}{|l|}{polyhedra} & \multicolumn{2}{|l|}{octagon} & \multicolumn{2}{|l|}{interval} \\
\hline copy \(^{1}\) & 95 & 1 & 157 ms & \(\checkmark\) & 482 ms & \(\checkmark\) & 113 ms & \(\checkmark\) & 156 ms & \(\checkmark\) & 41 ms & \(\checkmark\) \\
\hline seq \({ }^{1}\) & 46 & 16 & 570 ms & \(\checkmark\) & & \(x\) & 442 ms & \(\checkmark\) & & \(x\) & & \(x\) \\
\hline pr \({ }^{1}\) & 114 & 8 & 1.421 s & \(\checkmark\) & 6.469 s & \(\checkmark\) & 4.642 s & \(\checkmark\) & 3.723 & \(\checkmark\) & 88 ms & \(\checkmark\) \\
\hline test \({ }^{1}\) & 352 & 10 & 9.188 s & \(\checkmark\) & & \(x\) & 440 ms & \(\checkmark\) & 1.163 s & \(\checkmark\) & 96 ms & \(\checkmark\) \\
\hline \(\mathrm{kvm}^{2}\) & 248 & 1/11 & 2.707 s & \(\checkmark\) & 4.214 s & \(\checkmark\) & 1.426 s & \(\checkmark\) & 1.568 s & \(\checkmark\) & 96 ms & , \\
\hline sched \({ }^{2}\) & 194 & 7/12 & 65 ms & \(\checkmark\) & & \(x\) & 63 ms & \(\checkmark\) & 104 ms & \(\checkmark\) & 38 ms & \(\checkmark\) \\
\hline dma \({ }^{2}\) & 270 & 5/23 & 285 ms & \(\checkmark\) & 1.235 s & \(\checkmark\) & 216 ms & \(\checkmark\) & 584 ms & \(\checkmark\) & 76 ms & \(\checkmark\) \\
\hline block \({ }^{2}\) & 324 & 22/6 & 80 ms & \(\checkmark\) & & \(x\) & 67 ms & \(\checkmark\) & 121 ms & \(\checkmark\) & 31 ms & \(\checkmark\) \\
\hline iucv \({ }^{2}\) & 179 & 10/9 & 403 ms & \(\checkmark\) & 1.757 s & \(\checkmark\) & 7.721 s & \(\checkmark\) & 14.423 s & \(\checkmark\) & 426 ms & \\
\hline io_uring \({ }^{2}\) & 1569 & 10/14 & 868.701 s & \(\checkmark\) & & \(x\) & 594.481 s & \(\checkmark\) & 4170.295 s & \(\checkmark\) & 288 ms & \(\checkmark\) \\
\hline
\end{tabular}

Figure 6.15: Analyses of real patches from Coreutils and Linux
copy to test feature algorithmic patches, while benchmarks kvm to io_uring feature changes in data structures.

We analyze these benchmarks with the bi-cell based memory model introduced in this chapter, together with three numerical domains: polyhedra, octagons and intervals. The results are shown on Fig. 6.15. We compare these results with the results of reference analyses of the same benchmarks with the cell based memory model introduced in Chapter 5. We only show results with the polyhedra and octagon numerical domains for these reference analyses, as the interval domain allows no successful patch analysis of these benchmarks with the cell based memory model. Note nonetheless that the running times of analyses with the interval domain are very similar with both memory models, which suggests that the bi-cell based memory model does not significantly increase the cost of the memory abstraction. Fig. 6.15 shows that the bi-cell based memory model does not significantly improve performance of successful analyses with the polyhedra domain. This suggests that the reduction of the number of dimensions in the numerical abstraction allowed by bi-cell sharing is compensated by the polyhedral operations triggered by bi-cell synthesis. However, our bi-cell based memory model allows improving the precision of analyses with numerical domains less expressive than polyhedra. In particular, it allows successful analyses of most benchmarks with the interval domain, which dramatically improves the scalability of the analysis. Consider for instance the io_uring benchmark, composed of 1,500 lines of C . This benchmark is analyzed successfully with bi-cells over the interval domain, whereas the cell based memory model requires the polyhedra domain. The bi-cell based model allows thus a faster analysis, by three orders of magnitude.

\subsection*{6.4.2 Synthetic benchmarks}

The second set of benchmarks is composed of patches of small synthetic C programs from the related works. These benchmarks have already been presented as part of

\footnotetext{
\({ }^{1}\) Coreutils
\({ }^{2}\) Linux
}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{Benchmark} & \multirow[t]{2}{*}{LOC} & \multirow[t]{2}{*}{\#P} & \multicolumn{4}{|c|}{cell based \(\tilde{\mathcal{D}}^{\sharp}\)} & \multicolumn{6}{|c|}{bi-cell based \(\hat{\mathcal{D}}^{\sharp}\)} \\
\hline & & & \multicolumn{2}{|l|}{polyhedra} & \multicolumn{2}{|l|}{octagon} & \multicolumn{2}{|l|}{polyhedra} & \multicolumn{2}{|l|}{octagon} & \multicolumn{2}{|l|}{interval} \\
\hline Comp & 13 & 2 & 48 ms & \(\checkmark\) & & \(x\) & 107 ms & \(\checkmark\) & 209 ms & \(\checkmark\) & & \(x\) \\
\hline Const & 9 & 3 & 28 ms & \(\checkmark\) & & \(x\) & 38 ms & \(\checkmark\) & 49 ms & \(\checkmark\) & & \(x\) \\
\hline Fig. 2 & 14 & 1 & 31 ms & \(\checkmark\) & 39 ms & \(\checkmark\) & 40 ms & \(\checkmark\) & 47 ms & \(\checkmark\) & 25 ms & \(\checkmark\) \\
\hline LoopMult & 14 & 2 & 166 ms & \(\checkmark\) & & \(x\) & 367 ms & \(\checkmark\) & & \(x\) & & \(x\) \\
\hline LoopSub & 15 & 2 & 60 ms & \(\checkmark\) & & \(x\) & 74 ms & \(\checkmark\) & & \(x\) & & \(x\) \\
\hline UnchLoop & 13 & 2 & 69 ms & \(\checkmark\) & & \(x\) & 71 ms & \(\checkmark\) & & \(x\) & & \(x\) \\
\hline loop & 11 & 3 & 43 ms & \(\checkmark\) & & \(x\) & 52 ms & \(\checkmark\) & & \(x\) & & \(x\) \\
\hline while-if & 11 & 3 & 66 ms & \(\checkmark\) & 156 ms & \(\checkmark\) & 66 ms & \(\checkmark\) & 97 ms & \(\checkmark\) & & \(x\) \\
\hline digits10 & 24 & 19 & 312 ms & \(\checkmark\) & & \(x\) & 207 ms & \(\checkmark\) & 313 ms & \(\checkmark\) & 47 ms & \(\checkmark\) \\
\hline barthe & 13 & 2 & 93 ms & \(\checkmark\) & & \(x\) & 69 ms & \(\checkmark\) & & \(x\) & & \(x\) \\
\hline Example 28 & 11 & 2 & 81 ms & \(\checkmark\) & & \(x\) & 79 ms & \(\checkmark\) & & \(x\) & & \(x\) \\
\hline iflow & 79 & 0 & 808 ms & \(\checkmark\) & & \(x\) & 7.259 s & \(\checkmark\) & & \(x\) & & \(x\) \\
\hline sign & 12 & 2 & 29 ms & \(\checkmark\) & & \(x\) & 33 ms & \(\checkmark\) & & \(x\) & & \(x\) \\
\hline sum & 14 & 4 & 71 ms & \(\checkmark\) & & \(x\) & 162 ms & \(\checkmark\) & 349 ms & \(\checkmark\) & & \(x\) \\
\hline
\end{tabular}

Figure 6.16: Analyses of synthetic benchmarks from the related works.
the evaluation of our patch analysis with the cell-based memory model, in Fig. 5.20 of Sec. 5.4.1. Fig. 6.16 shows the results of analyses with the cell-based and with the bicell based memory models. The polyhedra numerical domain is required for successful analyses of most benchmarks with the cell-based memory domain, as these benchmarks are designed to feature expressive relational invariants. Indeed, only two analyses are successful with octagons with the cell-based memory domain, and none with intervals (hence we do not show results with intervals for this memory model on Fig. 6.16). In contrast, the bi-cell based memory domain allows for six successful analyses with octagons, and two with intervals. Performances are similar with either memory domain.

This experimental evaluation shows that our bi-cell based memory domain allows successful analyses of two kinds of patches.
1. Patches of small programs that require linear invariants can be analyzed successfully with an expressive numerical abstraction such as polyhedra. This also the case with our cell-based memory domain;
2. Patches of large programs that mainly require equalities between related fields of data structures in the two versions can be analyzed successfully with less expressive domains. In the case of patches of type definitions, the interval domain is often sufficient.

\subsection*{6.5 Conclusion}

In this chapter, we presented an optimized implementation of our patch analysis for \(C\) programs, on top of the Mopsa platform. Starting from the implementation of Chapter 5, which reused Mopsa's cell based memory model directly, we proposed an extension of this memory model that allows sharing the representations of cells to represent equal-
ities symbolically. We implemented our new bi-cell based memory model on top of Mopsa, which resulted in an alternate analysis reusing most of that of Chapter 5, as MopsA allows plugging alternate memory domains in a modular way.

While the analysis of Chapter 5 required expressive numerical abstractions, our optimized memory domain allows successful analyses of multiple patches of real-world C programs using only non relational numerical domains, which improves scalability dramatically. This is in particular the case for patches of C data structures, where we want to verify the portability of the user program against changes of the offsets of scalar fields of C structs.

In Chapter 7, we will extend our memory model further, in order to enable the inference of another portability property: endian portability, i.e. portability against the order of bytes in the representation of scalars on the platform.

\section*{Chapter 7}

\section*{Endian portability analysis}

Previous chapters have presented patch analyses of \(\mathrm{NIMP}_{2}\) and C programs, as well as a related portability analysis: robustness to variations of the memory layout of C programs (offsets of fields in C structures). Along the way, we have defined the elementary components of such analyses. Chapter 4 proposes an algorithm for constructing a double program from a pair of program versions. Chapter 3 defines a concrete collecting semantics for double programs, and tailors an abstract semantics allowing for efficient patch analysis of numerical programs. Chapter 5 lifts this abstraction to the precise analysis of double C programs, leveraging a memory model for low-level C. Chapter 6 optimizes the memory model to enable scalable analyses of some patches of low-level C programs, among which patches changing the memory layout in data structures.

In this chapter, we leverage the results of all previous chapters to define a new portability analysis, coined endian portability analysis. Our analysis can infer that a given program, or two syntactically close versions thereof, compute the same outputs when run with the same inputs on platforms with different byte-orders, a.k.a. endiannesses. We target low-level C programs that abuse C pointers and unions, hence rely on implementation-specific behaviors undefined in the C standard [91].

\subsection*{7.1 Introduction}

There is no consensus on the representation of a multi-byte scalar value in computer memory [43]. Some systems store the least-significant byte at the lowest address, while others do the opposite. The former are called little-endian, the latter big-endian. Such systems include processor architectures, network protocols and data storage formats. For instance, Intel processors are little-endian, while internet protocols and some legacy and embedded processors are big-endian (e.g. SPARC and PowerPC). As a consequence, programs relying on assumptions on the encoding of scalar types may exhibit different behaviors when run on platforms with different byte-orders, a.k.a. endiannesses. The case occurs typically with low-level C software, such as device drivers or embedded software. Indeed, the C standard [91] leaves the encoding of scalar types partly unspecified. The precise representation of types is standardized in implementation-specific
```

    read_from_network((uint8_t *)&x, sizeof(x));
    
# if __BYTE_ORDER == __LITTLE_ENDIAN

    uint8_t *px = (uint8_t *)&x, *py = (uint8_t *)&y;
    for (int i=0; i<sizeof(x); i++) py[i] = px[sizeof(x)-i-1];
    
# else

    y = x;
    
# endif

    assert_sync(y);
    ```

Figure 7.1: Reading input in network byte-order (Example 40)

Application Binary Interfaces (ABI), such as [11], to ensure the interoperability of compiled programs, libraries, and operating systems. Although it is possible to write fully portable, ABI-neutral C code, the vast majority of C programs rely on assumptions on the ABI of the platform, such as endianness. Therefore, the typical approach used, when porting a low-level C program to a new platform with opposite endianness, is to eliminate most of the byte-order-dependent code, and to wrap the remainder, if any, in conditional inclusion directives. The result is a pair of syntactically close endian-specific variants of the same program. A desirable property, which we call endian portability, is that a program computes the same outputs when run with the same inputs on the littleand big-endian platforms. By extension, we also say that a program is endian portable if two endian-specific variants thereof compute the same outputs when run with the same inputs on their respective platforms. In this chapter, we describe a static analysis which aims at inferring the endian portability of large real-world low-level C programs.

\section*{Motivating example}

Example 40 (Reading input in network byte-order). Fig. 7.1 shows a snippet of code for reading network input. This snippet was previously introduced as Example 2 in Sec. 1.1.4. We study it in more detail in this chapter. Recall that the order of bytes in the representation of network data is standardized, platform-independent: it follows the big-endian byte-order. Assume variable x has some integer type, of arbitrary byte-size. The sequence of bytes read from the network is first stored into x. Assume variable y has the same type. \(x\) is then either copied, or byte-swapped into \(y\), depending on whether the endianness of the platform matches the (big-endian) network byte-order, or is the opposite endianness. Our analysis is able to infer that this snippet is endian portable, i.e. both endian-specific variants compute the same value for y , whatever the values of the bytes read from the network. This property is expressed by the assertion at line 8 .

Example 40 abuses pointers to bypass the \(C\) type system, a common practice in lowlevel programming known as type punning. Alternatively, some implementations rely on bitwise arithmetics. For instance, if \(x\) and \(y\) have type uint32_t, the little-endian case may be rewritten as \(((x \& 0 x f f 000000) \gg 24)|((x \& 0 x f f 0000) \gg 8)|((x \&\) \(0 x f f 00) \ll 8) \mid((x \& 0 x f f) \ll 24)\). Other implementations rely on compiler built-in
functions, or assembly code, possibly using dedicated processor instructions. Examples can be seen in the Linux implementations of the POSIX htons and htonl functions, converting values between host and network byte-order. Our analysis is able to analyze all the above C implementations successfully, as well as alternative implementations (with stubs for assembly code). In the rest of the chapter, unless otherwise stated, we will implicitly refer to a version of Example 40 where variables have type uint16_t for illustration purposes, although our method works for integers of arbitrary byte-size.

\section*{Approach}

Low-level C programs exhibit different semantics when run on platforms with different endiannesses. We thus model them as double programs. The little-endian program is the first (or left, or little-endian) version of the double program, while the big-endian program is the second (or right, or big-endian) version. Both versions may share the same source code, or present syntactic differences (if conditional inclusion is used). Recall that syntactic differences between program versions \(P_{1}\) and \(P_{2}\) may be distinct from semantic differences. Syntactically different statements may exhibit the same semantics in \(P_{1}\) and \(P_{2}\), like in Example 40, while syntactically equal statements may exhibit different semantics, like with the C statement \(*((\operatorname{char} *) \& x)=1\) when integer variable x is such that sizeof \((\mathrm{x})>1\). Our approach to endian portability is to devise a joint, whole-program static analysis of a double program able to infer equivalences between the input-output relations of its versions. To this aim, we define a memory model able to represent a joint abstraction of their memories. We first parameterize the memory domain for low-level C programs presented in Sec. 5.2 .4 with an explicit endianness parameter. Then, we lift it to double programs, and tailor it to infer, and represent symbolically, relevant equalities between little- and big-endian memories. We do this by adapting the construction of the bi-cell based memory model of Chapter 6 to represent equalitites modulo byte-swapping. We additionally rely on a dedicated numerical domain based on symbolic predicates, to infer complementarity relations between individual bytes of program variables, such as those established by bitwise arithmetic operations. We validate our approach by analyzing large industrial low-level embedded C programs designed to be endian portable.

\section*{Related work}

Several approaches to endian portability are developed in the literature. [146] relies on a source-to-source translation, which is only sound with respect to annotations provided by the programmer, whereas we require no annotations. [31] extends a compiler to generate code that executes with the opposite byte order semantics as the underlying architecture, at the cost of a performance penalty. Annotations are also required for soundness in some cases. [101] relies on dynamic analysis, which can find portability errors, but cannot prove endian portability formally, unlike our method. The Sparse [33] static analysis tool used by Linux kernel developers relies on pervasive type annotations to detect endiannesses issues, but comes with no formal guarantee.

To our knowledge, no prior work uses sound static analysis to infer endian portability. Neither are we aware of prior work leveraging patch analysis techniques to address portability properties. From the perspective of this thesis, patch analysis is viewed as a particular case of portability analysis, where program versions run in the same environments. Nonetheless, our approach leverages prior work. We build on a memory abstract domain [127],[131, Sect. 5.2] developed for run-time error analysis of low-level C programs able to expose endian-dependent behaviors, and on double program semantics developed for patch analysis [65,66]. Our symbolic predicate domain is based on previous work on predicate domains [130], and symbolic constant propagation [129]. Our domain is also reminiscent of the Slice domain introduced in \([37,36]\) for another purpose, and implemented differently.

\section*{Outline of the chapter}

The rest of the chapter is organized as follows. Sec. 7.2 parameterizes the concrete semantics of low-level C programs with an explicit endianness parameter. Sec. 7.3 describes the memory abstraction. Sec. 7.4 describes the numerical abstraction and introduces a novel numerical domain. Sec. 7.5 presents our prototype implementation on top of Mopsa. Sec. 7.6 presents experimental results. Sec. 7.7 concludes.

\subsection*{7.2 Concrete semantics}

Syntactically identical programs running on platforms with different endiannesses may exhibit different semantics. Recall Example 3 from Sec. 1.1.4. Assuming a 32-bit Application Binary Interface (ABI) with System V alignments, the statement p [4]=1 assigns different values to field s.x, depending on the endianness of the platform. The value is 1 on a little-endian platform, and \(2^{24}\) on a big-endian one (see Fig. 5.5).

In this section, we define a joint semantics for two versions of a \(C\) program, running on platforms with different endiannesses. We start by parameterizing the simple program semantics with an explicit endianness parameter. Then, we define a double program semantics able to express jointly the behaviors of the little-endian and the big-endian versions of a \(C\) program.

\subsection*{7.2.1 Semantics of simple endian-aware low-level C programs}

The semantics of simple low-level C programs is parameterized by an Application Binary Interface (ABI). In Sec. 5.2.3, we formalized a semantics for low-level simple C programs, assuming a 32 -bit little-endian System V ABI. In this chapter, we assume program versions \(P_{1}\) and \(P_{2}\) run on platforms with opposite endiannesses. As in Sec. 5.3.2, C structs may additionally exhibit different layouts (offset of fields). Besides endianness and layout, the platforms share the same 32-bit ABI.

Let \(\mathcal{A} \triangleq\{\mathcal{L}, \mathcal{B}\}\) denote the possible endiannesses (little- and big-endian). The sizes of types, in contrast, are the same for both program versions. As in Sec. 5.3.2, we thus assume a unique function sizeof \(\in\) type \(\rightarrow \mathbb{N}\) given, which provides these sizes (in bytes).
\[
\begin{gathered}
\mathbb{E} \llbracket *_{\tau} e \rrbracket_{\alpha} \mu \triangleq \quad\left\{v \mid\langle V, o\rangle \in \mathbb{E} \llbracket e \rrbracket_{\alpha} \mu \wedge 0 \leq o \leq \operatorname{sizeof}(V)-\operatorname{sizeof}(\tau)\right. \\
\left.\wedge v \in \operatorname{dec}_{\tau, \alpha}(\mu\langle V, o\rangle, \ldots, \mu\langle V, o+\operatorname{sizeof}(\tau)-1\rangle)\right\} \\
\mathbb{S} \llbracket *_{\tau} e_{1} \leftarrow e_{2} \rrbracket_{\alpha} M \triangleq \\
\cup_{\mu \in M}\left\{\mu\left[\forall i<\operatorname{sizeof}(\tau):\langle V, o+i\rangle \mapsto b_{i}\right] \mid\langle V, o\rangle \in \mathbb{E} \llbracket e_{1} \rrbracket_{\alpha} \mu\right. \\
\left.\wedge 0 \leq o \leq \operatorname{sizeof}(V)-\operatorname{sizeof}(\tau) \wedge\left(b_{0}, \ldots, b_{\text {sizeof }(\tau)-1}\right) \in \operatorname{benc}_{\tau, \alpha}\left(\mathbb{E} \llbracket e_{2} \rrbracket_{\alpha} \mu\right)\right\}
\end{gathered}
\]

Figure 7.2: Concrete endian-aware semantics of memory reads and writes with endianness \(\alpha\).

We also reuse notations from Sec. 5.2.3 for the semantics of simple \(C\) programs, namely the sets of:
- pointer values \(\mathcal{P} t r=\mathcal{V} \times \mathbb{Z} \cup\{\) NULL, invalid \(\} ;\)
- pointers to addressable memory bytes \(\mathcal{A} d d r \subseteq \mathcal{P} t r ;\)
- numeric byte values and symbolic pointer bytes \(\mathbb{B}=[0,255] \cup(\mathcal{P} \operatorname{tr} \times \mathbb{N})\);
- scalar values \(\mathbb{V}=\mathbb{Z} \cup \mathcal{P}\) tr.

The definition of the most concrete endian-aware semantics requires a family of representation functions benc \(_{\tau, \alpha} \in \mathbb{V} \rightarrow \mathcal{P}\left(\mathbb{B}^{*}\right)\), that convert a scalar value of given type \(\tau \in\) scalar-type and endianness \(\alpha \in \mathcal{A}\) into a sequence of \(\operatorname{sizeof}(\tau)\) byte values. We denote as \(b d e c_{\tau, \alpha} \in \mathbb{B}^{*} \rightarrow \mathcal{P}(\mathbb{V})\) the reverse conversion. These conversion functions are parametrized by the type and the endianness, which define the binary representation of scalars. They reflect the endianness-dependent ordering of bytes in integers. For instance, benc \(_{\text {unsigned int } \mathcal{L}(1)}=\{(1,0,0,0)\}\) and \(^{\text {dec }} \mathbf{u n s i g n e d ~ s h o r t ~}, \mathcal{B}(0,1)=\{1\}\) on a 32 -bit platform. In contrast, the memory representation \(b=(\langle p, 0\rangle,\langle p, 1\rangle,\langle p, 2\rangle,\langle p, 3\rangle)\) of pointers \(p\) is kept symbolic: \(b e n c_{\mathbf{p t r}, \mathcal{B}}(p)=b e n c_{\mathbf{p t r}, \mathcal{L}}(p)=\{b\}\) and \(b d e c_{\mathbf{p t r}, \mathcal{B}}(b)=\) \(b d e c_{\mathbf{p t r}, \mathcal{L}}(b)=\{p\}\). The \(b e n c_{\tau}\) and \(b d e c_{\tau}\) functions introduced in Sec. 5.2.3 are the littleendian versions \(b e n c_{\tau, \mathcal{L}}\) and \(b d e c_{\tau, \mathcal{L}}\) of these representation functions. They are presented in full detail in [131, Sec. 5.2]. The big-endian versions benc \(_{\tau, \mathcal{B}}\) and \(b d e c_{\tau, \mathcal{B}}\) are the same, up to the order of bytes in the representation of integers: \(\operatorname{benc}_{\tau, \mathcal{B}}(v)=\{b \operatorname{swap}(b) \mid b \in\) benc \(\left._{\tau, \mathcal{L}}(v)\right\}\) and \(\operatorname{bdec}_{\tau, \mathcal{B}}=\) bdec \(_{\tau, \mathcal{L}} \circ\) bswap if \(\tau \neq \mathbf{p t r}\), with the byte-swapping function bswap \(\in \mathbb{B}^{*} \rightarrow \mathbb{B}^{*}\) defined as \(\operatorname{bswap}\left(b_{0}, \ldots, b_{n-1}\right)=\left(b_{n-1}, \ldots, b_{0}\right)\). In contrast, we keep the same symbolic representation of pointers for big-endian: benc \(c_{\mathbf{p t r}, \mathcal{B}}=b e n c_{\mathbf{p t r}, \mathcal{L}}\) and \(b d e c_{\mathbf{p t r}, \mathcal{B}}=b d e c_{\mathbf{p t r}, \mathcal{L}}\). Reflecting byte-swaps in the machine representation of pointers is indeed irrelevant here, as our memory model does not allow extracting numeric bytes from pointer values.

Remark 34 (Endian-neutrality of single-byte values). The endianness encoding \(\alpha \in \mathcal{A}\) only affects the representation of multibyte scalar values. Indeed, benc \(c_{\tau, \mathcal{B}}=\) benc \(_{\tau, \mathcal{L}}\) and \(b \operatorname{dec}_{\tau, \mathcal{B}}=\operatorname{bdec}_{\tau, \mathcal{L}}\) if \(\operatorname{sizeof}(\tau)=1\).

Concrete byte-level memory states are elements of \(\mathcal{M} \triangleq \mathcal{A} d d r \rightarrow \mathbb{B}\). The semantics \(\mathbb{E} \llbracket \operatorname{expr} \rrbracket \in \mathcal{A} \rightarrow \mathcal{E} \rightarrow \mathcal{P}(\mathbb{V})\) and \(\mathbb{S} \llbracket\) stat \(\rrbracket \in \mathcal{A} \rightarrow \mathcal{P}(\mathcal{E}) \rightarrow \mathcal{P}(\mathcal{E})\) for simple expressions and statements is defined by standard induction on the syntax. We therefore only show, on Fig. 7.2 , the semantics \(\mathbb{E} \llbracket *_{\tau} e \rrbracket_{\alpha}\) and \(\mathbb{S} \llbracket *_{\tau} e_{1} \leftarrow e_{2} \rrbracket_{\alpha}\) for memory reads and writes, given endianness \(\alpha \in \mathcal{A}\). Bytes are fetched and decoded with \(_{\text {dec }}^{\tau, \alpha}\) when reading from
memory in expression \(*_{\tau} e\), while values computed by expression \(e_{2}\) are encoded into bytes with benc \(c_{\tau, \alpha}\) when writing to memory in assignment \(*_{\tau} e_{1} \leftarrow e_{2}\).

\subsection*{7.2.2 Endian-aware cell-based memory model}

The most concrete endian-aware semantics is not suitable for numerical abstraction, as it would require expressive domains. As in Sec. 5.2.4, we rely instead on a more abstract semantics, based on an extension of the Cells memory model.

\section*{Endian-aware memory abstraction}

We first extend the definition of cells to take endianness encoding into account. Let Cell \(\subseteq \mathcal{V} \times \mathbb{N} \times\) scalar-type \(\times \mathcal{A}\) denote the finite set of possible endian-aware scalar dereferences. Each cell \(\langle V, o, \tau, \varepsilon\rangle \in \mathcal{C e l l}\) is denoted as a variable \(V\), an offset \(o\), and information specifying the encoding of values: a scalar type \(\tau\) and endianness \(\varepsilon\) :
\[
\mathcal{C e l l} \triangleq\{\langle V, o, \tau, \varepsilon\rangle \mid V \in \mathcal{V}, \tau \in \operatorname{scalar-type}, 0 \leq o \leq \operatorname{sizeof}(\operatorname{typeof}(V))-\operatorname{sizeof}(\tau), \varepsilon \in \mathcal{A}\}
\]

All bytes in a cell are addressable by construction.
Remark 35 (Endian-neutrality of single-byte cells). Following Remark 34, the endianness encoding \(\varepsilon \in \mathcal{A}\) of a cell \(c=\langle V, o, \tau, \varepsilon\rangle\) is only meaningful if \(c\) is a multi-byte cell, i.e. \(\operatorname{sizeof}(\tau)>1\).

Domain. As in Sec. 5.2.4, we define an abstract memory state as a set of pairs consisting of a set of cells \(C \subseteq \mathcal{C}\) ell and a scalar environment over \(C\). The associated memory domain is:
\[
\mathcal{E} \triangleq \bigcup_{C \subseteq \text { Cell }}\{\langle C, \rho\rangle \mid \rho \in C \rightarrow \mathbb{V}\}
\]

A property \(X \in \mathcal{P}(\mathcal{E})\) represents the set of endian-aware byte-level memory states \(\gamma_{\text {Cell }}(X) \in \mathcal{P}(\mathcal{M})\) satisfying environment constraints over cells. The values of the bytes of these memories must satisfy all of the numerical constraints implied by any memory state:
\[
\gamma_{\text {cell }}(X) \triangleq\left\{\begin{array}{l|l}
\mu \in \mathcal{M} & \begin{array}{l}
\exists(C, \rho) \in X: \forall\langle V, o, \tau, \varepsilon\rangle \in C: \\
\exists\left(b_{0}, \ldots, b_{\text {sizeof }}(\tau)-1\right) \in \operatorname{benc}_{\tau, \varepsilon}(\rho\langle V, o, \tau, \varepsilon\rangle): \\
\\
\forall i<\operatorname{sizeof}(\tau): \mu\langle V, o+i\rangle=b_{i}
\end{array}
\end{array}\right\}
\]

As in Sec. 5.2.4, the lattice of properties \((\mathcal{P}(\mathcal{E}), \preccurlyeq, \cup)\) is equipped with partial order
\[
X \preccurlyeq X^{\prime} \stackrel{\Delta}{\Longleftrightarrow} \forall(C, \rho) \in X: \exists\left(C^{\prime}, \rho^{\prime}\right) \in X^{\prime}: C^{\prime} \subseteq C \wedge \rho^{\prime}=\rho_{\mid C^{\prime}}
\]
```

$\phi\langle V, o, t, \varepsilon\rangle(C) \triangleq$
$\langle\langle V, o, t, \varepsilon\rangle$ if $\langle V, o, t, \varepsilon\rangle \in C$
$\operatorname{wrap}\left(\left\langle V, o, t^{\prime}, \varepsilon\right\rangle\right.$, range $\left.(t)\right)$ else if $\left\langle V, o, t^{\prime}, \varepsilon\right\rangle \in C \wedge t, t^{\prime} \in \operatorname{int} t-t y p e \wedge \operatorname{sizeof}(t)=\operatorname{sizeof}\left(t^{\prime}\right)$
$\operatorname{byte}\left(\left\langle V, o-b, t^{\prime}, \varepsilon^{\prime}\right\rangle, w\left(\varepsilon^{\prime}, b, \operatorname{sizeof}\left(t^{\prime}\right)\right)\right)$
else if $\left\langle V, o-b, t^{\prime}, \varepsilon^{\prime}\right\rangle \in C \wedge t=\mathbf{u} \mathbf{8} \wedge t^{\prime} \in$ int-type $\wedge b<\operatorname{sizeof}\left(t^{\prime}\right)$
$\operatorname{wrap}\left(\sum_{i=0}^{\operatorname{sizeof}(t)-1} 2^{8 \times w(\varepsilon, i, s i z e o f(t))} \times\left\langle V, o+i, \mathbf{u 8}, \varepsilon_{i}\right\rangle\right.$, range $\left.(t)\right)$
else if $\forall i<\operatorname{sizeof}(t):\left\langle V, o+i, \mathbf{u} 8, \varepsilon_{i}\right\rangle \in C \wedge t \in$ int-type
range $(t) \quad$ else if $t \in$ scalar-type
invalid $\quad$ else if $t=\mathbf{p t r}$
where $w(\varepsilon, i, s)=\left\{\begin{aligned} i \quad \text { if } \varepsilon & =\mathcal{L} \\ s-i-1 & \text { if } \varepsilon\end{aligned}\right.$ and byte $(x, w)=\left\lfloor x / 2^{8 w}\right\rfloor \bmod 2^{8}$

```

Figure 7.3: Endian-aware generic cell synthesizing function.

Transfer functions: cell addition and removal. Removing any cell is always sound: it amounts to losing information. It is also possible to add new cells, provided the values assigned to them are consistent with those of existing overlapping cells. As in Sec. 5.2.4, this consistency is ensured by a value synthesize function \(\phi \in \mathcal{C}\) ell \(\rightarrow\) \(\mathcal{P}(\) Cell \() \rightarrow\) expr such that \(\phi(c)(C)\) returns a syntactic expression denoting (an abstraction of) the value of the cell \(c\) as a function of cells in \(C\).

An example implementation is proposed in Fig. 7.3. \(\phi\) is designed as an extension to multiple endianness encodings of the cell synthesize function originally proposed in [131, sec. 5.2], and shown on Fig. 5.8 of Sec. 5.2.4. The two implementations of \(\phi\) are identical, up to the endiannesss encoding \(\varepsilon \in \mathcal{A}\) used to compute the weights \(w(\varepsilon, i, \operatorname{sizeof}(t))\) of bytes at offsets \(i<\operatorname{sizeof}(t)\) in the value of a cell of type \(t\). Recall from Sec. 5.2.4 that
- function \(w \in\{\mathcal{L}, \mathcal{B}\} \times \mathbb{N}^{2} \rightarrow \mathbb{N}\) models the endianness-dependent weights of bytes in integers: \(w(\mathcal{L}, i, s)=i\) for little-endian encoding, and \(w(\mathcal{B}, i, s)=s-i-1\) for big-endian encoding;
- byte \((x, w)\) models the value of the byte of weight \(2^{8 w}\) in an unsigned integer \(x\). The original cell synthesize function from Sec. 5.2.4 only considered a little-endian ABI. It thus always used little-endian encoding \(\alpha=\mathcal{L}\). In contrast, the endian-aware \(\phi\) shown on Fig. 7.3. uses the endianness encoding \(\varepsilon\) of a given cell \(\langle V, o, t, \varepsilon\rangle\) to compute the weights \(w(\varepsilon, i, \operatorname{sizeof}(t))\) of bytes at offsets \(i<\operatorname{sizeof}(t)\) in the value of \(\langle V, o, t, \varepsilon\rangle\).

Cell addition, add-cell \(\in \operatorname{Cell} \rightarrow \mathcal{P}(\mathcal{E}) \rightarrow \mathcal{P}(\mathcal{E})\), then simply adds the cell and initializes its value using the \(\phi\) function, as in Sec. 5.2.4.

Remark 36 (Alternate sound definitions of \(\phi\) ). Multiple definitions can be proposed for \(\phi\), provided add-cell soundly over-approximates the identity. For instance, an integer cell could be synthesized from an existing integer cell of the same size, but opposite endianness encoding, using a byte-swap expression. We use the definition shown on Fig. 7.3 because is the simplest that enables successful analyses of examples of interest.

Transfer functions: expressions and statements. Simple programs have concrete states in \(\mathcal{E}\), and their semantics is parameterized by the endianness \(\alpha \in \mathcal{A}\) of the platform. Thus \(\mathbb{E} \llbracket\) expr \(\rrbracket \in \mathcal{A} \rightarrow \mathcal{E} \rightarrow \mathcal{P}(\mathbb{V})\), and \(\mathbb{S} \llbracket\) stat \(\rrbracket \in \mathcal{A} \rightarrow \mathcal{P}(\mathcal{E}) \rightarrow \mathcal{P}(\mathcal{E})\). Given a platform of fixed endianness \(\alpha \in \mathcal{A}\), the transfer functions \(\mathbb{E} \llbracket e \rrbracket_{\alpha}\) and \(\mathbb{S} \llbracket s \rrbracket_{\alpha}\) for simple \(\mathbb{C}\) programs are defined as in Sec. 5.2.4, up to the fact that all cells are synthesized with the native encoding \(\alpha\) of the platform.

Remark 37 (Encoding of cells versus native endianness of the platform). With this setting, all cells of a simple program share the same endianness \(\varepsilon=\alpha\), where \(\alpha\) is the native endianness of the platform. A natural extension is to support C programs computing with data encoded with multiple byte-orders. Such variables are typically introduced using non-portable C extensions for specifying a fixed, platform-independent storage order. For instance, GCC supports \#pragma scalar_storage_order <e>, such that <e> is default, little-endian or big-endian. This scheme assigns a byte-order \(\varepsilon \in \mathcal{V} \rightarrow \mathcal{A}\) to every program variable, using the native endianness \(\alpha\) of the platform as the default value. In that case, transfer function use the specified endiannesses to synthesize cells \(\langle V, o, t, \varepsilon(V)\rangle\).

\subsection*{7.2.3 Semantics of endian-diverse double C programs}

We now lift the simple endian-aware program semantics \(\mathbb{S}\) to the double program semantics \(\mathbb{D}\). Let \(P\) be a double \(C\) program, and \(k \in\{1,2\}\). As in Sec. 5.3.2, the simple program version \(P_{k}=\pi_{k}(P)\) has variables in \(\mathcal{V}_{k}\), cells in \(\mathcal{C e l l}_{k}\), and concrete states in \(\mathcal{E}_{k}\). As described in Sec. 7.2.2, the semantics of \(P_{k}\) is parameterized by its endianness \(\alpha_{k} \in \mathcal{A}: \mathbb{S}_{k} \llbracket s \rrbracket=\mathbb{S} \llbracket s \rrbracket \alpha_{k}\). In Chapter 6 , we have presented an analysis for one endian-homogenous case, where both program versions run on a little-endian platform: \(\alpha_{1}=\alpha_{2}=\mathcal{L}\). Our implementation also supports the other endian-homogenous case, where both program versions run on a big-endian platform: \(\alpha_{1}=\alpha_{2}=\mathcal{B}\). This analysis could be formalized in the same way as the little-endian case. In this chapter, we are interested in heterogeneous endian-diverse cases, where program versions run on platforms with opposite endiannesses: \(\alpha_{1} \neq \alpha_{2}\). We assume, without loss of generality, that \(P_{1}\) is the little-endian version, and \(P_{2}\) the big-endian one, i.e. \(\alpha_{1}=\mathcal{L}\) and \(\alpha_{2}=\mathcal{B}\). We also identify the program version number \(k \in\{1,2\}\) with its endianness \(\alpha_{k} \in\{\mathcal{L}, \mathcal{B}\}\) to simplify notations. For instance, \(P_{\mathcal{L}}=\pi_{\mathcal{L}}(P)\) denotes the first, or left, or little-endian version of \(P\), with states in \(\mathcal{E}_{\mathcal{L}}\), and semantics \(\mathbb{S}_{\mathcal{L}}\), while \(P_{\mathcal{B}}=\pi_{\mathcal{B}}(P)\) denotes the second, or right, or big-endian version of \(P\), with states in \(\mathcal{E}_{\mathcal{B}}\) and semantics \(\mathbb{S}_{\mathcal{B}}\). With these notations, the double program \(P\) has concrete states in \(\mathcal{D} \triangleq \mathcal{E}_{\mathcal{L}} \times \mathcal{E}_{\mathcal{B}}\). \(\mathbb{D} \llbracket s \rrbracket \in \mathcal{P}(\mathcal{D}) \rightarrow \mathcal{P}(\mathcal{D})\) describes the relation between input and output states of \(s\), which are pairs of states of simple programs. The definition for \(\mathbb{D} \llbracket s \rrbracket\) is shown on Fig. 7.4. It is the same as that of Fig. 5.12 of Sec. 5.3 .2 , up to the straightforward replacement of 1 with \(\mathcal{L}\) and 2 with \(\mathcal{B}\). As in Fig. 5.12 of Sec. 5.3.2, the semantics of input_sync and assert_sync requires program versions to execute I/Os in lockstep. The semantics \(\mathbb{D} \llbracket s_{\mathcal{L}} \| s_{\mathcal{B}} \rrbracket\) for the composition of two syntactically different statements is thus only valid if neither \(s_{\mathcal{L}}\) nor \(s_{\mathcal{B}}\) reads input or writes output. In this case, \(\mathbb{D} \llbracket s_{\mathcal{L}} \| s_{\mathcal{B}} \rrbracket\)
```

$\mathbb{\mathbb { } \llbracket d \text { stat } \rrbracket \in \mathcal { P } ( \mathcal { D } ) \rightarrow \mathcal { P } ( \mathcal { D } )}$

```


Figure 7.4: Denotational semantics of endian-diverse double \(C\) programs.
reverts to the pairing of the simple program semantics of individual simple statements \(s_{\mathcal{L}}\) and \(s_{\mathcal{B}}\), executed with the endiannesses of their respective platforms. Note that \(\mathbb{D} \llbracket s_{\mathcal{L}} \| s_{\mathcal{B}} \rrbracket=\mathbb{D} \llbracket\) skip \(\left\|s_{\mathcal{B}} \rrbracket \circ \mathbb{D} \llbracket s_{\mathcal{L}}\right\|\) skip \(\rrbracket\). The semantics of other statements is the same as in Sec. 5.3.2.

\subsection*{7.2.4 Endian portability property of interest}

We wish to prove the functional equivalence between the little-endian (left) and bigendian (right) versions of a given double program \(P \in d s t a t\), restricted to a set of distinguished outputs, specified by assert_sync \((l)\) statements.

For instance, consider the program for Example 40, shown in Fig. 7.1. We show in Fig. 7.5 the cells synthesized at the end of the program. Let \(x_{\alpha} \triangleq\langle\mathbf{x}, 0, \mathbf{u 1 6}, \alpha\rangle\) denote 2 -byte cells for x , encoded with the native endianness in Program \(\alpha \in\{\mathcal{L}, \mathcal{B}\}\). 1-byte cells are denoted as \(x_{\alpha}^{o} \triangleq\langle\mathbf{x}, o, \mathbf{u 8}, \alpha\rangle\) where \(o \in\{0,1\}\). The cells for y are defined in a similar way. Both program versions first call the read_from_network function, which reads a stream of bytes from an external source, and writes it into a buffer. The same stream is read by both program versions. A stub for read_from_network is shown in Fig. 7.6. After completion of the call, we have \(x_{\mathcal{L}}^{0}=b_{0}=x_{\mathcal{B}}^{0}\) and \(x_{\mathcal{L}}^{1}=b_{1}=x_{\mathcal{B}}^{1}\), where \(b_{0}\)


Figure 7.5: Memory cells of Example 40: \(\square=b_{0}, \square=b_{1}, \square=b_{0} \times 2^{8}+b_{1}\).
```

void read_from_network(u8 buf[], u32 size) {
for (int i=0; i<size; i++) {
buf[i] = input_sync(0,255);
}
}

```

Figure 7.6: Stub for the read_from_network function.
and \(b_{1}\) are the values of the first and second bytes read from the network, respectively. Then, Program \(P_{\mathcal{L}}\) swaps the bytes of x into those of \(\mathrm{y}: x_{\mathcal{L}}^{0}=y_{\mathcal{L}}^{1}\) and \(x_{\mathcal{L}}^{1}=y_{\mathcal{L}}^{0}\). Program \(P_{\mathcal{B}}\), in contrast, assigns x to y . x is thus read as a 2 -byte cell, while only 1 -byte cells are present. Therefore, the endian-aware cell-based memory domain introduced in Sec. 7.2.2 synthesizes \(x_{\mathcal{B}}\) by adding the constraint \(x_{\mathcal{B}}=2^{8} x_{\mathcal{B}}^{0}+x_{\mathcal{B}}^{1}\), following the big-endian byteorder, before performing the assignment \(y_{\mathcal{B}} \leftarrow x_{\mathcal{B}}\). To sum up, we obtain the following constraints:
\[
\begin{equation*}
x_{\mathcal{L}}^{0}=x_{\mathcal{B}}^{0}=y_{\mathcal{L}}^{1} \quad x_{\mathcal{L}}^{1}=x_{\mathcal{B}}^{1}=y_{\mathcal{L}}^{0} \quad y_{\mathcal{B}}=x_{\mathcal{B}} \tag{7.1}
\end{equation*}
\]

In addition to the cell constraints on x and y :
\[
\begin{equation*}
x_{\mathcal{L}}=x_{\mathcal{L}}^{0}+2^{8} x_{\mathcal{L}}^{1} \quad y_{\mathcal{L}}=y_{\mathcal{L}}^{0}+2^{8} y_{\mathcal{L}}^{1} \quad x_{\mathcal{B}}=2^{8} x_{\mathcal{B}}^{0}+x_{\mathcal{B}}^{1} \quad y_{\mathcal{B}}=2^{8} y_{\mathcal{B}}^{0}+y_{\mathcal{B}}^{1} \tag{7.2}
\end{equation*}
\]

Formally, the set of reachable double program states defined by the semantics \(\mathbb{D}\) is:
\[
S=\left\{\left\langle\left\langle\left\{x_{\mathcal{L}}^{0}, x_{\mathcal{L}}^{1}, y_{\mathcal{L}}^{0}, y_{\mathcal{L}}^{1}, y_{\mathcal{L}}\right\}, \rho_{\mathcal{L}}^{\left(b_{0}, b_{1}\right)}\right\rangle,\left\langle\left\{x_{\mathcal{B}}^{0}, x_{\mathcal{B}}^{1}, x_{\mathcal{B}}, y_{\mathcal{B}}\right\}, \rho_{\mathcal{B}}^{\left(b_{0}, b_{1}\right)}\right\rangle\right\rangle \mid\left(b_{0}, b_{1}\right) \in[0,255]^{2}\right\}
\]
where:
\[
\begin{aligned}
\rho_{\mathcal{L}}^{\left(b_{0}, b_{1}\right)}: & x_{\mathcal{L}}^{0} \mapsto b_{0}, x_{\mathcal{L}}^{1} \mapsto b_{1}, y_{\mathcal{L}}^{0} \mapsto b_{1}, y_{\mathcal{L}}^{1} \mapsto b_{0}, & y_{\mathcal{L}} \mapsto 2^{8} b_{0}+b_{1} \\
\rho_{\mathcal{B}}\left(b_{0}, b_{1}\right) & x_{\mathcal{B}}^{0} \mapsto b_{0}, x_{\mathcal{B}}^{1} \mapsto b_{1}, & x_{\mathcal{B}} \mapsto 2^{8} b_{0}+b_{1}, y_{\mathcal{B}} \mapsto 2^{8} b_{0}+b_{1}
\end{aligned}
\]

The portability property of interest
\[
\mathbb{E} \llbracket y \rrbracket_{\mathcal{L}}\left\langle C_{\mathcal{L}}, \rho_{\mathcal{L}}^{\left(b_{0}, b_{1}\right)}\right\rangle=\mathbb{E} \llbracket y \rrbracket_{\mathcal{B}}\left\langle C_{\mathcal{B}}, \rho_{\mathcal{B}}^{\left(b_{0}, b_{1}\right)}\right\rangle=\left\{2^{8} b_{0}+b_{1}\right\}
\]
can thus be proved for every double program state of \(S\) and every pair of input bytes \(b_{0}\) and \(b_{1}\).

In practice, the goal of endian portability analysis is to infer \(y_{\mathcal{L}}=y_{\mathcal{B}}\) from the constraints 7.1 and 7.2. To do so, we want to leverage numerical domains to abstract the values of cells. However, such relational constraints over cells require an expressive domain, such as polyhedra or linear equalities, that can hamper the scalability of the analysis. In addition, we notice, as in Chapter 7, that we need to infer many equalities, most of which between the little-endian and big-endian versions of the same cells. This is no surprise as we expect most variables to hold equal values in the little- and big-endian memories most of the time, albeit with reversed byte-level representations. Rather than relying completely on the expressiveness of the underlying numerical domain, we optimize our memory model for this common case. To this aim, we reuse the concept of shared bi-cell introduced in Sec. 6.2.2, in order to represent cells equality symbolically.

\subsection*{7.3 Memory abstraction}

\subsection*{7.3.1 Domain}

As is Chapter 6, we optimize the memory model by sharing the representation of equal cells in the memory of different program versions. We only briefly sketch the formal construction, as it is the same as in Sec. 6.2, up to the extended format of cells (with explicit endianness encoding), and the renaming of \(P_{1}\) and \(P_{2}\) into \(P_{\mathcal{L}}\) and \(P_{\mathcal{B}}\), respectively.

As a first step, as in Sec. 6.2.1, we introduce the set of single cells
\[
\widetilde{\operatorname{Cell}} \triangleq \operatorname{Cell}_{\mathcal{L}} \uplus \operatorname{Cell}_{\mathcal{B}}=\left(\operatorname{Cell}_{\mathcal{L}} \times\{\mathcal{L}\}\right) \cup\left(\operatorname{Cell}_{\mathcal{B}} \times\{\mathcal{B}\}\right)
\]
to account for program versions \(P_{\mathcal{L}}\) and \(P_{\mathcal{B}} .\langle V, o, \tau, \varepsilon, \mathcal{L}\rangle \in \widetilde{\mathcal{C e l l}}\) denotes a cell \(\langle V, o, \tau, \varepsilon\rangle\) in the memory of \(P_{\mathcal{L}}\), while \(\langle c, \mathcal{B}\rangle \in \widetilde{\mathcal{C e l l}}\) denotes a cell \(\langle V, o, \tau, \varepsilon\rangle\) in the memory of \(P_{\mathcal{B}}\).

Remark 38 (Endianness of a cell versus endianness of a platform). The endian encoding \(\varepsilon\) of a single cell \(\langle V, o, \tau, \varepsilon, \alpha\rangle \in \widetilde{\mathcal{C e l l}}\) may be different from the native endianness \(\alpha\) of the platform. For instance, \(\langle V, 0, \mathbf{u 1 6}, \mathcal{L}, \mathcal{L}\rangle\) denotes a 2 -byte cell with native little-endian encoding in the memory of \(P_{\mathcal{L}}\), while \(\langle V, 0, \mathbf{u 1 6}, \mathcal{B}, \mathcal{L}\rangle\) denotes an overlapping cell encoded in big-endian in the same memory. In a consistent memory model, we should have \(\langle V, 0, \mathbf{u} 16, \mathcal{L}, \mathcal{L}\rangle \bmod 2^{8}=\left\lfloor\langle V, 0, \mathbf{u} 16, \mathcal{B}, \mathcal{L}\rangle / 2^{8}\right\rfloor\) and \(\left\lfloor\langle V, 0, \mathbf{u} 16, \mathcal{L}, \mathcal{L}\rangle / 2^{8}\right\rfloor=\langle V, 0, \mathbf{u} 16, \mathcal{B}, \mathcal{L}\rangle\) \(\bmod 2^{8}\). Cells with endianness opposite to that of the platform can be used to represent equalities modulo byte-swapping as simple equalities. In the case of Example 40, shown in Fig. 7.1, the \(P_{\mathcal{L}}\) could synthesize a cell with big-endian encoding \(x_{\mathcal{L}}^{\mathcal{L}}=\langle\mathrm{x}, 0, \mathbf{u} 16, \mathcal{B}, \mathcal{L}\rangle\), with the constraint \(x_{\mathcal{L}}^{\mathcal{B}}=x_{\mathcal{B}}\).

As a second step, as in Sec. 6.2.2, we introduce additional cells in the representation of states, in order to represent equalities between cells of \(P_{\mathcal{L}}\) and cells of \(P_{\mathcal{B}}\). We let Bicell \(\triangleq \widetilde{\text { Cell }} \cup(\widetilde{\text { Cell }} \times \widetilde{\text { Cell }})\) denote the set of bi-cells. A bi-cell is either a single cell in \(\widetilde{\text { Cell }}\), or a shared bi-cell in \(\widetilde{\text { Cell }} \times \widetilde{\text { Cell }}\), e.g. a pair of single cells assumed to hold equal value. Bi-cell sharing allows a single representation, in the memory environment, for two cells
from different program versions and holding equal values. For instance, in the context of Example 40, shown in Fig. 7.1, \(\left\langle y_{\mathcal{L}}, y_{\mathcal{B}}\right\rangle\) is a shared bi-cell expressing the equality \(y_{\mathcal{L}}=y_{\mathcal{B}}\), where \(y_{\mathcal{L}}\) and \(y_{\mathcal{B}}\) use the native endianness of their respective plateforms. \(\left\langle y_{\mathcal{L}}, y_{\mathcal{B}}\right\rangle\) represents the fact that \(P_{\mathcal{L}}\) and \(P_{\mathcal{B}}\) read the same value for variable y, using their respective native endiannesses. In contrast, \(\left\langle x_{\mathcal{L}}^{\mathcal{L}}, x_{\mathcal{B}}\right\rangle\) is a shared bi-cell expressing the equality \(x_{\mathcal{L}}^{\mathcal{B}}=x_{\mathcal{B}}\), where \(x_{\mathcal{L}}^{\mathcal{B}}=\langle\mathbf{x}, 0, \mathbf{u} \mathbf{1 6}, \mathcal{B}, \mathcal{L}\rangle\) is a cell of \(P_{\mathcal{L}}\) with opposite byteorder, while \(x_{\mathcal{B}}\) uses the native endianness of \(P_{\mathcal{B}} .\left\langle x_{\mathcal{L}}^{\mathcal{B}}, x_{\mathcal{B}}\right\rangle\) captures the fact that variable x contains a big-endian number in both program versions, which is stems from the fact that x is read from the network (as the standard network byte-order is big-endian). In particular, \(\left\langle x_{\mathcal{L}}^{\mathcal{L}}, x_{\mathcal{B}}\right\rangle\) expresses the fact that the memories for x are byte-wise equal in the little- and big-endian versions.

As a third step, as in Sec. 6.2.6, we unify sets of bi-cells. Our memory domain for endian-diverse double programs is thus a choice of a set of bi-cells \(C\) and a set of scalar environments on \(C\) :
\[
\mathcal{D}^{b} \triangleq \bigcup_{C \subseteq \mathcal{B i c e l l}}\{\langle C, R\rangle \mid R \in \mathcal{P}(C \rightarrow \mathbb{V})\}
\]

The domain \(\mathcal{D}^{b}\) is equipped with the partial order \(\preccurlyeq^{b}\) defined Fig. 5.9 of Sec. 5.2.4 in the context of simple \(C\) programs.
\[
\langle C, R\rangle \preccurlyeq^{b}\left\langle C^{\prime}, R^{\prime}\right\rangle \stackrel{\Delta}{\Longleftrightarrow} C^{\prime} \subseteq C \wedge\left\{\rho_{\mid C^{\prime}} \mid \rho \in R\right\} \subseteq R^{\prime}
\]

An abstract state represents a set of concrete byte-level memories. The formal construction from Sec. 6.2 ensures that the values of the bytes of these memories satisfy all the numerical constraints on bi-cells implied by the environments:
\(\gamma_{\mathcal{B i c e l l}}\langle C, R\rangle \triangleq\left\{\begin{array}{l|l}\left(\mu_{\mathcal{L}}, \mu_{\mathcal{B}}\right) \in \mathcal{M}_{\mathcal{L}} \times \mathcal{M}_{\mathcal{B}} & \begin{array}{l}\exists \rho \in R: \\ \forall c=\langle V, o, \tau, \varepsilon, \alpha\rangle \in \widetilde{\operatorname{Cell}}: \forall c^{\prime} \in \text { occ }(c, C): \\ \\ \exists\left(b_{0}, \ldots, b_{\text {sizeof }}(\tau)-1\right) \in \operatorname{benc}_{\tau, \varepsilon}\left(\rho\left(c^{\prime}\right)\right): \\ \forall i<\operatorname{sizeof}(\tau): \mu_{\alpha}\langle V, o+i\rangle=b_{i}\end{array}\end{array}\right\}\)
where occ \(\in \widetilde{\overline{\mathcal{C e l l}}} \times \mathcal{P}(\) Bicell \() \rightarrow \mathcal{P}(\mathcal{B i c e l l})\) records occurrences of a single cell among bi-cells, as in Sec. 6.2.3:
\[
o c c(c, C) \triangleq\left\{c^{\prime} \in C \mid c^{\prime}=c \vee \exists c^{\prime \prime}: c^{\prime}=\left\langle c, c^{\prime \prime}\right\rangle \vee c^{\prime}=\left\langle c^{\prime \prime}, c\right\rangle\right\}
\]

In Fig. 7.7, we depict the bi-cells obtained after analyzing the program shown in Example 40. We adapt notations from Fig. 7.5 of Sec. 7.2.4 to the bi-cell based memory domain: \(x_{\alpha} \triangleq\langle\mathrm{x}, 0, \mathbf{u 1 6}, \alpha, \alpha\rangle\) denotes 2 -byte cells for x , encoded with the native endianness in Program \(\alpha \in\{\mathcal{L}, \mathcal{B}\}\), while \(x_{\alpha}^{o} \triangleq\langle\mathrm{x}, o, \mathbf{u 8}, \alpha, \alpha\rangle\) denotes 1 -byte cells at offset \(o \in\{0,1\}\). The cells for y are defined in a similar way. For variable x , since read_from_network writes the same value to \(x_{\mathcal{L}}^{0}\) and \(x_{\mathcal{B}}^{0}\), we can synthesize the shared bicell \(\left\langle x_{\mathcal{L}}^{0}, x_{\mathcal{B}}^{0}\right\rangle\) to represent the equality \(x_{\mathcal{L}}^{0}=x_{\mathcal{B}}^{0}\). In a similar way, we synthesize the shared bi-cell \(\left\langle x_{\mathcal{L}}^{1}, x_{\mathcal{B}}^{1}\right\rangle\). Therefore, as opposed to the separate representation of the memories of Programs \(P_{\mathcal{L}}\) and \(P_{\mathcal{B}}\) in Fig. 7.5, the joint representation induced by bi-cell sharing


Figure 7.7: Bi-cells of Example 40.
allows reducing the burden on numerical domains, by embedding useful equalities. In the following, we describe more involved cell synthesis operations that allow us to realize \(\left\langle y_{\mathcal{L}}, y_{\mathcal{B}}\right\rangle\), and thus to infer that \(y_{\mathcal{L}}=y_{\mathcal{B}}\).

\subsection*{7.3.2 Bi-cell synthesis for double programs}

Bi-cell synthesis is indeed a cornerstone of our memory domain, as in Sec. 6.2.3. In order to read or write a scalar value to a given location of memory, we must create a suitable bi-cell, or retrieve an existing one from the environment. To guarantee the soundness of the analysis when adding a new bi-cell, it is necessary to ensure that values assigned to it are consistent with those of existing overlapping bi-cells. Our memory domain first attempts to synthesize shared bi-cells if an equality can be inferred from the environment, by pattern-matching. In case of failure, it safely defaults to a pair of single cells, the values of which are set according to those of existing overlapping bi-cells.

We have already used shared bi-cell synthesis implicitly on Fig. 7.7. When reading variable \(y\) at the end of Example 40 , the memory domain attempts to synthesize \(\left\langle y_{\mathcal{L}}, y_{\mathcal{B}}\right\rangle\), as a proof of \(y_{\mathcal{L}}=y_{\mathcal{B}}\). To this aim, it searches, among possible patterns, for an existing cell, equal to both \(y_{\mathcal{L}}\) and \(y_{\mathcal{B}} . x_{\mathcal{B}}\) is a candidate, assuming the equality \(x_{\mathcal{B}}=y_{\mathcal{B}}\) is recorded in (an abstraction of) the environment. Therefore, the domains looks for a proof that \(x_{\mathcal{B}}=y_{\mathcal{L}}\) holds too. To this aim, it looks for 1 -byte bi-cells inside \(y_{\mathcal{L}}\) and \(x_{\mathcal{B}}\), and finds the four blue and red bi-cells \(\left\langle x_{\mathcal{L}}^{0}, x_{\mathcal{B}}^{0}\right\rangle,\left\langle x_{\mathcal{L}}^{1}, x_{\mathcal{B}}^{1}\right\rangle, y_{\mathcal{L}}^{0}\), and \(y_{\mathcal{L}}^{1}\) from Fig. 7.7. As \(y_{\mathcal{L}}\) and \(x_{\mathcal{B}}\) have opposite endian encodings, it queries the environment for equalities \(y_{\mathcal{L}}^{0}=\left\langle x_{\mathcal{L}}^{1}, x_{\mathcal{B}}^{1}\right\rangle\) and \(y_{\mathcal{L}}^{1}=\left\langle x_{\mathcal{L}}^{0}, x_{\mathcal{B}}^{0}\right\rangle\). The success of the synthesis relies on pattern-matching, and three equalities which may be inferred by a numerical domain implementing simple symbolic propagation.

\section*{Shared bi-cell synthesis}

More generally, given \(\alpha \in \mathcal{A}\), let \(\operatorname{Cell}_{\alpha}^{-}\)denote the set of possible scalar dereferences in the memory of program version \(P_{\alpha}\) :
\[
\operatorname{Cell}_{\alpha}^{-} \triangleq\left\{\langle V, o, \tau\rangle \mid\langle V, o, \tau, \varepsilon\rangle \in \operatorname{Cell}_{\alpha}\right\}
\]

Consider a pair of scalar dereferences of the same type, coming from different program versions: \(c \in \mathcal{C}\) ell \({ }_{\mathcal{L}}^{-}\)from \(P_{\mathcal{L}}\) and \(c^{\prime} \in \mathcal{C e l l ~}_{\mathcal{B}}^{-}\)from \(P_{\mathcal{B}}\). We define the function
\[
\phi^{b}\left(c, c^{\prime}\right)\langle C, R\rangle \triangleq\left\{\begin{array}{cr}
\left\langle\langle c, \mathcal{L}, \mathcal{L}\rangle,\left\langle c^{\prime}, \mathcal{B}, \mathcal{B}\right\rangle\right\rangle & \text { if } \operatorname{equal}\left(\langle c, \mathcal{L}, \mathcal{L}\rangle,\left\langle c^{\prime}, \mathcal{B}, \mathcal{B}\right\rangle\right)\langle C, R\rangle \\
\left\langle\langle c, \mathcal{B}, \mathcal{L}\rangle,\left\langle c^{\prime}, \mathcal{B}, \mathcal{B}\right\rangle\right\rangle & \text { else if } \operatorname{equal}\left(\langle c, \mathcal{B}, \mathcal{L}\rangle,\left\langle c^{\prime}, \mathcal{B}, \mathcal{B}\right\rangle\right)\langle C, R\rangle \\
\left\langle\langle c, \mathcal{L}, \mathcal{L}\rangle,\left\langle c^{\prime}, \mathcal{L}, \mathcal{B}\right\rangle\right\rangle & \text { else if } \operatorname{equal}\left(\langle c, \mathcal{L}, \mathcal{L}\rangle,\left\langle c^{\prime}, \mathcal{L}, \mathcal{B}\right\rangle\right)\langle C, R\rangle \\
\top & \text { otherwise }
\end{array}\right.
\]

Figure 7.8: Shared bi-cell synthesizing function.
```

$\operatorname{equal}\left(\langle V, o, \tau, \varepsilon, \alpha\rangle,\left\langle V^{\prime}, o^{\prime}, \tau, \varepsilon^{\prime}, \alpha^{\prime}\right\rangle\right)\langle C, R\rangle \triangleq$
let $c=\langle V, o, \tau, \varepsilon, \alpha\rangle$ and $c^{\prime}=\left\langle V^{\prime}, o^{\prime}, \tau, \varepsilon^{\prime}, \alpha^{\prime}\right\rangle$ and $s=\operatorname{sizeof}(\tau)$ in
$\left\langle c, c^{\prime}\right\rangle \in C \vee\left\langle c^{\prime}, c\right\rangle \in C \vee$
$\left(\exists\left(x, x^{\prime}\right) \in \operatorname{occ}(c, C) \times \operatorname{occ}\left(c^{\prime}, C\right): \forall \rho \in R: \rho(x)=\rho\left(x^{\prime}\right)\right) \vee$
$\left(\forall 0 \leq w<s: \operatorname{equal}\left(\langle V, o+\operatorname{offset}(w, s, \varepsilon), \mathbf{u 8}, \varepsilon, \alpha\rangle,\left\langle V^{\prime}, o^{\prime}+\operatorname{off} s e t(w, s, \varepsilon), \mathbf{u 8}, \varepsilon^{\prime}, \alpha^{\prime}\right\rangle\right)\langle C, \rho\rangle\right) \vee$
$\left(\exists x \in \operatorname{flatten}(C) \backslash\left\{c, c^{\prime}\right\}: \operatorname{equal}(c, x)\langle C, R\rangle \wedge \operatorname{equal}\left(c^{\prime}, x\right)\langle C, R\rangle\right)$

```

Figure 7.9: Equality test between single cells.
\(\phi^{b} \in \operatorname{Cell}_{\mathcal{L}}^{-} \times\)Cell \(_{\mathcal{B}}^{-} \rightarrow \mathcal{D}^{b} \rightarrow \mathcal{B}\) icell \(\cup\{\top\}\) to formalize the patterns matched when attempting to synthesize a shared bi-cell for such a pair of dereferences. An implementation is proposed in Fig. 7.8. Firstly, \(\phi^{b}\) returns a shared bi-cell with the endian encodings of the hosts \(\left\langle\langle c, \mathcal{L}, \mathcal{L}\rangle,\left\langle c^{\prime}, \mathcal{B}, \mathcal{B}\right\rangle\right\rangle\) if \(\langle c, \mathcal{L}, \mathcal{L}\rangle=\left\langle c^{\prime}, \mathcal{B}, \mathcal{B}\right\rangle\) may be inferred from the environment. For instance, the shared bi-cell \(\left\langle y_{\mathcal{L}}, y_{\mathcal{B}}\right\rangle\) of Fig. 7.7 is such a host bicell, with \(c=c^{\prime}=\langle\mathrm{y}, 0, \mathbf{u 1 6}\rangle\). Otherwise, \(\phi^{b}\) returns a shared bi-cell with big-endian encoding \(\left\langle\langle c, \mathcal{B}, \mathcal{L}\rangle,\left\langle c^{\prime}, \mathcal{B}, \mathcal{B}\right\rangle\right\rangle\) if \(\langle c, \mathcal{B}, \mathcal{L}\rangle=\left\langle c^{\prime}, \mathcal{B}, \mathcal{B}\right\rangle\) holds. For instance, such a shared big-endian bi-cell will be synthesized, with \(c=c^{\prime}=\langle\mathrm{x}, 0, \mathbf{u 1 6}\rangle\), if variable x is read after the end of Example 40. This synthesis is consistent with the fact that x is indeed encoded in network byte-order in Example 40. Otherwise, \(\phi^{\text {b }}\) returns a shared bi-cell with little-endian encoding \(\left\langle\langle c, \mathcal{L}, \mathcal{L}\rangle,\left\langle c^{\prime}, \mathcal{L}, \mathcal{B}\right\rangle\right\rangle\) if \(\langle c, \mathcal{L}, \mathcal{L}\rangle=\left\langle c^{\prime}, \mathcal{L}, \mathcal{B}\right\rangle\) holds. Finally, if all fails, \(\phi^{b}\) returns an error T .
\(\phi^{b}\) relies on the predicate equal to compare two single cells of the same type, with specified endianness encodings. An implementation is shown on Fig. 7.9. equal returns true when compared cells are part of a shared bi-cell, or when equality is ensured by the environment. Otherwise, equal uses the function offset \(\in \mathbb{N} \times \mathbb{N} \times \mathcal{A} \rightarrow \mathbb{N}\) to compare individual 1-byte bi-cells of the same weights at endianness-dependent offsets. \(\operatorname{offset}(w, s, \varepsilon)\) models the offset of the byte of weight \(2^{8 w}\) in an unsigned integer of size \(s\) and endianness \(\varepsilon\) : \(\operatorname{offset}(w, s, \mathcal{L}) \triangleq w\), and \(\operatorname{offset}(w, s, \mathcal{B}) \triangleq s-w-1\). Otherwise, equal searches for candidate single cells in the environment, equal to both \(c\) and \(c^{\prime}\). As in Sec. 6.2.3, we denote the set of single cells in the environment as
\[
\text { flatten }(C) \triangleq\left\{c \in \widetilde{\text { Cell }} \mid c \in C \vee \exists c^{\prime} \in C:\left\langle c, c^{\prime}\right\rangle \in C \vee\left\langle c^{\prime}, c\right\rangle \in C\right\}
\]
equal returns true in case of success, false otherwise.
```

$a d d-\operatorname{cell}^{b}\left(c, c^{\prime}\right)\langle C, R\rangle \triangleq$
if $\phi^{b}\left(c, c^{\prime}\right)\langle C, R\rangle=\left\langle x_{\mathcal{L}}, x_{\mathcal{B}}\right\rangle$ then
$\left\langle C \cup\left\{\left\langle x_{\mathcal{L}}, x_{\mathcal{B}}\right\rangle\right\},\left\{\rho\left[\left\langle x_{\mathcal{L}}, x_{\mathcal{B}}\right\rangle \mapsto v\right] \mid \rho \in R, v \in \mathbb{E}_{\mathcal{L}} \llbracket \phi_{\mathcal{L}}\left(x_{\mathcal{L}}\right)(C) \rrbracket \rho\right\}\right\rangle$
else
$\left\langle C \cup\left\{c_{\mathcal{L}}, c_{\mathcal{B}}\right\},\left\{\rho\left[\forall \alpha: c_{\alpha} \mapsto v_{\alpha}\right] \mid \rho \in R, \forall \alpha: v_{\alpha} \in \mathbb{E}_{\alpha} \llbracket \phi_{\alpha}\left(c_{\alpha}\right)(C) \rrbracket \rho\right\}\right\rangle$

```
where \(c_{\mathcal{L}}=\langle c, \mathcal{L}, \mathcal{L}\rangle\) and \(c_{\mathcal{B}}=\left\langle c^{\prime}, \mathcal{B}, \mathcal{B}\right\rangle\)

Figure 7.10: Bi-cell addition.

\section*{Single cell synthesis}

If all attempts to synthesize a shared bi-cell for the scalar dereferences \(c\) and \(c^{\prime}\) fail, our memory domain synthesizes the pair of single cells \(\langle c, \mathcal{L}, \mathcal{L}\rangle\) and \(\left\langle c^{\prime}, \mathcal{B}, \mathcal{B}\right\rangle\) instead. These bi-cells use the native endianness encoding of their respective host. To set their values soundly, it calls \(\phi_{\mathcal{L}}\langle c, \mathcal{L}, \mathcal{L}\rangle(C)\) and \(\phi_{\mathcal{B}}\left\langle c^{\prime}, \mathcal{B}, \mathcal{B}\right\rangle(C)\), where \(\phi_{\alpha}\langle V, o, \tau, \varepsilon, \alpha\rangle(C)\) returns a syntactic expression denoting (an abstraction of) the value of \(\langle V, o, \tau, \varepsilon, \alpha\rangle\) as a function of bi-cells existing in \(C\). For instance, \(\phi_{\mathcal{L}}\langle y, 0, \mathbf{u 1 6}, \mathcal{B}, \mathcal{L}\rangle(C)=2^{8} y_{\mathcal{L}}^{0}+y_{\mathcal{L}}^{1}\) at the end of Example 40 (see Fig. 7.7). Functions \(\phi_{\alpha} \in \widehat{\text { Cell }} \rightarrow \mathcal{P}(\mathcal{B i c e l l}) \rightarrow\) expr are defined as simple extensions of the cell synthesizing function \(\phi\) for endian-aware low-level C programs, which we introduced in Sec. 7.2.2. The functions \(\phi_{\mathcal{L}}\) and \(\phi_{\mathcal{B}}\) are defined exactly like the functions \(\phi_{1}\) and \(\phi_{2}\) in Sec. 6.2.3: we project bi-cells of the appropriate side onto cells, apply \(\phi\), and lift the resulting cell expression back to a bi-cell expression. We do not detail these definitions here, and refer the reader to Sec. 6.2.3 for a precise description.

\section*{Bi-cell addition}

Bi-cell addition, add-cell \({ }^{b} \in \mathcal{C e l l}_{\mathcal{L}}^{-} \times \operatorname{Cell}_{\mathcal{B}}^{-} \rightarrow \mathcal{D}^{b} \rightarrow \mathcal{D}^{b}\), then simply adds the synthesized bi-cell(s) to the environment, and initializes their value(s), as shown on Fig. 7.10.

Remark 39 (Initializing a shared bi-cell from either single cell). The choice of using \(\mathbb{E}_{\mathcal{L}} \llbracket \phi_{\mathcal{L}}\left(x_{\mathcal{L}}\right)(C) \rrbracket\left(\right.\) rather than \(\left.\mathbb{E}_{\mathcal{B}} \llbracket \phi_{\mathcal{B}}\left(x_{\mathcal{B}}\right)(C) \rrbracket\right)\) to initialize \(\left\langle x_{\mathcal{L}}, x_{\mathcal{B}}\right\rangle\) is arbitrary, as they are equal.

\subsection*{7.3.3 Abstract join}

As in Sec. 6.2.6, the abstract join must merge environment sets defined on heterogeneous bi-cell sets. We therefore use a unification function unify \({ }^{b} \in\left(\mathcal{D}^{b}\right)^{2} \rightarrow\left(\mathcal{D}^{b}\right)^{2}\). unify \({ }^{b}\) is defined exactly like the unification \(\widehat{\text { unify }}\) from Sec. 6.2.6. The join is defined as
\[
\left\langle C_{1}, R_{1}\right\rangle \sqcup^{\triangleright}\left\langle C_{2}, R_{2}\right\rangle \triangleq\left\langle C_{1}^{\prime} \cup C_{2}^{\prime}, R_{1}^{\prime} \cup R_{2}^{\prime}\right\rangle
\]
where \(\left(\left\langle C_{1}^{\prime}, R_{1}^{\prime}\right\rangle,\left\langle C_{2}^{\prime}, R_{2}^{\prime}\right\rangle\right)=\) unify \(^{\mathrm{b}}\left(\left\langle C_{1}, R_{1}\right\rangle,\left\langle C_{2}, R_{2}\right\rangle\right)\).

\subsection*{7.3.4 Semantics of simple and double statements}

In Sec. 6.2.4 and 6.2.5 of Chapter 7, we introduced the transfer functions for simple and double statements in the context of program versions \(P_{1}\) and \(P_{2}\) running on plateforms with the same endianness. The adaptation to platforms with different endianness is straightforward. Besides the replacement of the identifiers \(k \in\{1,2\}\) of program versions by the native endiannesses \(\alpha \in\{\mathcal{L}, \mathcal{B}\}\) of their execution plateforms and the replacement of states \(\langle C, \rho\rangle \in X \in \mathcal{P}(\hat{\mathcal{D}})\) by unified states \(\langle C, R\rangle \in \mathcal{D}^{b}\), the only significant change is bi-cell synthesis, as Chapters 6 and 7 rely on different bi-cell synthesizing functions. We already presented bi-cell synthesis for double programs in Sec. 7.3.2. In this section, we first describe bi-cell synthesis for for simple programs. Then, we provide a brief overview of the transfer functions of statements, and refer the reader to Appendix B. 1 for a complete description.

\section*{Bi-cell synthesis for simple programs.}

The transfer functions of assignments and tests for the simple program \(P_{\alpha}\) rely on bi-cell synthesis. As for double programs, the memory model attempts to synthesize shared bicells whenever possible for dereferences in the memory of \(P_{\alpha}\), safely defaulting to single cells on side \(\alpha\).

Shared bi-cell synthesis for simple program \(P_{\alpha}\). More precisely, the function \(\phi_{\alpha}^{b} \in\) Cell \(_{\alpha}^{-} \rightarrow \mathcal{D}^{b} \rightarrow\) Bicell \(\cup\{\top\}\) formalizes the patterns matched when attempting to synthesize a shared bi-cell for a scalar dereference \(c_{\alpha} \in \mathcal{C}\) ell \({ }_{\alpha}^{-}\)in the memory of \(P_{\alpha}\) :
\[
\phi_{\alpha}^{b}\left(c_{\alpha}\right) \triangleq\left\{\begin{array}{cl}
\phi^{b}\left(c_{\mathcal{L}}, c_{\mathcal{B}}\right) & \text { if } \exists\left\langle c_{\mathcal{L}}, c_{\mathcal{B}}\right\rangle \in \mathfrak{B} \\
\top & \text { otherwise }
\end{array}\right.
\]

As in Sec. 6.2.4, \(\phi_{\alpha}^{b}\) assumes a relation \(\mathfrak{B} \in \mathcal{P}\left(\right.\) Cell \(\left._{\mathcal{L}}^{-} \times \mathcal{C e l l}_{\mathcal{B}}^{-}\right)\)given between the possible scalar dereferences in the memory of \(P_{\mathcal{L}}\) and the possible scalar dereferences in the memory of \(P_{\mathcal{B}}\). \(\mathfrak{B}\) is a heuristic used as a hint for the memory domain, that we already introduced in Sec. 6.2.4. Its elements are pairs of scalar dereferences that are likely to be equal most of the time during program execution. In our implementation, \(\mathfrak{B}\) defines a partial bijection from Cell \(_{\mathcal{L}}^{-}\)to \(\mathcal{C e l l}_{\mathcal{B}}^{-}\). It is computed by the analysis frontend, and contains pairs of scalar dereferences likely to be equal most of the time during program execution, namely pairs of scalar dereferences from different program versions that represent the "same" scalar variables or fields in \(P_{\mathcal{L}}\) and \(P_{\mathcal{B}}\). We refer the reader to Sec. 6.2.4 for further details on our implementation of \(\mathfrak{B}\).

Single cell synthesis for simple program \(P_{\alpha}\). If all attempts to synthesize a shared bi-cell for the scalar dereference \(c\) fail, our memory domain synthesizes the single single cell \(\langle c, \alpha, \alpha\rangle\) instead, using \(\phi_{\alpha}\langle c, \alpha, \alpha\rangle(C)\) to set its value soundly.
```

add-cellb ${ }_{\alpha}^{b}(c)\langle C, R\rangle \triangleq$
if $\phi_{\alpha}^{b}(c)\langle C, R\rangle=\left\langle x_{\mathcal{L}}, x_{\mathcal{B}}\right\rangle$ then
$\left\langle C \cup\left\{\left\langle x_{\mathcal{L}}, x_{\mathcal{B}}\right\rangle\right\},\left\{\rho\left[\left\langle x_{\mathcal{L}}, x_{\mathcal{B}}\right\rangle \mapsto v\right] \mid \rho \in R, v \in \mathbb{E}_{\mathcal{L}} \llbracket \phi_{\mathcal{L}}\left(x_{\mathcal{L}}\right)(C) \rrbracket \rho\right\}\right\rangle$
else
$\left\langle C \cup\left\{c_{\alpha}\right\},\left\{\rho\left[c_{\alpha} \mapsto v\right] \mid \rho \in R, v \in \mathbb{E}_{\alpha} \llbracket \phi_{\alpha}\left(c_{\alpha}\right)(C) \rrbracket \rho\right\}\right\rangle$
where $c_{\alpha}=\langle c, \alpha, \alpha\rangle$

```

Figure 7.11: Bi-cell addition for simple program \(P_{\alpha}\).

Bi -cell addition for simple program \(P_{\alpha}\). Bi-cell addition, add-cell \({ }_{\alpha}^{b} \in\) Cell \(_{\alpha}^{-} \rightarrow\) \(\mathcal{D}^{b} \rightarrow \mathcal{D}^{b}\), then simply adds the synthesized bi-cell to the environment, and initializes its value, as shown on Fig. 7.11.

Remark 40 (Initializing a shared bi-cell from either single cell). As with Remark 39, the choice of using \(\mathbb{E}_{\mathcal{L}} \llbracket \phi_{\mathcal{L}}\left(x_{\mathcal{L}}\right)(C) \rrbracket\left(\right.\) rather than \(\left.\mathbb{E}_{\mathcal{B}} \llbracket \phi_{\mathcal{B}}\left(x_{\mathcal{B}}\right)(C) \rrbracket\right)\) to initialize \(\left\langle x_{\mathcal{L}}, x_{\mathcal{B}}\right\rangle\) is arbitrary, as they are equal.

\section*{Transfer functions for simple and double statements}

Semantics of simple statements. Let \(\alpha \in \mathcal{A}\). Simple memory reads and writes in program version \(P_{\alpha}\) enjoy the semantics \(\mathbb{E}_{\alpha}^{b} \llbracket *_{t} e \rrbracket \in \mathcal{D}^{b} \rightarrow \mathcal{D}^{b} \times \mathcal{P}(\mathbb{V})\) and \(\mathbb{S}_{\alpha}^{b} \llbracket *_{t} e_{1} \leftarrow\) \(e_{2} \rrbracket \in \mathcal{D}^{b} \rightarrow \mathcal{D}^{b}\) in this domain. The transfer functions are defined as in Sec. 6.2.4. To read from memory, the domain enriches the abstract state with the bi-cells corresponding to valid dereferences. Expression evaluation is then performed classically with environment fonctions. To write to memory, the domain materializes the bi-cells for the target location, taking care to split any shared bi-cells, in a copy-on-write strategy. The transfer function for assignments then updates environments for these bi-cells, removing any overlapping bi-cells for soundness.

Semantics of double statements. The semantics \(\mathbb{D}^{b} \llbracket d s t a t \rrbracket \in \mathcal{D}^{b} \rightarrow \mathcal{D}^{b}\) for double statements is also defined as in Sec. 6.2.5. \(\mathbb{D}^{b} \llbracket l \leftarrow \operatorname{input} \_\operatorname{sync}(a, b) \rrbracket\) adds a shared bi-cell for \(l\) if \(l\) is a deterministic left-value expression \(*_{\tau} e\) containing a single dereference. \(\mathbb{D}^{b} \llbracket \operatorname{assert} \_\operatorname{sync}(l) \rrbracket\) tests whether \(l\) is a left-value expression \(*_{\tau} e\) that evaluates to a single shared bi-cell. The semantics for tests also uses shared bi-cells to detect conditions that can be symbolically guaranteed to be stable.

In an assignment \(\mathbb{D}^{\mathrm{b}} \llbracket *_{t} e_{1} \leftarrow e_{2} \rrbracket\langle C, R\rangle\), although both programs execute the same syntactic assignment, their semantics are different, as are their endiannesses. For instance, recall Example 3 from Sec. 1.1.4. The value assigned to field \(\mathrm{s} . \mathrm{x}\) by the statement \(p[4]=1\) depends on the endianness of the platform. In addition, available bi-cells may be different. By default, double assignments are straightforward extensions of simple assignments: \(\mathbb{D}^{b} \llbracket *_{t} e_{1} \leftarrow e_{2} \rrbracket=\mathbb{S}_{2}^{b} \llbracket *_{t} e_{1} \leftarrow e_{2} \rrbracket \circ \mathbb{S}_{1}^{b} \llbracket *_{t} e_{1} \leftarrow e_{2} \rrbracket\). As in Sec. 6.2.5, we introduce two precision optimizations, taking advantage of implicit equalities represented by shared bi-cells.
1. If \(*_{t} e_{1}\) and \(e_{2}\) are deterministic expressions, and if they evaluate to bi-cells that are all shared, then \(P_{\mathcal{L}}\) and \(P_{\mathcal{B}}\) write the same value to the same destination. The case occurs typically for pervasive statements such as \(x=x+1\); if the environment already contains shared bi-cells for x. We thus update shared destination bi-cells, and remove any overlapping bi-cells for soundness. This is more efficient than composing simple assignments, as a single (shared bi-cell) variable is updated by a single transfer function for both program versions at the same time. This scheme is also precise, as it preserves shared bi-cells representing equalities. For instance, consider the source code of Example 40 on Fig. 7.1, extended with a final assignment \(\mathrm{y}^{++}\); The shared bi-cell \(\left\langle y_{\mathcal{L}}, y_{\mathcal{B}}\right\rangle\) is synthesized before this assignment. It is therefore preserved by the transfer function.
2. If, in addition, \(e_{2}=*_{t} e_{2}^{\prime}\), and both \(*_{t} e_{1}\) and \(*_{t} e_{2}^{\prime}\) evaluate to single bi-cells, then we are dealing with a copy assignment, as in \(\mathrm{y}=\mathrm{x}\); . In that case we copy any bi-cell for the bytes of x to a corresponding bi-cell for the bytes of y . For instance, consider the source code of Example 40 on Fig. 7.1, extended with a final copy assignment \(u 16 \mathrm{z}=\mathrm{y}\); . Before this statement, the synthesized bi-cells for the bytes of variable y are \(y_{\mathcal{L}}^{0}, y_{\mathcal{L}}^{1}, y_{\mathcal{B}}\) and \(\left\langle y_{\mathcal{L}}, y_{\mathcal{B}}\right\rangle\). The transfer function for copy assignments synthesizes the bi-cells \(z_{\mathcal{L}}^{0}, z_{\mathcal{L}}^{1}, z_{\mathcal{B}}\) and \(\left\langle z_{\mathcal{L}}, z_{\mathcal{B}}\right\rangle\) for the bytes of variable \(z\). It additionally records equalities in (an abstraction of) the environment:
\[
y_{\mathcal{L}}^{0}=z_{\mathcal{L}}^{0} \quad y_{\mathcal{L}}^{1}=z_{\mathcal{L}}^{1} \quad y_{\mathcal{B}}=z_{\mathcal{B}} \quad\left\langle y_{\mathcal{L}}, y_{\mathcal{B}}\right\rangle=\left\langle z_{\mathcal{L}}, z_{\mathcal{B}}\right\rangle
\]

\subsection*{7.4 Numerical abstraction}

We now rely on numerical abstractions to abstract further \(\mathbb{D}^{b}\) into a computable abstract semantics \(\mathbb{D}^{\sharp}\), resulting in an effective static analysis.

Connecting to numerical domains. As in Sec. 6.2.7, our memory domain translates memory reads and writes into purely numerical operations on synthetic bi-cells, that are oblivious to the double semantics of double programs: each bi-cell is viewed as an independent numeric variable, and each numeric operation is carried out on a single bicell store, as if emanated from a single program. Bi-cells may thus be fed, as variables, to a numerical abstract domain for environment abstraction. Any standard numerical domain, such as polyhedra [51], may be used. Yet, as we aim at scaling to large programs, we restrict ourselves to combinations of efficient non-relational domains, intervals and congruences [82], together with a dedicated symbolic predicate domain.

Introducing a dedicated symbolic predicate domain. Recall Example 40 from Sect. 7.1. Various implementations are possible for the byte-swaps enforcing endian portability of software. Though Example 40 shows an implementation relying on typepunning, implementations relying on bitwise arithmetics are also commonplace. In addition, system-level software, such as Linux device drivers [157], often rely on combinations of type-punning and bitwise arithmetics.
```

u16 x; u8 *p = (u8 *) \&x;
u8 y = input_sync (0,255);

# if __BYTE_ORDER == __LITTLE_ENDIAN

    x = y | 0xff00;
    
# else

    x = (y << 8) | 0xff;
    
# endif

assert_sync(p[0]); assert_sync(p[1]);

```

Figure 7.12: Byte-wise equal memories in different endiannesses (Example 41)

Example 41 (Byte-wise equal memories in different endiannesses). Fig. 7.12 shows a simplified instance of such programming idioms: as y has type unsigned char, yl0xff00 and ( \(y \ll 8\) )|0xff represent the same 16 -bit word in different endiannesses. For a successful analysis of this example, the numerical domain must interpret bitwise arithmetic expressions precisely, and infer relations such as: the low-order (respectively high-order) byte of the little-endian (respectively big-endian) version of integer x is equal to y . Then, the interpretation of dereferences of p by the memory domain introduces similar relations between cells, thanks to the bi-cell synthesizing function. In this example, it infers that the little-endian version of the low-address (respectively high-address) byte cell in x is equal to the low-order (respectively high-order) byte of \(\mathrm{x}-\) and the converse for big-endian. More precisely, let \(x_{\alpha} \triangleq\langle\mathrm{x}, 0, \mathbf{u 1 6}, \alpha, \alpha\rangle\) denote 2 -byte cells for x , encoded with the native endianness of \(P_{\alpha}\), and let \(x_{\alpha}^{o} \triangleq\langle\mathrm{x}, o, \mathbf{u 8}, \alpha, \alpha\rangle\) denote 1 -byte cells at offset \(o \in\{0,1\}\). Let \(y_{\alpha} \triangleq\langle\mathrm{y}, 0, \mathbf{u 8}, \alpha, \alpha\rangle\) denote 1 -byte cells for y in the memory of \(P_{\alpha}\). The analysis of the snippet on Fig. 7.12 synthesizes the bi-cells \(\left\langle y_{\mathcal{L}}, y_{\mathcal{B}}\right\rangle, x_{\mathcal{L}}, x_{\mathcal{B}}, x_{\mathcal{L}}^{0}, x_{\mathcal{L}}^{1}\), \(x_{\mathcal{B}}^{0}\) and \(x_{\mathcal{B}}^{1}\), with the constraints:
\[
\begin{equation*}
x_{\mathcal{L}}=\left\langle y_{\mathcal{L}}, y_{\mathcal{B}}\right\rangle+65280 \quad x_{\mathcal{B}}=256 \times\left\langle y_{\mathcal{L}}, y_{\mathcal{B}}\right\rangle+255 \tag{7.3}
\end{equation*}
\]
in addition to the cell constraints on x :
\[
x_{\mathcal{L}}=x_{\mathcal{L}}^{0}+256 \times x_{\mathcal{L}}^{1} \quad x_{\mathcal{B}}=256 \times x_{\mathcal{B}}^{0}+x_{\mathcal{B}}^{1}
\]

The goal of the analysis is to infer the invariants \(x_{\mathcal{L}}^{0}=x_{\mathcal{B}}^{0}\) and \(x_{\mathcal{L}}^{1}=x_{\mathcal{B}}^{1}\). To infer these invariants from such relational constraints over bi-cells with an expressive numerical domain such as linear equalities might hamper the scalability of the analysis. In this section, we introduce a dedicated symbolic domain with near-linear cost that expresses the right invariants for a successful analysis.

\subsection*{7.4.1 The bit-slice symbolic predicate domain}

We use a domain based on pattern-matching of expressions to detect arithmetic manipulations of byte values commonly implemented as bitwise arithmetics. It is not sufficient to match each expression independently, as computations are generally spread across
\[
\begin{aligned}
& \text { Bits }::=\top \mid \text { Slice } \\
&\text { Slice }::=n|c| \overline{c[i, j})^{k} \mid(\text { Slice } \mid \text { Slice }) \quad(n \in \mathbb{Z}, c \in C, i, j, k \in \mathbb{N})
\end{aligned}
\]

Figure 7.13: \(\mathcal{B}\) its, a language of syntactic expressions
sequences of statements. We need, in addition, to maintain some state that retains and propagates information between statements. We maintain this state in a predicate domain \(\mathcal{P}\) red \({ }^{\sharp} \subseteq C \rightarrow\) Bits, which maps each bi-cell \(c \in C \subseteq \mathcal{B}\) icell to a syntactic expression \(e\) in a language \(\mathcal{B}\) its, as a symbolic representation of predicate \(c=e\). The precise definition of \(\mathcal{P}\) red \(d^{\sharp}\) will be stated by Equation 7.4. Fig. 7.13 shows the syntax of \(\mathcal{B}\) its. T denotes the absence of information. Otherwise, a syntactic predicate expression may be either a bit-slice, or a bitwise OR of bit-slices. A bit-slice may be an integer constant \(n\), a bi-cell \(c\), or a slice expression \(\overline{c[i, j}^{k}\) denoting the value obtained by shifting the bits of the bi-cell \(c\) between \(i\) and \(j-1\) to position \(k: \overline{c[i, j)}{ }^{k} \triangleq\left\lfloor\left(c \bmod 2^{j}\right) / 2^{i}\right\rfloor \times 2^{k}\). We assume \(0 \leq i<j \leq n, k \geq 0\) and \(k+j-i \leq n\), where \(n=4 \times \operatorname{sizeof}(\tau)\) and \(c\) has unsigned type \(\tau\). Each term of a bitwise OR of bit-slices represents an interval of bits, e.g. \([k, k+j-i)\) for a term \(\bar{c}\left[i, j^{k}\right.\). We assume that bit-intervals do not overlap: each bit from the result comes from a single cell or constant. For instance, the constraints of Equation 7.3 of Example 41 can be expressed as Bits expressions:
\[
x_{\mathcal{L}}=\left\langle y_{\mathcal{L}}, y_{\mathcal{B}}\right\rangle\left|65280 \quad x_{\mathcal{B}}=255\right|{\left.\overrightarrow{\left\langle y_{\mathcal{L}}, y_{\mathcal{B}}\right\rangle[0,8}\right)^{8}}^{8}
\]

They can be rewritten as normal forms that make explicit the interval of bits represented by each term of a bitwise OR of bit-slices:
\[
x_{\mathcal{L}}={\overrightarrow{\left\langle y_{\mathcal{L}}, y_{\mathcal{B}}\right\rangle[0,8)}}^{0}\left|\overrightarrow{255[0,8)}^{8} \quad x_{\mathcal{B}}=\overrightarrow{255[0,8)}^{0}\right|{\overrightarrow{\left\langle y_{\mathcal{L}}, y_{\mathcal{B}}\right\rangle[0,8)}}^{8}
\]

Remark 41 (Bit-slice predicates for signed bi-cells are T). Bi-cells representing scalar dereferences with signed types are mapped to \(T\), which is sound but coarse. This is sufficient for most practical examples, as bitwise arithmetic is mostly used with unsigned integers. This is considered best practice for portability, as the effect of right-shifting negative integers is implementation-defined in the C standard [91]. Most practical implementations use arithmetic shifts with sign extensions. We did not implement sign extension to keep our bit-slice domain simple.
Remark 42 (Bit-slices as bitwise expressions). \(\overline{c[i, j}^{k}\) can be defined as C bitwise expressions:
\[
\overrightarrow{c[i, j}^{k}=\left(\left(c \% 2^{j}\right) \gg i\right) \ll k=\left(\left(c \&\left(2^{j}-1\right)\right) \gg i\right) \ll k
\]

The ordering of the domain is flat, based on syntactic predicate equality:
\[
X^{\sharp} \sqsubseteq^{\sharp} Y^{\sharp} \stackrel{\Delta}{\Longleftrightarrow} \forall c \in C: X^{\sharp}(c)=Y^{\sharp}(c) \vee Y^{\sharp}(c)=\top
\]

\section*{Concretization}

An abstract element \(X^{\sharp} \in \mathcal{P} r e d^{\sharp}\) denotes the set of environments that satisfy all the predicates in \(X^{\sharp}\), where predicates are evaluated as expressions:
\[
\gamma_{\text {Pred }}\left(X^{\sharp}\right) \triangleq\left\{\rho \in C \rightarrow \mathbb{V} \mid \forall c \in C: X^{\sharp}(c)=\top \vee \rho(c) \in \mathbb{E} \llbracket X^{\sharp}(c) \rrbracket \rho\right\}
\]

\section*{Abstract operators}

The bit-slice predicate domain can be seen as a specialized instance of the more general symbolic constant domain [129], which maps cells to arbitrary expressions from the source language (instead the selected expressions of interest in \(\mathcal{B} i t s\) ). We thus give a similar description in this section, following the structure of [129, Sec. 5.1].

Enriched Expressions. The language of C expressions is enriched with the \(\mathcal{B}\) its language, where bi-cells play the role of variables, e.g. \(\mathcal{V} \triangleq C\). Let \(\mathcal{C}_{\mathcal{B} i t s}\) denote the resulting set of syntactic expressions. We use two functions on expression trees:
- occ \(\in \mathcal{C}_{\mathcal{B i t s}} \rightarrow \mathcal{P}(\mathcal{V})\) returns the set of variables occurring in an expression;
- subst \(\in \mathcal{C}_{\mathcal{B} i t s} \times \mathcal{V} \times \mathcal{C}_{\mathcal{B} \text { its }} \rightarrow \mathcal{C}_{\mathcal{B} \text { its }}\) substitutes, in its first argument, every occurrence of a given variable with its last argument.
The definition of occ and subst is standard for non-T expressions. As in [129, Sec. 5.1], we extend them to \(\mathcal{C}_{\mathcal{B} \text { its }}\) with:
- \(\quad o c c(T) \triangleq \emptyset ;\)
- \(\operatorname{subst}(e, V, \top) \triangleq\left\{\begin{array}{ll}\top & \text { if } V \in \operatorname{occ}(e) \\ e & \text { otherwise }\end{array}\right.\).

Abstract Symbolic Environments. We impose a restriction on the domain of symbolic bit-slice predicates: a valid predicate map \(P \in \mathcal{P r e d}{ }^{\sharp}\) should feature no cyclic dependencies. More precisely,
\[
\mathcal{P r e d}^{\sharp} \triangleq\left\{\begin{array}{l|l}
P \in \mathcal{V} \rightarrow \mathcal{B} i t s & \begin{array}{l}
\forall n \in \mathbb{N}: \forall\left(V_{1}, \ldots, V_{n}\right) \in \mathcal{V}^{n}: \\
V_{n} \in o c c\left(P\left(V_{1}\right)\right) \wedge \forall i<n: V_{i} \in o c c\left(P\left(V_{i+1}\right)\right) \\
\Longrightarrow n=0
\end{array} \tag{7.4}
\end{array}\right\}
\]

In particular, \(V \notin\) occ \((P(V))\).
This restriction allows defining an additional function expand \(\in \mathcal{C}_{\mathcal{B i t s}} \times \mathcal{P}\) red \({ }^{\sharp} \rightarrow \mathcal{C}_{\mathcal{B} i t s}\) that substitutes every variables by their (non- \(T\) ) bindings:
\[
\operatorname{expand}(e, P) \triangleq \operatorname{subst}\left(\ldots,\left(\operatorname{subst}\left(\operatorname{subst}\left(e, x_{1}, P\left(x_{1}\right)\right)\right), x_{2}, P\left(x_{2}\right)\right), \ldots, x_{n}, P\left(x_{n}\right)\right)
\]
where \(\left\{x_{1}, \ldots, x_{n}\right\} \triangleq\{x \in \operatorname{occ}(e) \mid P(x) \neq \top\}\) is such that \(\forall i, j: x_{j} \in o c c\left(P\left(x_{i}\right)\right) \Longrightarrow\) \(i<j\). It also allows defining the function expand \({ }^{\star} \in \mathcal{C}_{\mathcal{B} i t s} \times \mathcal{P}\) red \({ }^{\sharp} \rightarrow \mathcal{C}_{\mathcal{B} i t s}\), such that \(\operatorname{expand}^{\star}(e, P)\) iterates \(x \mapsto \operatorname{expand}(x, P)\) from \(e\) until a fixpoint is reached.
```

to-bits $\in \mathcal{C}_{\mathcal{B i t s}} \rightarrow \mathcal{B}$ its
Notation: $n \triangleq 8 \times \operatorname{sizeof}($ typeof $(e))$
to-bits $(e) \triangleq e \quad$ if $e \in \mathbb{N} \cup \mathcal{V}$
to-bits $\left(\overline{e[i, j)}^{k}\right) \triangleq \overline{\text { to-bits }(e)[i, j)}^{k}$
to-bits $\left(e \mid e^{\prime}\right) \triangleq$ to-bits $(e) \mid$ to-bits $\left(e^{\prime}\right)$
to-bits $($ byte $(e, w)) \triangleq{\overline{\text { to-bits }}(e)[8 w, 8 w+7)^{0}}^{0} \quad$ byte $(e, w)=\left\lfloor e / 2^{8 w}\right\rfloor \bmod 2^{8}$
to-bits $(e \ll q) \triangleq{\overrightarrow{\text { to-bits }}(e)[0, n)^{q}}^{q}$
$\operatorname{to}$-bits $(e \gg q) \triangleq \overrightarrow{\operatorname{to-bits}(e)[0, n)}^{-q}$
to-bits $((e \gg q) \& m) \triangleq$ to-bits $((e \&(m \ll q)) \gg q)$
to-bits $((e \ll q) \& m) \triangleq$ to-bits $((e \&(m \gg q)) \ll q)$
to-bits $(e \& 0 x f f \underbrace{00 \ldots 00}_{2 m}) \triangleq{\overline{\text { to-bits }}(e)[8 m, 8(m+1))^{8 m}}_{8}$
to-bits $(e) \triangleq \top \quad$ in all other cases.

```
(a) Translating expressions to bit-slices
\(\underline{\text { stat } \rrbracket^{\sharp} \in \mathcal{N} u m^{\sharp} \times \mathcal{P} r e d^{\sharp} \rightarrow \mathcal{P r e d}{ }^{\sharp}}\)
    \(\llbracket V \leftarrow e \rrbracket^{\sharp}\langle I, P\rangle \triangleq x \mapsto \begin{cases}n f\langle I, \text { to-bits }(\operatorname{subst}(e, V, P(V)))\rangle & \text { if } x=V \\ n f\langle I, \text { to-bits }(\operatorname{subst}(P(x), V, P(V)))\rangle & \text { otherwise }\end{cases}\)
    \(\llbracket e \bowtie e^{\prime} \rrbracket^{\sharp}\langle I, P\rangle \triangleq P\)
    \(P \sqcup^{\sharp} P^{\prime} \triangleq x \mapsto\left\{\begin{array}{l}P(x) \text { if } P(x)=P^{\prime}(x) \\ \top \text { otherwise }\end{array}\right.\)
        \(P \sqcap^{\sharp} P^{\prime} \triangleq P\)
(b) Transfer functions and lattice operators

Figure 7.14: Expression translation, transfer functions and lattice operators.

\begin{abstract}
The abstract operators are shown on Fig. 7.14(b). Like that of the related symbolic constant domain [129], they are based on symbolic propagation, and implement simple algebraic simplifications. They exhibit similar, near-linear time cost in our experiments.

The transfer function of assignments \(V \leftarrow e\) first substitutes \(V\) with \(P(V)\) in P and \(e\) before updating the mapping of \(V\) in \(P\). This is necessary to remove all prior information on \(V\), that is no longer valid after the assignment, and to prevent the apparition of dependency cycles. This is also more precise than replacing with \(\top\) the mapping of every variable \(V \neq W\) such that \(V \in \operatorname{occ}(P(W))\). Then, it translates the transformed \(e\) into the \(\mathcal{B}\) its language, and maps \(V\) to the result of the translation. This translation relies on the function to-bits \(\in \mathcal{C}_{\mathcal{B} \text { its }} \rightarrow \mathcal{B}\) its, which converts a general expression to a \(\mathcal{B}\) its
\end{abstract}
expression, and on function \(n f \in \mathcal{N} u m^{\sharp} \times \mathcal{C}_{\mathcal{B} \text { its }} \rightarrow \mathcal{B}\) its, which rewrites a \(\mathcal{B}\) its expression to a normal form: either a bit-slice of a variable or a constant, or bitwise OR of disjoint bit-slices, or 0 , or T . The definition of to-bits is shown on Fig. 7.14(a). to-bits translates commonplace bitwise arithmetic expressions. For instance, \(x \ll 16\) is translated to \(\overrightarrow{x[0,16)}^{16}\) if sizeof \((\mathrm{x})=4\), and x \& \(0 x f f 00\) is translated to \(\overrightarrow{x[8,16)}^{8}\). to-bits additionally recognizes some arithmetic expressions from the memory domain. For instance, it translates to \(\overrightarrow{\text { to-bits }(c)[8 w, 8 w+7)}^{0}\) bi-cell expressions byte \((c, w)\) introduced by the bicell synthesizing functions \(\phi_{\mathcal{L}}\) and \(\phi_{\mathcal{B}}\) : see Figs. 7.3 and 7.10. to-bits safely defaults to \(T\) when failing to recognize a pattern. \(n f\) rewrites the output of to-bits to a normal form. Normal forms ensure that each term of a bitwise OR of bit-slices represents a disjoint interval of bits, sorted by increasing lower bounds. To this aim, nf normalizes the representation of constants and variables to bit-slices of themselves. For instance, it relies on the numerical abstraction to derive tight slices for variables \(x: n f\langle I, x\rangle \triangleq \overrightarrow{x[0, j}^{0}\), where \(j=\min \left\{0 \leq q<n \mid \mathbb{C}_{\mathcal{N u m}} \llbracket x \geq 2^{q} \rrbracket \sharp I=\perp\right\}\) and \(n=8 \times \operatorname{sizeof}(\operatorname{typeof}(x))\). We refer the reader to Fig. B. 1 of App. B. 2 for the complete definition of \(n f\).

As we are primarily interested in propagating assignments, tests are abstracted as the identity, which is sound, though coarse.

Our join only keeps syntactically equal expressions. This corresponds to the least upper bound with respect to \(\sqsubseteq^{\sharp}\). Our meet keeps only the information of the left argument. All these operators respect the non-cyclicity condition.
Remark 43. One could be tempted to refine the meet by mixing information from the left and right arguments in order to minimize the number of variables mapping to \(T\). Unfortunately, careless mixing may break the non-cyclicity condition. As in [129, Sec. 5.1], we settled, as a simpler but safe solution, to keep the left argument.

Finally, we do not need any widening, as the domain is flat.

\subsection*{7.4.2 Integration with the numerical and memory abstractions}

As seen in Sec. 7.4.1, our bit-slice symbolic predicate domain cooperates with the numerical abstraction. The cooperation is one-way, in that the symbolic domain relies on variable ranges from the numerical domain to infer tighter slices for variables. The bitslice domain is additionally queried by our memory domain for equalities, or equalities modulo byte-swapping. We have already introduced queries for equality in Sec. 7.3.2: the \(\phi^{b}\) function of Fig. 7.8 relies on the predicate equal of Fig. 7.9 to synthesize shared bicells. That version of equal enables \(\phi^{b}\) to synthesize shared bi-cells representing equalities modulo byte-swapping, when byte-swaps are implemented by type-puning techniques. For instance, x is byte-swapped into y by type-puning in Example 40, and the shared bi-cell \(\left\langle y_{\mathcal{L}}, y_{\mathcal{B}}\right\rangle\) of Fig. 7.7 is synthesized. Unfortunately, such synthesis fails if some byte operations are performed through bitwise arithmetic, rather than type-puning.

Example 42 (Constructing a big-endian number). More precisely, Fig. 7.16 shows a snippet of code that converts a 2 -byte variable x , in host byte-order, into a variable y , in big-endian byte order. The little-endian version of the program relies on bitwise
```

$\operatorname{equal}\left(\langle V, o, \tau, \varepsilon, \alpha\rangle,\left\langle V^{\prime}, o^{\prime}, \tau, \varepsilon^{\prime}, \alpha^{\prime}\right\rangle\right)\langle C, R\rangle \triangleq$
let $c=\langle V, o, \tau, \varepsilon, \alpha\rangle$ and $c^{\prime}=\left\langle V^{\prime}, o^{\prime}, \tau, \varepsilon^{\prime}, \alpha^{\prime}\right\rangle$ and $s=\operatorname{sizeof}(\tau)$ in
$\left\langle c, c^{\prime}\right\rangle \in C \vee\left\langle c^{\prime}, c\right\rangle \in C \vee$
$\left(\exists\left(x, x^{\prime}\right) \in \operatorname{occ}(c, C) \times \operatorname{occ}\left(c^{\prime}, C\right): \forall \rho \in R: \rho(x)=\rho\left(x^{\prime}\right)\right) \vee$
$\left(\forall 0 \leq w<s: \operatorname{equal}\left(\langle V, o+\operatorname{offset}(w, s, \varepsilon), \mathbf{u 8}, \varepsilon, \alpha\rangle,\left\langle V^{\prime}, o^{\prime}+\operatorname{offset}(w, s, \varepsilon), \mathbf{u} 8, \varepsilon^{\prime}, \alpha^{\prime}\right\rangle\right)\langle C, \rho\rangle\right) \vee$
$\left(\exists x \in \operatorname{flatten}(C) \backslash\left\{c, c^{\prime}\right\}:\right.$ equal $(c, x)\langle C, R\rangle \wedge$ equal $\left.\left(c^{\prime}, x\right)\langle C, R\rangle\right) \vee$
let $\bar{\varepsilon} \neq \varepsilon$ and $\bar{c}=\langle V, o, \tau, \bar{\varepsilon}, \alpha\rangle$ in $i s-b s w a p\left(\bar{c}, c^{\prime}\right)\langle C, R\rangle$

```
where
```

is-bswap}(c,\mp@subsup{c}{}{\prime})\langleC,R\rangle\triangleq\exists(x,\mp@subsup{x}{}{\prime})\in\operatorname{occ}(c,C)\times\operatorname{occ}(\mp@subsup{c}{}{\prime},C):\operatorname{bswap-query}(x,\mp@subsup{x}{}{\prime},R
bswap-query (c, c', R)\triangleq
let c=\langleV,o,\tau,\varepsilon,\alpha\rangle and c}\mp@subsup{c}{}{\prime}=\langle\mp@subsup{V}{}{\prime},\mp@subsup{o}{}{\prime},\tau,\mp@subsup{\varepsilon}{}{\prime},\mp@subsup{\alpha}{}{\prime}\rangle\mathrm{ and }n=\operatorname{sizeof(\tau) in
\forall\rho\inR:\rho(c)= bswap ( }\rho(\mp@subsup{c}{}{\prime}),n

```

Figure 7.15: Extension of the equal predicate of the memory abstraction to equalities modulo bitwise arithmetic byte-swapping.
```

    u16 x = input_sync(0,65535);
    u16 y;
    
# if __BYTE_ORDER == __LITTLE_ENDIAN

    y = ((x >> 8) & 0xff) | ((x & Oxff) << 8);
    
# else

    y = x;
    
# endif

    y;
    ```

Figure 7.16: Constructing a big-endian number (Example 42)
arithmetic to byte-swap x into y , while the big-endian version performs an assignment. Then, both program versions read the value of y. Using the equal predicate from Fig. 7.9, the \(\phi^{b}\) function of our memory domain fails to synthesize any shared bi-cell for the dereference \(c=\langle\mathrm{y}, 0, \mathbf{u 1 6}\rangle\). Nonetheless, the shared bi-cells \(c^{\mathcal{B}}=\langle\langle c, \mathcal{B}, \mathcal{L}\rangle,\langle c, \mathcal{B}, \mathcal{B}\rangle\rangle\) and \(c^{\mathcal{L}}=\langle\langle c, \mathcal{L}, \mathcal{L}\rangle,\langle c, \mathcal{L}, \mathcal{B}\rangle\rangle\) would both be sound. For instance, the memory domain should infer the invariant \(\langle c, \mathcal{L}, \mathcal{L}\rangle=\operatorname{bswap}(\langle c, \mathcal{B}, \mathcal{B}\rangle\), sizeof \((\mathbf{u 1 6}))\) to synthesize \(c^{\mathcal{B}}\), where the function \(\operatorname{bswap}(x, n)\) byte-swaps the unsigned machine integer \(x\) of byte-size \(n\) :
\[
\left.\operatorname{bswap}(x, n)=\overrightarrow{x[8(n-1), 8 n})^{0}|\ldots| \overline{x[8(n-k-1), 8(n-k)}\right)^{8 k}|\ldots| \overrightarrow{x[0,8)}^{8(n-1)}
\]

To this aim, we extend the equal predicate of Fig. 7.9 to query for such equalities modulo bitwise byte-swapping. The new version of equal is shown on Fig. 7.15. It appends a case at the end of the disjunction that tests single cells \(c\) and \(c^{\prime}\) for equality.

This case tests whether \(\bar{c}\) and \(c^{\prime}\) are arithmetic byte-swaps of each other, where \(\bar{c}\) is a single cell representing the same bytes as \(c\), albeit with opposite endianness encoding.

This test relies on the bswap-query predicate. In the numerical abstraction, this predicate is supported by a query from the memory domain to the bit-slice domain. Given an abstract state \(\langle I, P\rangle\), the bit-slice domain first expands recursively the mappings of \(\bar{c}\) and \(c^{\prime}\), and reduces the resulting \(\mathcal{B}\) its expressions to normal forms:
\[
\left\{\begin{array}{l}
\bar{s}=n f\left\langle I, \operatorname{expand}^{\star}(\bar{c}, P)\right\rangle \\
s^{\prime}=n f\left\langle I, \operatorname{expand}^{\star}\left(c^{\prime}, P\right)\right\rangle
\end{array}\right.
\]

Then it tests whether \(\bar{s}\) and \(s^{\prime}\) have the form
where \(\left(x_{0}, \ldots, x_{n-1}\right)\) are single cells or constants. In this case, the answer from the bit-slice domain to the bswap-query query is true. Otherwise it is false.

In the case of Example 42, this version of equal enables the synthesis of the shared big-endian bi-cell \(c^{\mathcal{B}}\) by the memory domain, and the bit-slice predicate domain records the equality: \(c^{\mathcal{B}}=\langle\langle\mathbf{x}, 0, \mathbf{u 1 6}, \mathcal{L}, \mathcal{L}\rangle,\langle\mathbf{x}, 0, \mathbf{u} \mathbf{1 6}, \mathcal{B}, \mathcal{B}\rangle\rangle\)
Remark 44 (Queries for variable equality). The bit-slice domain handles equality queries in a similar way. The third case of the disjunction of the equal predicate, \(\forall \rho \in R: \rho(x)=\) \(\rho\left(x^{\prime}\right)\), is indeed supported in the numerical abstraction by another dedicated query from the memory domain to the bit-slice domain, to test the equality of \(x\) and \(x^{\prime}\). Given an abstract state \(\langle I, P\rangle\), the bit-slice domain interprets this test as
\[
n f\left\langle I, \operatorname{expand}^{\star}(V, P)\right\rangle=n f\left\langle I, \operatorname{expand}^{\star}\left(V^{\prime}, P\right)\right\rangle \neq \top
\]
i.e. \(x\) and \(x^{\prime}\) are equal if they can be expanded to identical non- \(\boldsymbol{T}\) normal \(\mathcal{B}\) its expressions.

\subsection*{7.4.3 Analysis of Example 41}

After this integration of our bit-slice predicate domain with our bi-cell based memory abstraction, we are now ready to analyze Example 41, using any underlying non-relational numerical domain, such as intervals.

Four cells are synthesized by the memory domain before line 8:
\[
C_{8}=\left\{x_{\mathcal{L}}, x_{\mathcal{B}},\left\langle y_{\mathcal{L}}, y_{\mathcal{B}}\right\rangle,\left\langle p_{\mathcal{L}}, p_{\mathcal{B}}\right\rangle\right\}
\]
\(x_{\mathcal{L}}=\langle\mathbf{x}, 0, \mathbf{u} \mathbf{1 6}, \mathcal{L}, \mathcal{L}\rangle\) is a little-endian single cell for the bytes of variable \(\mathbf{x}\), and \(x_{\mathcal{B}}=\langle\mathbf{x}, 0, \mathbf{u} 16, \mathcal{B}, \mathcal{B}\rangle\) is a big-endian one. \(\left\langle y_{\mathcal{L}}, y_{\mathcal{B}}\right\rangle=\langle\langle\mathbf{y}, 0, \mathbf{u}, \mathcal{L}, \mathcal{L}\rangle,\langle\mathrm{y}, 0, \mathbf{u}, \mathcal{B}, \mathcal{B}\rangle\rangle\) and \(\left\langle p_{\mathcal{L}}, p_{\mathcal{B}}\right\rangle=\langle\langle\mathrm{p}, 0, \operatorname{ptr}, \mathcal{L}, \mathcal{L}\rangle,\langle\mathrm{p}, 0, \operatorname{ptr}, \mathcal{B}, \mathcal{B}\rangle\rangle\) are shared bi-cells for variable y and pointer p .
- \(\left\langle y_{\mathcal{L}}, y_{\mathcal{B}}\right\rangle\) is created at line 2 , and represents the fact that variable y has the same value in the little- and big-endian versions.
- The transfer function for assignment of the symbolic predicate domain infers invariants \(x_{\mathcal{L}}=\left\langle y_{\mathcal{L}}, y_{\mathcal{B}}\right\rangle \mid 65280\) from line 4 , and \(x_{\mathcal{B}}=255 \mid{\left.\overline{\left\langle y_{\mathcal{L}}\right.}, y_{\mathcal{B}}\right\rangle[0,8}{ }^{8}\) from line 6 .
- Then, the dereferences of pointer p at line 8 are interpreted by the memory domain. Four more cells \(\left\{x_{\alpha}^{o} \mid(\alpha, o) \in\{\mathcal{L}, \mathcal{B}\} \times\{0,1\}\right\}\) are added to the abstract environment, to denote the bytes of variable x in the little- and big-endian programs. More precisely, \(x_{\mathcal{L}}^{o}=\langle x, o, \mathbf{u} \mathbf{8}, \mathcal{L}, \mathcal{L}\rangle\), and \(x_{\mathcal{B}}^{o}=\langle x, o, \mathbf{u} \mathbf{8}, \mathcal{B}, \mathcal{B}\rangle\), at offsets \(o \in\{0,1\}\). Following the definition of \(a d d\)-cell \(b^{b}\) on Fig. 7.10, these new bi-cells are initialized with values computed from the outputs of the bi-cell synthesizing functions \(\phi_{\mathcal{L}}\) and \(\phi_{\mathcal{B}}\). In practice, these initializations are \(x_{\mathcal{L}}^{o}=\) byte \(\left(x_{\mathcal{L}}, o\right)\), and \(x_{\mathcal{B}}^{o}=\) byte \(\left(x_{\mathcal{L}}, 1-o\right)\), for offsets \(o \in\) \(\{0,1\}\), with byte \((n, k)=\left\lfloor n / 2^{8 k}\right\rfloor \bmod 2^{8}\). These assignments are then interpreted by the numerical domain, and by the symbolic predicate domain in particular, as \(x_{\mathcal{L}}^{o}=\) byte \(^{\prime}\left(x_{\mathcal{L}}, o\right)\), and \(x_{\mathcal{B}}^{o}=\) byte \(^{\prime}\left(x_{\mathcal{B}}, 1-o\right)\), with byte \((n, k)=\overrightarrow{n[8 k, 8 k+8)}^{0}\).
- Finally, the memory domain attempts to synthesize the shared bi-cells \(\left\langle x_{\mathcal{L}}^{0}, x_{\mathcal{B}}^{0}\right\rangle\) and \(\left\langle x_{\mathcal{L}}^{1}, x_{\mathcal{B}}^{1}\right\rangle\) as a proof of the assertions line 8. To this aim, it queries the bit-slice domain for the equalities \(x_{\mathcal{L}}^{0}=x_{\mathcal{B}}^{0}\) and \(x_{\mathcal{L}}^{1}=x_{\mathcal{B}}^{1}\). As shown in Remark 44, the bit-slice domain replaces bi-cells with the symbolic expressions bound to them, if any. The tests are thus \({\overrightarrow{\left(\left\langle y_{\mathcal{L}}, y_{\mathcal{B}}\right\rangle \mid 65280\right)[0,8)}}^{0}={\left.\overrightarrow{\left(255 \mid \overrightarrow{\left\langle\mathcal{L}_{\mathcal{L}}, y_{\mathcal{B}}\right\rangle[0,8)}\right.}{ }^{8}\right)[8,16)}^{0}\) and
 using symbolic simplifications (and integer arithmetic computations) supported by the normalization of bit-slice expressions (see App. B.2). Indeed the first test is
 \(\overrightarrow{255[0,8)}^{0}=\overrightarrow{255[0,8)}^{0}\).
Hence, the assertions line 8 are proved correct: at the end of the program, the memories for variable x are byte-wise equal in the little and big-endian versions.

\subsection*{7.5 Implementation}

We implemented a static analysis based on the \(\mathbb{D}^{\sharp}\) abstract semantics on top of Mopsa. The main differences, with respect to the \(\hat{\mathbb{D}}^{\sharp}\) semantics presented in Sec. 6.3, are:
- an extended representation of the platforms of the two program versions, to record their native endiannesses;
- the extended representation of bi-cells, which features their endianness encoding;
- the extended bi-cell synthesizing function \(\phi^{b}\);
- the integration of our symbolic domain of bit-slice predicates.

This additional domain is reflected in a modular way in the configuration of the analysis shown on Fig. 6.14. The only change, with respect to Fig. 6.14 from Sec. 6.3, is the abstraction of scalar values. The domain C.machineNum is replaced by the prod-


Figure 7.17: Analysis of double endian-diverse C programs with bi-cells and bit-slice predicates
uct C.machineNum © C.bitSlices. C.machineNum translates machine integer arithmetic into mathematical arithmetic on unbounded integers, while C.bitSlices implements our symbolic domain of bit-slice predicates directly at the level of C (not mathematical) expressions. Both domains abstract the machine integer values of scalar bi-cells synthesized by the memory domain. As opposed to purely numerical domains such as U.intervals, both C.machineNum and C.bitSlices rely on the ranges and bit-sizes of machine integer expressions. The C.bitSlices domain accounts for 1000 lines of OCaml in our implementation.

\subsection*{7.6 Evaluation}

We have experimented our prototype on small idiomatic examples, open source software, and large industrial software. The analyses were run on a 3.4 GHz Intel® Xeon® CPU,
using a single core as the analysis is not multi-threaded.

\subsection*{7.6.1 Idiomatic examples}

We first check the precision and robustness of our analysis against a collection of small double C programs (between 20 and 100 LOC), inspired by various implementations of byte-swaps in Linux drivers, POSIX htonl functions, and industrial software.

A set of 9 programs illustrate network data processing. These programs are similar to Example 40 of Sect. 7.1. They receive an integer from the network, increment it, and send over the result. Necessary byte-swaps are implemented for little-endian versions of these programs. Each example program implements a different byte-swapping technique on a 2,4 , or 8 -byte integer: type-punning with pointer casts (like in Example 40), unions, or bitwise arithmetics. Refer to Examples 44 and 45 of App. C.2.1 and Example 46 of App. C.2.2 for the source codes, and to Fig. C.1(a) of App. C. 2 for analysis times. We also analyze Example 41 from Fig. 7.12 to demonstrate the efficiency of our symbolic predicate domain.

Our prototype also handles floating-point data, which was omitted in the formalization for the sake of conciseness. We developed small floating-point examples representative of industrial use-cases of Sect. 7.6.3. They include byte-swappings of simple or double precision floating-point numbers sent to or received from the network, on architectures where integers and floats are guaranteed to have the same byte-order. Typepunning is used to reinterpret floats as integers of the same size, which are byte-swapped using bitwise arithmetics. Also, a combination of type-punning and byte-swapping is used to extract exponents from double precision floats. The source codes of these Examples 48 and 49 are available in App. C.2.3.

All analyses run in less than 200 ms and report no false alarm, thus proving the functional equivalence of the little-endian and big-endian versions of each program with respect to the values of outputs. Analysis times are shown on Fig. C.1(b) of App. C.2. These results can be reproduced by analyzing the benchmarks with reference numbers \(4,5,6,8\) and 9 in the companion artifact [68] to our related paper [67].

\subsection*{7.6.2 Open source benchmarks}

We then check the soundness, precision, and modularity of our analysis on three benchmarks based on open source software available on GitHub, with multiple commits for bug-fixes related to endianness portability. We analyze slices between 100 and 250 LOC, using primitives input_sync and assert_sync for modular specifications of program parts. Refer to Examples 50, 51, and 52 in App. C.2.4 for relevant source codes excerpts.

Our first benchmark is an implementation of a tunneling driver [157] based on the Geneve [83] encapsulation network protocol, which uses big-endian integers as tunnel identifiers. The driver was introduced in \(2014^{1}\) in the Linux kernel, and patched several

\footnotetext{
\({ }^{1}\) https://github.com/torvalds/linux/commit/0b5e8b8eeae40bae6ad7c7e91c97c3c0d0e57882
}
times \({ }^{2}\) for endianness-related issues detected by Sparse [33]. Then, a performance optimization introduced in \(2016^{3}\) a new endianness portability bug, which Sparse failed to detect. It was fixed a year later \({ }^{4}\). Our analysis soundly reports this bug, as well as previous issues detected by Sparse. It reports no alarm on the fixed code.

Our second benchmark is a core library of the mlx5 Linux driver [125] for ethernet and RDMA net devices [120]. We analyze a slice related to a patch \({ }^{5}\), committed to fix an endianness bug introduced 3 years earlier \({ }^{6}\), and undetected by Sparse despite the use of relevant annotations. The fix turned out to be incomplete, and was updated 6 months later \({ }^{7}\). Our analysis soundly reports bugs on the two first versions, and no alarm on the third.

Our third benchmark is extracted from a version of Squashfs [171], a compressed read-only filesystem for Linux, included in the LineageOS [170] alternative Android distribution. We analyze a slice related to a patch \({ }^{8}\), committed to fix an endianness bug undetected by Sparse due to a lack of type annotations. Our analysis soundly reports the bug, and no alarm on the fixed version.

All the analyses run within 1 second. Analysis times are shown on Fig. C.1(b) of App. C.2. These results can be reproduced by analyzing the benchmarks with reference numbers 10, 11, and 12 in the companion artifact [68] to our related paper [67].

\subsection*{7.6.3 Industrial case study}

We analyzed two components of a prototype avionics application, developed at Airbus for a civil aircraft. This application is written in C, and primarily targets an embedded bigendian processor. Nonetheless, it must be portable to little-endian commodity hardware, as its source code is reused as part of a simulator used for functional verification of SCADE [24] models. The supplement to the applicable aeronautical standard [4] related to model-based development [5] mandates, in this case, that "an analysis should provide compelling evidence that the simulation approach provides equivalent defect detection and removal as testing of the Executable Object Code". Airbus, known to rely on formal methods for other verification objectives [ \(61,166,64,133,28]\), is currently considering the use of static analysis to verify this portability property.

Endianness is the main difference between the ABIs of the embedded computer and the simulator. We thus experimented our prototype analyzer on the modules of the application integrated to the simulator, to which we refer as A and S. For both modules, the analysis aims at proving the functional equivalence of the little-endian and the bigendian versions with respect to the values of outputs. Modules A and S are data-

\footnotetext{
\({ }^{2}\) https://github.com/torvalds/linux/commit/42350dcaaf1d8d95d58e8b43aee006d62c84bc2e https://github.com/torvalds/linux/commit/0a5d1c55faa5414858857875496f6f6a9926fa51
\({ }^{3}\) https://github.com/torvalds/linux/commit/2e0b26e1035253bda7587f705f346385352e942d
\({ }^{4}\) https://github.com/torvalds/linux/commit/772e97b57a4aa00170ad505a40ffad31d987ce1d
\({ }^{5}\) https://github.com/torvalds/linux/commit/404402abd5f90aa90a134eb9604b1750c1941529
\({ }^{6}\) https://github.com/torvalds/linux/commit/2b64beba025109f64e688ae675985bbf72196b8c
\({ }^{7}\) https://github.com/torvalds/linux/commit/82198d8bcdeff01d19215d712aa55031e21bccbc
\({ }^{8}\) https://github.com/LineageOS/android_kernel_sony_msm8960t/commit/5f61dc71accfea6c946 7499d0e3eb5462dab8d63
}
intensive reactive software, processing thousands of global variables, with very flat call graphs. Module A is in charge of acquiring and emitting data through aircraft buses. It is composed of about 1 million LOC, most of which generated automatically from a description of the avionics network. It handles integers, Booleans, single and double precision floats, and outputs about 3,500 individual scalar data. The code features bounded loops, memcpys, pointer arithmetics, and type-punning with unions and pointer casts. It also uses bitwise arithmetics, among which several thousand byte-swaps related to endianness portability. Module \(S\) is in charge of the main applicative functions. It is composed of about 300,000 LOC, most of which generated automatically from SCADE models. It handles mostly Booleans and double precision floats, and outputs about 200 individual scalar data. It features bounded loops and bitwise arithmetics, but no typepunning. The target application is required to meet its specifications for long missions. We therefore use unbounded loops to emulate the main reactive loop of the application in the analysis drivers of modules A and S.

Both analyses run in 5 abstract iterations. The analysis of A runs in 20.4 hours and uses 5.5 GB RAM. The analysis of S runs in 9.7 hours and uses 2.7 GB RAM. We worked with the development and simulation teams to analyze early prototypes, and incorporate findings into the development cycle. Therefore analyses report zero alarm on current versions of modules A and S .

\subsection*{7.7 Conclusion}

In this chapter, we presented a sound static analysis of endian portability for low-level C programs. Our method is based on abstract interpretation, and parametric in the choice of a numerical abstract domain. To this aim, we first parameterized the cell-based semantics of low-level C programs introduced in Chapter 5 with an explicit endianness parameter. Then, we reused the bi-cell based memory model introduced in Chapter 6 to lift this semantics to double programs. We tailored this memory model to support the synthesis of shared bi-cells representing either equalities, or equalities modulo byteswapping. Finally, we introduced a novel symbolic predicate domain with near-linear cost, that is able to infer relations between individual bytes of the variables in the two programs, such as those established by bitwise arithmetic operations. We implemented a prototype static analyzer, able to scale to large real-world industrial software, with zero false alarms.

For future work, we are starting a project to industrialize this prototype, towards an industrial deployment of endian portability analysis as a means to address avionics certification objectives related to simulation fidelity. We are also considering extending our analysis to further ABI-related properties, such as portability between different sizes of machine integers. We anticipate that our bi-cell sharing approach will benefit to such analyses.

\section*{Chapter 8}

\section*{Conclusion}

In this thesis, we have contributed to the design of methods for the analysis of software patches, and the analysis of endian and structure layout portability, in the context of low-level C programs manipulating memory at the byte-level. We have successfully experimented our analyses on real-world open source and industrial software. In particular, our prototype static analyzer for endian portability analyzes successfully large avionics programs up to one million lines of C in less than a day of computation.

\section*{Contributions}

Our main contributions are a semantics for double programs, a memory abstraction for double C programs, numerical domains for patch and endian portability analysis, and a prototype static analyzer for patch and portability analysis of C programs.

Double program semantics. Our first contribution is a novel concrete collecting semantics, expressing the behaviors of two versions of a program at the same time. It is defined by induction on the syntax of a joint syntactic representation of two program versions, coined double program. Our semantics allows for modular, joint analyses of double programs that maintain input-output relations on the variables. It allows proving the functional equivalence of two program versions running in the same environment and reading from the same input stream, which is the goal of regression verification. Patch analysis is subject to a trade-off between the computational resources invested in the construction of a suitable double program and the expressive power of the abstract domain used to infer the necessary invariants. We propose a heuristic algorithm for constructing a double program from a pair of program versions that allows, in most practical cases, successful patch analyses relying on linear invariants only.

Bi-cell memory domain. Our second contribution is a memory domain for double low-level C programs. This domain allows representing symbolically some relations between the bytes of the two memories. This improves the scalability of patch analysis, as
it enables successful analyses of some real-world patches of C programs using only nonrelational numerical abstractions. This domain additionally enables scalable portability analyses. Indeed, it can be tailored to support pairs of programs running in environments with different representations of the computer memory, due to different ABIs. Our implementation supports differences in the memory layout (offsets of scalar fields in C structs) and in the order of bytes in the representation of scalars (endianness). It allows successful analyses of large, real-world avionics software.

Numerical domains. Our third contribution is a pair of numerical domains with near-linear cost to support patch and portability analysis. The Delta domain relies on an underlying numerical abstraction and symbolic simplifications to bound differences between the values of the variables in the two program versions. The bit-slice domain infers relations between individual bytes of the variables in the two programs, such as those established by bitwise arithmetic operations. It is able to recognize patterns commonly used to make C programs endian-portable.

Implementation and experimentation. Our last contribution is a prototype static analyzer on top of the Mopsa platform. Our prototype supports both patch and portability analysis. We experimented it on real-world open source and industrial software. It is able to analyze successfully real patches from the repositories of the GNU core utilities and the Linux kernel. It is also able to prove the endian portability of small slices of open source software, such as Linux drivers. Moreover, it allows analyzing successfully two modules of an avionics application designed to be endian portable. The first module features about 300,000 lines of C , and is analyzed in 9.7 hours. The second module features about a million lines of \(C\), and is analyzed in 20.4 hours.

\section*{Future work}

This thesis leaves multiple directions for future investigation.
Industrialization. A first objective is to industrialize our prototype implementation on top of Mopsa, so that it may be used as part of industrial processes. Candidate applications of our portability analysis include the support of avionics certification activities related to simulation fidelity. Candidate applications of our patch analysis include automating component change impact analyses in product-line architectures.

This objective involves improvements, such as addressing the portability across platforms where the plain char type has different signednesses, improving the performance of our algorithm for double program synthesis, supporting C bit-fields, most non-local control flow operators, and C extensions specifying a fixed, platform-independent storage order for some variables.

Portability analysis. Our portability analysis could be extended to additional properties, especially ABI-related properties.

For instance, an important property is portability between platforms where machine integers have different sizes. The case occurs typically when porting \(C\) programs from a 32 -bit architecture to a 64 -bit architecture. In addition, different operating systems may rely on different 64 -bit data models. For instance, Linux uses the LP64 model, where sizeof (long)=8, while Windows uses the LLP64 model, where sizeof(long)=4, which may result in different behaviors. The definition of the portability property of interest is not obvious, as increasing the range of integers may remove arithmetic wrap-arounds, some of which may be intended.

Moreover, porting existing \(C\) software developed for x 86 or PowerPC to a new processor such as ARM has additional pitfalls, such as the sign of the plain char type for the former, and endianness for the latter. In addition, unaligned data accesses well-tolerated by x86 may trigger unexpected behaviors on some ARM processors, such as exceptions, swapped memory bytes, or poor performance. Our analysis could be extended to avoid such pitfalls.

In addition, our patch analysis and our structure layout portability analysis could be tailored to ensure the portability of applications against changes in operating systems data types. Practical problems include the representation of file offsets, as well as date and time to prepare UnIX-based systems for the Year 2038 problem (a.k.a. Epochalypse).

Finally, a different kind of portability property should be considered when software is reused in an environment where input values have different ranges. For instance, the failure of Ariane 5's maiden flight was caused by the reuse of part of the software of the Ariane 4 launcher in an environment where the ranges of some inputs from sensors were significantly different.

Semantic differencing. Our work on patch analysis has focused on proving equivalence so far, while other authors characterize the semantic differences between two non equivalent versions of a program. Our method can be extended to address this problem. In particular, our method could be used to infer a semantic distance between program versions. Instead of proving that they compute the same values for all outputs, we could bound the differences between program versions for selected outputs. The analysis could additionally evaluate the cost of a patch, e.g. the worst-case increases of the sizes of arrays, of the numbers of loop iterations, etc. Finally, another interesting extension could be to define a relational "improvement" property between two program versions, that the analysis could infer. For instance, improving a program could mean removing only unwanted behaviors such as run-time errors.

Hyperproperties and information flow. When two program versions share exactly the same code, our double program structure defines a form of self-composition [21, 143]. Our double program semantics is then able to express 2-safety properties [169], which are hyperproperties [42, Sec. 4]. In practice, we conducted preliminary experiments on small pieces of code from the papers of other authors [70, 169, 20, 18] demonstrating that our analysis could prove automatically information flow properties such as secrecy and noninterference. Yet, the theoretical connections between our semantics and information
flow problems remain to be investigated, as well as practical experimentation on larger, more complex programs and more varied 2 -safety properties, that may raise the need for new abstract domains.

Double trace semantics. Our concrete collecting semantics for double programs is based on pairs of program states. This semantics could be redefined as an abstraction of a semantics based on pairs of traces, the same way classic state semantics can be seen as an abstraction of trace semantics [53]. Such a lower-level semantics could help study the cases of equivalent program versions with traces of different lengths, and partitioning strategies for double program analysis. It may also allow developing static analyses inferring more refined program equivalence properties, e.g. taking termination into account. It may finally enable analyses for (hyper-)liveness properties relating the behaviors of two program versions.
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\section*{Appendix A}

\section*{Double program semantics for Nimp \(_{2}\)}

\section*{A. 1 Abstract semantics with unbounded queues}

The complete abstract semantics of simple NimP programs \(\hat{\mathbb{S}}_{k} \llbracket s \rrbracket \in \mathcal{P}(\hat{\mathcal{E}}) \rightarrow \mathcal{P}(\hat{\mathcal{E}})\)
 Fig. A.2, respectively.

\section*{A. 2 Abstract semantics with bounded queues}

The complete abstract semantics of simple NimP programs \(\hat{\mathbb{S}}_{k}^{p} \llbracket s \rrbracket \in \mathcal{P}\left(\hat{\mathcal{E}}_{p}\right) \rightarrow \mathcal{P}(\hat{\mathcal{E}})_{p}\) and of double \(\mathrm{NIMP}_{2}\) programs \(\hat{\mathbb{D}}^{p} \llbracket s \rrbracket \in \mathcal{P}\left(\hat{\mathcal{D}}_{p}\right) \rightarrow \mathcal{P}\left(\hat{\mathcal{D}}_{p}\right)\) are displayed on Fig. A.3, and Fig. A.4, respectively.

\section*{A. 3 Abstracting away output sequences}

The complete abstract semantics of simple Nimp programs without outputs \(\tilde{\mathbb{S}}_{k}^{p} \llbracket s \rrbracket \in\) \(\mathcal{P}\left(\tilde{\mathcal{E}}_{p}\right) \rightarrow \mathcal{P}\left(\tilde{\mathcal{E}}_{p}\right)\) and of double \(\mathrm{NimP}_{2}^{-}\)programs \(\tilde{\mathbb{D}}^{p} \llbracket s \rrbracket \in \mathcal{P}\left(\tilde{\mathcal{D}}_{p}\right) \rightarrow \mathcal{P}\left(\tilde{\mathcal{D}}_{p}\right)\) are displayed on Fig. A.5, and Fig. A.6, respectively.

\section*{A. 4 Abstracting away input sequences}

The complete abstract semantics of simple Nimp programs without inputs and outputs \(\tilde{S}^{0} \llbracket s \rrbracket \in \mathcal{P}\left(\tilde{\mathcal{E}}_{0}\right) \rightarrow \mathcal{P}\left(\tilde{\mathcal{E}}_{0}\right)\) and of double NimP \({ }_{2}^{\star}\) programs \(\tilde{\mathbb{D}}^{0} \llbracket s \rrbracket \in \mathcal{P}\left(\tilde{\mathcal{D}}_{0}\right) \rightarrow \mathcal{P}\left(\tilde{\mathcal{D}}_{0}\right)\) are displayed on Fig. A.7, and Fig. A.8, respectively.
\[
\begin{aligned}
& \underline{\hat{\mathcal{S}}_{k} \llbracket s \rrbracket \in \mathcal{P}(\hat{\mathcal{E}}) \rightarrow \mathcal{P}(\hat{\mathcal{E}})} \quad ; \quad k \in\{1,2\} \\
& \hat{\mathbb{S}}_{k} \llbracket \operatorname{skip} \rrbracket \hat{X} \quad \triangleq \hat{X} \\
& \hat{\mathbb{S}}_{k} \llbracket V \leftarrow e \rrbracket \hat{X} \quad \triangleq\{((\rho[V \mapsto v], o), \delta, q) \mid((\rho, o), \delta, q) \in \hat{X} \wedge v \in \mathbb{E} \llbracket e \rrbracket \rho\} \\
& \hat{S}_{1} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket \hat{X} \triangleq\left\{\begin{array}{l|l}
((\rho[V \mapsto \nu], o), \delta-1, \nu \cdot q) & \begin{array}{l}
((\rho, o), \delta, q) \in \hat{X} \\
\delta \leq 0 \\
a \leq \nu \leq b
\end{array}
\end{array}\right\} \\
& \cup\left\{\begin{array}{l|l}
((\rho[V \mapsto v], o), \delta-1, q) & \begin{array}{l}
((\rho, o), \delta, q \cdot v) \in \hat{X} \\
\delta>0 \\
a \leq \nu \leq b
\end{array}
\end{array}\right\} \\
& \hat{S}_{2} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket \hat{X} \triangleq\left\{\begin{array}{l|l}
((\rho[V \mapsto \nu], o), \delta+1, \nu \cdot q) & \begin{array}{l}
((\rho, o), \delta, q) \in \hat{X} \\
\delta \geq 0 \\
a \leq \nu \leq b
\end{array}
\end{array}\right\} \\
& \cup\left\{\begin{array}{l|l}
((\rho[V \mapsto v], o), \delta+1, q) & \begin{array}{l}
((\rho, o), \delta, q \cdot v) \in \hat{X} \\
\delta<0 \\
a \leq \nu \leq b
\end{array}
\end{array}\right\} \\
& \hat{\mathbb{S}}_{k} \llbracket \operatorname{output}(V) \rrbracket \hat{X} \quad \triangleq\{((\rho, o \cdot \rho(V)), \delta, q) \mid((\rho, o), \delta, q) \in \hat{X}\} \\
& \hat{S}_{k} \llbracket \operatorname{assert}(c) \rrbracket \quad \triangleq \hat{\mathcal{S}} \llbracket c ? \rrbracket \\
& \hat{\mathbb{S}}_{k} \llbracket \text { if } c \text { then } s \text { else } t \rrbracket \triangleq \hat{S}_{k} \llbracket s \rrbracket \circ \hat{\mathbb{S}} \llbracket c ? \rrbracket \dot{\cup} \hat{\mathcal{S}}_{k} \llbracket t \rrbracket \circ \hat{\mathbb{S}} \llbracket \neg c ? \rrbracket \\
& \hat{S}_{k} \llbracket \text { while } c \text { do } s \rrbracket \hat{X} \quad \triangleq \hat{S} \llbracket \neg c ? \rrbracket \text { lfp }\left(\lambda \hat{Y} \cdot \hat{X} \cup \hat{S}_{k} \llbracket s \rrbracket \circ \hat{S} \llbracket c ? \rrbracket \hat{Y}\right) \\
& \hat{\mathbb{S}}_{k} \llbracket s ; t \rrbracket \quad \triangleq \hat{\mathcal{S}}_{k} \llbracket t \rrbracket \circ \hat{\mathcal{S}}_{k} \llbracket s \rrbracket \\
& \text { where } \hat{\mathbb{S}} \llbracket c ? \rrbracket \hat{X} \triangleq\{((\rho, o), \delta, q) \in \hat{X} \mid \text { true } \in \mathbb{C} \llbracket c \rrbracket \rho\}
\end{aligned}
\]

Figure A.1: Abstract semantics of simple programs \(P_{1}\) and \(P_{2}\) with unbounded queues
```

$\hat{\mathbb{D}} \llbracket s \rrbracket \in \mathcal{P}(\hat{\mathcal{D}}) \rightarrow \mathcal{P}(\hat{\mathcal{D}})$
$\hat{\mathbb{D}} \llbracket \operatorname{skip} \rrbracket \hat{R} \quad \triangleq \hat{R}$
$\hat{\mathbb{D}} \llbracket s_{1} \| s_{2} \rrbracket \quad \triangleq \hat{\mathbb{D}}_{2} \llbracket s_{2} \rrbracket \circ \hat{\mathbb{D}}_{1} \llbracket s_{1} \rrbracket$
$\hat{\mathbb{D}} \llbracket V \leftarrow e_{1} \| e_{2} \rrbracket \quad \triangleq \hat{\mathbb{D}}_{2} \llbracket V \leftarrow e_{2} \rrbracket \circ \hat{\mathbb{D}}_{1} \llbracket V \leftarrow e_{1} \rrbracket$
$\hat{\mathbb{D}} \llbracket V \leftarrow e \rrbracket \quad \hat{\mathbb{D}}_{2} \llbracket V \leftarrow e \rrbracket \circ \hat{\mathbb{D}}_{1} \llbracket V \leftarrow e \rrbracket$
$\hat{\mathbb{D}} \llbracket \operatorname{assert}(c) \rrbracket \quad \triangleq \hat{\mathbb{D}}_{2} \llbracket \operatorname{assert}(c) \rrbracket \circ \hat{\mathbb{D}}_{1} \llbracket \operatorname{assert}(c) \rrbracket$
$\hat{\mathbb{D}} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket \quad \hat{\mathbb{D}}_{2} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket \circ \hat{\mathbb{D}}_{1} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket$
$\hat{\mathbb{D}} \llbracket \operatorname{output}(V) \rrbracket \quad \triangleq \hat{\mathbb{D}}_{2} \llbracket \operatorname{output}(V) \rrbracket \circ \hat{\mathbb{D}}_{1} \llbracket \operatorname{output}(V) \rrbracket$
$\hat{\mathbb{D}} \llbracket$ assert_sync $\rrbracket \hat{R} \quad \triangleq\left\{\left(\left(\rho_{1}, o_{1}\right),\left(\rho_{2}, o_{2}\right), \delta, q\right) \in \hat{R} \mid o_{1}=o_{2}\right\}$
$\hat{\mathbb{D}} \llbracket s ; t \rrbracket \quad \triangleq \hat{\mathbb{D}} \llbracket t \rrbracket \circ \hat{\mathbb{D}} \llbracket s \rrbracket$
$\hat{\mathbb{D}} \llbracket$ if $c_{1} \| c_{2}$ then $s$ else $t \rrbracket \triangleq \hat{\mathbb{D}} \llbracket s \rrbracket \circ \hat{\mathbb{F}}_{2} \llbracket c_{2} \rrbracket \circ \hat{\mathbb{F}}_{1} \llbracket c_{1} \rrbracket$
$\dot{\cup} \hat{\mathbb{D}}_{2} \llbracket \pi_{2}(t) \rrbracket \circ \hat{\mathbb{D}}_{1} \llbracket \pi_{1}(s) \rrbracket \circ \hat{\mathbb{F}}_{2} \llbracket \neg c_{2} \rrbracket \circ \hat{\mathbb{F}}_{1} \llbracket c_{1} \rrbracket$
$\dot{U} \hat{\mathbb{D}}_{2} \llbracket \pi_{2}(s) \rrbracket \circ \hat{\mathbb{D}}_{1} \llbracket \pi_{1}(t) \rrbracket \circ \hat{\mathbb{F}}_{2} \llbracket c_{2} \rrbracket \circ \hat{\mathbb{F}}_{1} \llbracket \neg c_{1} \rrbracket$
$\dot{U} \hat{\mathbb{D}} \llbracket t \rrbracket \circ \hat{\mathbb{F}}_{2} \llbracket \neg c_{2} \rrbracket \circ \hat{\mathbb{F}}_{1} \llbracket \neg c_{1} \rrbracket$
$\hat{\mathbb{D}} \llbracket$ if $c$ then $s$ else $t \rrbracket \quad \triangleq \hat{\mathbb{D}} \llbracket$ if $c \| c$ then $s$ else $t \rrbracket$
$\hat{\mathbb{D}} \llbracket$ while $c_{1} \| c_{2}$ do $s \rrbracket \hat{R} \quad \triangleq \hat{F}_{2} \llbracket \neg c_{2} \rrbracket \circ \hat{F}_{1} \llbracket \neg c_{1} \rrbracket\left(\operatorname{lfp} H^{\hat{R}}\right)$
$\hat{\mathbb{D}} \llbracket$ while $c$ do $s \rrbracket \quad \triangleq \hat{\mathbb{D}} \llbracket$ while $c \| c$ do $s \rrbracket$
where $\quad \hat{\mathbb{D}}_{1} \llbracket s \rrbracket \hat{R} \triangleq\left\{\left(r_{1}^{\prime}, r_{2}, \delta^{\prime}, q^{\prime}\right) \mid\left(r_{1}^{\prime}, \delta^{\prime}, q^{\prime}\right) \in \hat{\mathbb{S}}_{1} \llbracket s \rrbracket\left\{\left(r_{1}, \delta, q\right)\right\} \wedge\left(r_{1}, r_{2}, \delta, q\right) \in \hat{R}\right\}$
$\hat{\mathbb{D}}_{2} \llbracket s \rrbracket \hat{R} \triangleq\left\{\left(r_{1}, r_{2}^{\prime}, \delta^{\prime}, q^{\prime}\right) \mid\left(r_{2}^{\prime}, \delta^{\prime}, q^{\prime}\right) \in \hat{\mathbb{S}}_{2} \llbracket s \rrbracket\left\{\left(r_{2}, \delta, q\right)\right\} \wedge\left(r_{1}, r_{2}, \delta, q\right) \in \hat{R}\right\}$
$\hat{\mathbb{F}}_{k} \llbracket c \rrbracket \hat{R} \triangleq\left\{\left(\left(\rho_{1}, o_{1}\right),\left(\rho_{2}, o_{2}\right), \delta, q\right) \in \hat{R} \mid\right.$ true $\left.\in \mathbb{C} \llbracket c \rrbracket \rho_{k}\right\} ; k \in\{1 ; 2\}$
and
$H^{\hat{R}}(\hat{S}) \quad \triangleq \hat{R}$
$\cup \hat{\mathbb{D}} \llbracket s \rrbracket \circ \hat{F}_{2} \llbracket c_{2} \rrbracket \circ \hat{F}_{1} \llbracket c_{1} \rrbracket \hat{S}$
$\cup \hat{\mathbb{D}}_{1} \llbracket \pi_{1}(s) \rrbracket \circ \hat{\mathbb{F}}_{2} \llbracket \neg c_{2} \rrbracket \circ \hat{\mathbb{F}}_{1} \llbracket c_{1} \rrbracket \hat{S}$
$\cup \hat{\mathbb{D}}_{2} \llbracket \pi_{2}(s) \rrbracket \circ \hat{\mathbb{F}}_{2} \llbracket c_{2} \rrbracket \circ \hat{\mathbb{F}}_{1} \llbracket \neg c_{1} \rrbracket \hat{S}$

```

Figure A.2: Abstract semantics of double programs with unbounded queues
\[
\begin{aligned}
& \hat{\mathbb{S}}_{k}^{p} \llbracket s \rrbracket \in \mathcal{P}\left(\hat{\mathcal{E}}_{p}\right) \rightarrow \mathcal{P}\left(\hat{\mathcal{E}}_{p}\right) \quad ; \quad k \in\{1,2\} \\
& \hat{\mathbb{S}}_{k}^{p} \llbracket \mathbf{s k i p} \rrbracket \hat{X}_{p} \quad \triangleq \hat{X}_{p} \\
& \hat{\mathbb{S}}_{k}^{p} \llbracket V \leftarrow e \rrbracket \hat{X}_{p} \quad \triangleq\left\{((\rho[V \mapsto v], o), \delta, q) \mid((\rho, o), \delta, q) \in \hat{X}_{p} \wedge v \in \mathbb{E} \llbracket e \rrbracket \rho\right\} \\
& \hat{\mathbb{S}}_{1}^{p} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket \hat{X}_{p} \triangleq \\
& \left\{((\rho[V \mapsto \nu], o), \delta-1, \nu \cdot q) \quad \mid \delta \leq 0 \wedge \nu \in[a, b] \wedge((\rho, o), \delta, q \cdot v) \in \hat{X}_{p} \wedge v \in \mathbb{Z}\right\} \\
& \cup\left\{\begin{array}{l|l}
(\rho[V \mapsto v], o), \delta-1, q \cdot 0 \cdot r) & \begin{array}{l}
\delta \in(0, p] \wedge v \in[a, b] \\
((\rho, o), \delta, q \cdot v \cdot r) \in \hat{X}_{p} \wedge \forall n<p-\delta-1: r_{n}=0
\end{array}
\end{array}\right\} \\
& \cup\left\{((\rho[V \mapsto \nu], o), \delta-1, q) \quad \mid \delta>p \wedge \nu \in[a, b] \wedge((\rho, o), \delta, q) \in \hat{X}_{p}\right\} \\
& \hat{\mathbb{S}}_{2}^{p} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket \hat{X}_{p} \triangleq \\
& \left\{((\rho[V \mapsto \nu], o), \delta+1, \nu \cdot q) \quad \mid \delta \geq 0 \wedge \nu \in[a, b] \wedge((\rho, o), \delta, q \cdot v) \in \hat{X}_{p} \wedge v \in \mathbb{Z}\right\} \\
& \cup\left\{\begin{array}{l|l}
((\rho[V \mapsto v], o), \delta+1, q \cdot 0 \cdot r) & \begin{array}{l}
\delta \in[-p, 0) \wedge v \in[a, b] \\
((\rho, o), \delta, q \cdot v \cdot r) \in \hat{X}_{p} \wedge \forall n<p-\delta-1: r_{n}=0
\end{array}
\end{array}\right\} \\
& \cup\left\{((\rho[V \mapsto \nu], o), \delta+1, q) \quad \mid \delta<-p \wedge \nu \in[a, b] \wedge((\rho, o), \delta, q) \in \hat{X}_{p}\right\} \\
& \hat{\mathbb{S}}_{k}^{p} \llbracket \operatorname{output}(V) \rrbracket \hat{X}_{p} \triangleq\left\{((\rho, o \cdot \rho(V)), \delta, q) \mid((\rho, o), \delta, q) \in \hat{X}_{p}\right\} \\
& \hat{S}_{k}^{p} \llbracket \operatorname{assert}(c) \rrbracket \quad \triangleq \hat{S}^{p} \llbracket c ? \rrbracket \\
& \hat{S}_{k}^{p} \llbracket \text { if } c \text { then } s \text { else } t \rrbracket \triangleq \hat{S}_{k}^{p} \llbracket s \rrbracket \circ \hat{\mathbb{S}}^{p} \llbracket c ? \rrbracket \dot{\cup} \hat{S}_{k}^{p} \llbracket t \rrbracket \circ \hat{\mathbb{S}}^{p} \llbracket \neg c ? \rrbracket \\
& \hat{\mathbb{S}}_{k}^{p} \llbracket \text { while } c \text { do } s \rrbracket \hat{X}_{p} \triangleq \hat{\mathcal{S}}^{p} \llbracket \neg c ? \rrbracket \operatorname{lfp}\left(\lambda \hat{Y}_{p} \cdot \hat{X}_{p} \cup \hat{\mathbb{S}}_{k}^{p} \llbracket s \rrbracket \circ \hat{\mathbb{S}}^{p} \llbracket c ? \rrbracket \hat{Y}_{p}\right) \\
& \hat{S}_{k}^{p} \llbracket s ; t \rrbracket \quad \triangleq \hat{S}_{k}^{p} \llbracket t \rrbracket \circ \hat{S}_{k}^{p} \llbracket s \rrbracket \\
& \text { where } \hat{\mathbb{S}}^{p} \llbracket c ? \rrbracket \hat{X}_{p} \triangleq\left\{((\rho, o), \delta, q) \in \hat{X}_{p} \mid \text { true } \in \mathbb{C} \llbracket c \rrbracket \rho\right\}
\end{aligned}
\]

Figure A.3: Abstract semantics of simple programs \(P_{1}\) and \(P_{2}\) with queues of length \(p \geq 1\).
\(\hat{\underline{D}}^{p} \llbracket s \rrbracket \in \mathcal{P}\left(\hat{\mathcal{D}}_{p}\right) \rightarrow \mathcal{P}\left(\hat{\mathcal{D}}_{p}\right)\)


Figure A.4: Abstract semantics of double programs with queues of length \(p \geq 1\)
```

$\tilde{\mathbb{S}}_{k}^{p} \llbracket s \rrbracket \in \mathcal{P}\left(\tilde{\mathcal{E}}_{p}\right) \rightarrow \mathcal{P}\left(\tilde{\mathcal{E}}_{p}\right) \quad ; \quad k \in\{1,2\}$
$\tilde{\mathbb{S}}_{k}^{p} \llbracket \mathbf{s k i p} \rrbracket \tilde{X}_{p} \quad \triangleq \tilde{X}_{p}$
$\tilde{\mathbb{S}}_{k}^{p} \llbracket V \leftarrow e \rrbracket \tilde{X}_{p} \quad \triangleq\left\{(\rho[V \mapsto v], \delta, q) \mid(\rho, \delta, q) \in \tilde{X}_{p} \wedge v \in \mathbb{E} \llbracket e \rrbracket \rho\right\}$
$\tilde{S}_{1}^{p} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket \tilde{X}_{p} \triangleq$
$\left\{(\rho[V \mapsto \nu], \delta-1, \nu \cdot q) \quad \mid \delta \leq 0 \wedge \nu \in[a, b] \wedge(\rho, \delta, q \cdot v) \in \tilde{X}_{p} \wedge v \in \mathbb{Z}\right\}$
$\cup\left\{\begin{array}{l|l}(\rho[V \mapsto v], \delta-1, q \cdot 0 \cdot r) & \begin{array}{l}\delta \in(0, p] \wedge v \in[a, b] \\ (\rho, \delta, q \cdot v \cdot r) \in \widehat{X}_{p} \wedge \forall n<p-\delta-1: r_{n}=0\end{array}\end{array}\right\}$
$\cup\left\{(\rho[V \mapsto \nu], \delta-1, q) \quad \mid \delta>p \wedge \nu \in[a, b] \wedge(\rho, \delta, q) \in \tilde{X}_{p}\right\}$
$\tilde{\mathbb{S}}_{2}^{p} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket \tilde{X}_{p} \triangleq$
$\left\{(\rho[V \mapsto \nu], \delta+1, \nu \cdot q) \quad \mid \delta \geq 0 \wedge \nu \in[a, b] \wedge(\rho, \delta, q \cdot v) \in \tilde{X}_{p} \wedge v \in \mathbb{Z}\right\}$
$\cup\left\{\begin{array}{l|l}(\rho[V \mapsto v], \delta+1, q \cdot 0 \cdot r) & \begin{array}{l}\delta \in[-p, 0) \wedge v \in[a, b] \\ (\rho, \delta, q \cdot v \cdot r) \in \tilde{X}_{p} \wedge \forall n<p-\delta-1: r_{n}=0\end{array}\end{array}\right\}$
$\cup\left\{(\rho[V \mapsto \nu], \delta+1, q) \quad \mid \delta<-p \wedge \nu \in[a, b] \wedge(\rho, \delta, q) \in \tilde{X}_{p}\right\}$
$\tilde{S}_{k}^{p} \llbracket \operatorname{assert}(c) \rrbracket \quad \triangleq \tilde{S}^{p} \llbracket c ? \rrbracket$
$\tilde{S}_{k}^{p} \llbracket$ if $c$ then $s$ else $t \rrbracket \triangleq \tilde{S}_{k}^{p} \llbracket s \rrbracket \circ \tilde{S}^{p} \llbracket c ? \rrbracket \dot{\cup} \tilde{S}_{k}^{p} \llbracket t \rrbracket \circ \tilde{S}^{p} \llbracket \neg c ? \rrbracket$
$\tilde{\mathbb{S}}_{k}^{p} \llbracket$ while $c$ do $s \rrbracket \tilde{X}_{p} \triangleq \tilde{S}^{p} \llbracket \neg c ? \rrbracket 1 \mathrm{ffp}\left(\lambda \tilde{Y}_{p} \cdot \tilde{X}_{p} \cup \tilde{\mathbb{S}}_{k}^{p} \llbracket s \rrbracket \circ \tilde{\mathbb{S}}^{p} \llbracket c ? \rrbracket \tilde{Y}_{p}\right)$
$\tilde{\mathbb{S}}_{k}^{p} \llbracket s ; t \rrbracket \quad \triangleq \tilde{\mathbb{S}}_{k}^{p} \llbracket t \rrbracket \circ \tilde{\mathbb{S}}_{k}^{p} \llbracket s \rrbracket$
where $\tilde{\mathbb{S}}^{p} \llbracket c ? \rrbracket \tilde{X}_{p} \triangleq\left\{(\rho, \delta, q) \in \tilde{X}_{p} \mid\right.$ true $\left.\in \mathbb{C} \llbracket c \rrbracket \rho\right\}$

```

Figure A.5: Abstract semantics of simple NimP programs \(P_{1}\) and \(P_{2}\) without outputs with input queues of length \(p \geq 1\).
\(\tilde{\mathbb{D}}^{p} \llbracket s \rrbracket \in \mathcal{P}\left(\tilde{\mathcal{D}}_{p}\right) \rightarrow \mathcal{P}\left(\tilde{\mathcal{D}}_{p}\right)\)
\(\tilde{\mathbb{D}}^{p} \llbracket \operatorname{skip} \rrbracket \tilde{R}_{p} \quad \triangleq \tilde{R}_{p}\)
\(\tilde{\mathbb{D}}^{p} \llbracket s_{1} \| s_{2} \rrbracket\)
\(\triangleq \tilde{\mathbb{D}}_{2}^{p} \llbracket s_{2} \rrbracket \circ \tilde{\mathbb{D}}_{1}^{p} \llbracket s_{1} \rrbracket\)
\(\tilde{\mathbb{D}}^{p} \llbracket V \leftarrow e_{1} \| e_{2} \rrbracket\)
\(\triangleq \tilde{\mathbb{D}}_{2}^{p} \llbracket V \leftarrow e_{2} \rrbracket \circ \tilde{\mathbb{D}}_{1}^{p} \llbracket V \leftarrow e_{1} \rrbracket\)
\(\tilde{\mathbb{D}}^{p} \llbracket V \leftarrow e \rrbracket\)
\(\triangleq \tilde{\mathbb{D}}_{2}^{p} \llbracket V \leftarrow e \rrbracket \circ \tilde{\mathbb{D}}_{1}^{p} \llbracket V \leftarrow e \rrbracket\)
\(\tilde{\mathbb{D}}^{p} \llbracket \operatorname{assert}(c) \rrbracket\)
\(\triangleq \tilde{\mathbb{D}}_{2}^{p} \llbracket \operatorname{assert}(c) \rrbracket \circ \tilde{\mathbb{D}}_{1}^{p} \llbracket \operatorname{assert}(c) \rrbracket\)
\(\tilde{\mathbb{D}}^{p} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket \quad \triangleq \tilde{\mathbb{D}}_{2}^{p} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket \circ \tilde{\mathbb{D}}_{1}^{p} \llbracket V \leftarrow \operatorname{input}(a, b) \rrbracket\)
\(\tilde{\mathbb{D}}^{p} \llbracket \operatorname{assert} \_\operatorname{sync}(V) \rrbracket \tilde{R}_{p} \triangleq\left\{\left(\rho_{1}, \rho_{2}, \delta, q\right) \in \tilde{R}_{p} \mid \rho_{1}(V)=\rho_{2}(V)\right\}\)
\(\tilde{\mathbb{D}}^{p} \llbracket s ; t \rrbracket \quad \triangleq \tilde{\mathbb{D}}^{p} \llbracket t \rrbracket \circ \tilde{\mathbb{D}}^{p} \llbracket s \rrbracket\)
\(\tilde{\mathbb{D}}^{p} \llbracket\) if \(c_{1} \| c_{2}\) then \(s\) else \(t \rrbracket \triangleq \tilde{\mathbb{D}}^{p} \llbracket s \rrbracket \circ \tilde{\mathbb{F}}_{2}^{p} \llbracket c_{2} \rrbracket \circ \tilde{\mathscr{F}}_{1}^{p} \llbracket c_{1} \rrbracket\)
\[
\cup \underset{2}{\tilde{\mathbb{D}}_{2}^{p} \llbracket \pi_{2}(t) \rrbracket \circ \tilde{\mathbb{D}}_{1}^{p} \llbracket \pi_{1}(s) \rrbracket \circ \tilde{\tilde{F}}_{2}^{p} \llbracket \neg c_{2} \rrbracket \circ \tilde{\tilde{F}}_{\substack{p}}^{p} \llbracket c_{1} \rrbracket}
\]
\(\dot{U} \tilde{\mathbb{D}}_{2}^{p} \llbracket \pi_{2}(s) \rrbracket \circ \tilde{\mathbb{D}}_{1}^{p} \llbracket \pi_{1}(t) \rrbracket \circ \tilde{\mathbb{F}}_{2}^{p} \llbracket c_{2} \rrbracket \circ \tilde{\mathbb{F}}_{1}^{p} \llbracket \neg c_{1} \rrbracket\)
\(\dot{\cup} \tilde{\mathbb{D}}^{p} \llbracket t \rrbracket \circ \tilde{F}_{2}^{p} \llbracket \neg c_{2} \rrbracket \circ \circ \tilde{\mathbb{F}}_{1}^{p} \llbracket \neg c_{1} \rrbracket\)
\(\tilde{\mathbb{D}}^{p} \llbracket\) if \(c\) then \(s\) else \(t \rrbracket \quad \triangleq \tilde{\mathbb{D}}^{p} \llbracket\) if \(c \| c\) then \(s\) else \(t \rrbracket\)
\(\tilde{\mathbb{D}}^{p} \llbracket\) while \(c_{1} \| c_{2}\) do \(s \rrbracket \tilde{R}_{p} \triangleq \tilde{\mathfrak{F}}_{2}^{p} \llbracket \neg c_{2} \rrbracket \circ \tilde{\mathbb{F}}_{1}^{p} \llbracket \neg c_{1} \rrbracket\left(\operatorname{lfp} H^{\tilde{R}_{p}}\right)\)
\(\tilde{\mathbb{D}}^{p} \llbracket\) while \(c\) do \(s \rrbracket \quad \triangleq \tilde{\mathbb{D}}^{p} \llbracket\) while \(c \| c\) do \(s \rrbracket\)
\(\left.\begin{array}{ll|l}\text { where } \quad & \tilde{\mathbb{D}}_{1}^{p} \llbracket s \rrbracket \tilde{R}_{p} \triangleq\left\{\left(\rho_{1}^{\prime}, \rho_{2}, \delta^{\prime}, q^{\prime}\right)\right. & \left.\begin{array}{l}\left(\rho_{1}^{\prime}, \delta^{\prime}, q^{\prime}\right) \in \tilde{\mathbb{S}}_{1}^{p} \llbracket \rrbracket \rrbracket\left\{\left(\rho_{1}, \delta, q\right)\right\} \\ \left(\rho_{1}, \rho_{2}, \delta, q\right) \in \tilde{R}_{p}\end{array}\right\} \\ \tilde{\mathbb{D}}_{2}^{p} \llbracket s \rrbracket \tilde{R}_{p} \triangleq\left\{\left(\rho_{1}, \rho_{2}^{\prime}, \delta^{\prime}, q^{\prime}\right)\right. & \begin{array}{l}\left(\rho_{2}^{\prime}, \delta^{\prime}, q^{\prime}\right) \in \tilde{\mathbb{S}}_{2}^{p} \llbracket \rrbracket\left\{\left(\rho_{2}, \delta, q\right)\right\} \\ \left(\rho_{1}, \rho_{2}, \delta, q\right) \in \tilde{R}_{p}\end{array}\end{array}\right\}\)
\(\tilde{\mathbb{F}}_{k}^{p} \llbracket c \rrbracket \tilde{R}_{p} \triangleq\left\{\left(\rho_{1}, \rho_{2}, \delta, q\right) \in \tilde{R}_{p} \mid\right.\) true \(\left.\in \mathbb{C} \llbracket c \rrbracket \rho_{k}\right\} ; k \in\{1 ; 2\}\)
and
\[
H^{\tilde{R}_{p}}\left(\tilde{S}_{p}\right) \triangleq \tilde{R}_{p}
\]
\(\cup \tilde{\mathbb{D}}^{p} \llbracket s \rrbracket \circ \tilde{\mathbb{F}}_{2}^{p} \llbracket c_{2} \rrbracket \circ \tilde{\mathbb{F}}_{1}^{p} \llbracket c_{1} \rrbracket \tilde{S}_{p}\)
\(\cup \tilde{\mathbb{D}}_{1}^{p} \llbracket \pi_{1}(s) \rrbracket \circ \tilde{F}_{2}^{p} \llbracket \neg c_{2} \rrbracket \circ \circ \tilde{F}_{1}^{p} \llbracket c_{1} \rrbracket \tilde{S}_{p}\)
\(\cup \tilde{\mathbb{D}}_{2}^{p} \llbracket \pi_{2}(s) \rrbracket \circ \tilde{F}_{2}^{p} \llbracket c_{2} \rrbracket \circ \tilde{\mathbb{F}}_{1}^{p} \llbracket \neg c_{1} \rrbracket \tilde{S}_{p}\)
Figure A.6: Abstract semantics of double \(\mathrm{NIMP}_{2}^{-}\)programs with input queues of length \(p \geq 1\).
```

$\tilde{\mathcal{S}}^{0} \llbracket s \rrbracket \in \mathcal{P}\left(\tilde{\mathcal{E}}_{0}\right) \rightarrow \mathcal{P}\left(\tilde{\mathcal{E}}_{0}\right) \quad ; \quad k \in\{1,2\}$
$\tilde{S}^{0} \llbracket \mathbf{s k i p} \rrbracket \tilde{X}_{0} \quad \triangleq \tilde{X}_{0}$
$\tilde{S}^{0} \llbracket V \leftarrow e \rrbracket \tilde{X}_{0} \quad \triangleq\left\{\rho[V \mapsto v] \mid \rho \in \tilde{X}_{0} \wedge v \in \mathbb{E} \llbracket e \rrbracket \rho\right\}$
$\tilde{S}^{0} \llbracket \operatorname{assert}(c) \rrbracket \quad \triangleq \tilde{S}^{p} \llbracket c ? \rrbracket$
$\tilde{\mathbb{S}}^{0} \llbracket$ if $c$ then $s$ else $t \rrbracket \quad \triangleq \tilde{S}^{p} \llbracket s \rrbracket \circ \tilde{\mathcal{S}}^{0} \llbracket c ? \rrbracket \dot{\cup} \tilde{S}^{0} \llbracket t \rrbracket \circ \tilde{S}^{0} \llbracket \neg c ? \rrbracket$
$\tilde{\mathbb{S}}^{0} \llbracket$ while $c$ do $s \rrbracket \tilde{X}_{0} \quad \triangleq \tilde{\mathcal{S}}^{0} \llbracket \neg c ? \rrbracket \operatorname{lfp}\left(\lambda \tilde{Y}_{0} \cdot \tilde{X}_{0} \cup \tilde{\mathbb{S}}^{0} \llbracket s \rrbracket \circ \tilde{S}^{0} \llbracket c ? \rrbracket \tilde{Y}_{0}\right)$
$\tilde{S}^{0} \llbracket s ; t \rrbracket \quad \triangleq \tilde{S}^{0} \llbracket t \rrbracket \circ \tilde{S}^{0} \llbracket s \rrbracket$
where $\tilde{\mathcal{S}}^{0} \llbracket c ? \rrbracket \tilde{X}_{0} \quad \triangleq\left\{\rho \in \tilde{X}_{0} \mid\right.$ true $\left.\in \mathbb{C} \llbracket c \rrbracket \rho\right\}$

```

Figure A.7: Abstract semantics of simple NimP programs \(P_{1}\) and \(P_{2}\) without inputs and outputs.
```

$\tilde{\mathbb{D}}^{0} \llbracket s \rrbracket \in \mathcal{P}\left(\tilde{\mathcal{D}}_{0}\right) \rightarrow \mathcal{P}\left(\tilde{\mathcal{D}}_{0}\right)$
$\tilde{\mathbb{D}}^{0} \llbracket \mathbf{s k i p} \rrbracket \tilde{R}_{0} \quad \triangleq \tilde{R}_{0}$
$\tilde{\mathbb{D}}^{0} \llbracket s_{1} \| s_{2} \rrbracket \quad \triangleq \tilde{\mathbb{D}}_{2}^{0} \llbracket s_{2} \rrbracket \circ \tilde{\mathbb{D}}_{1}^{0} \llbracket s_{1} \rrbracket$
$\tilde{\mathbb{D}}^{0} \llbracket V \leftarrow e_{1} \| e_{2} \rrbracket \quad \triangleq \tilde{\mathbb{D}}_{2}^{0} \llbracket V \leftarrow e_{2} \rrbracket \circ \tilde{\mathbb{D}}_{1}^{0} \llbracket V \leftarrow e_{1} \rrbracket$
$\tilde{\mathbb{D}}^{0} \llbracket V \leftarrow e \rrbracket \quad \triangleq \tilde{\mathbb{D}}_{2}^{0} \llbracket V \leftarrow e \rrbracket \circ \tilde{\mathbb{D}}_{1}^{0} \llbracket V \leftarrow e \rrbracket$
$\tilde{\mathbb{D}}^{0} \llbracket \operatorname{assert}(c) \rrbracket \quad \triangleq \tilde{\mathbb{D}}_{2}^{0} \llbracket \operatorname{assert}(c) \rrbracket \circ \tilde{\mathbb{D}}_{1}^{0} \llbracket \operatorname{assert}(c) \rrbracket$
$\tilde{\mathbb{D}}^{0} \llbracket V \leftarrow \operatorname{input\_ sync}(a, b) \rrbracket \tilde{R}_{0} \triangleq\left\{\left(\rho_{1}[V \mapsto v], \rho_{2}[V \mapsto v]\right) \mid v \in[a, b] \wedge\left(\rho_{1}, \rho_{2}\right) \in \tilde{R}_{0}\right\}$
$\tilde{\mathbb{D}}^{0} \llbracket \operatorname{assert} \_\operatorname{sync}(V) \rrbracket \tilde{R}_{0} \quad \triangleq\left\{\left(\rho_{1}, \rho_{2}\right) \in \tilde{R}_{0} \mid \rho_{1}(V)=\rho_{2}(V)\right\}$
$\tilde{\mathbb{D}}^{0} \llbracket s ; t \rrbracket \quad \triangleq \tilde{\mathbb{D}}^{0} \llbracket t \rrbracket \circ \tilde{\mathbb{D}}^{0} \llbracket s \rrbracket$
$\tilde{\mathbb{D}}^{0} \llbracket$ if $c_{1} \| c_{2}$ then $s$ else $t \rrbracket \triangleq \tilde{\mathbb{D}}^{0} \llbracket s \rrbracket \circ \tilde{\mathbb{F}}_{2}^{0} \llbracket c_{2} \rrbracket \circ \tilde{\mathbb{F}}_{1}^{0} \llbracket c_{1} \rrbracket$
$\cup \tilde{\mathbb{D}}_{2}^{0} \llbracket \pi_{2}(t) \rrbracket \circ \tilde{\mathbb{D}}_{\tilde{1}}^{0} \llbracket \pi_{1}(s) \rrbracket \circ \stackrel{\tilde{F}_{2}^{0}}{0} \llbracket c_{2} \rrbracket \circ \tilde{\tilde{F}}_{1}^{0} \llbracket c_{1} \rrbracket$
$\dot{\cup} \tilde{\mathbb{D}}_{2}^{0} \llbracket \pi_{2}(s) \rrbracket \circ \tilde{\mathbb{D}}_{1}^{0} \llbracket \pi_{1}(t) \rrbracket \circ \tilde{\mathbb{F}}_{2}^{0} \llbracket c_{2} \rrbracket \circ \tilde{\tilde{F}}_{1}^{0} \llbracket \neg c_{1} \rrbracket$
$\dot{\cup} \tilde{\mathbb{D}}^{0} \llbracket t \rrbracket \circ \tilde{F}_{2}^{0} \llbracket \neg c_{2} \rrbracket \circ \tilde{F}_{1}^{0} \llbracket \neg c_{1} \rrbracket$
$\tilde{\mathbb{D}}^{0} \llbracket$ if $c$ then $s$ else $t \rrbracket \quad \triangleq \tilde{\mathbb{D}}^{0} \llbracket$ if $c \| c$ then $s$ else $t \rrbracket$
$\tilde{\mathbb{D}}^{0} \llbracket$ while $c_{1} \| c_{2}$ do $s \rrbracket \tilde{R}_{0} \quad \triangleq \tilde{F}_{2}^{0} \llbracket \neg c_{2} \rrbracket \circ \tilde{F}_{1}^{0} \llbracket \neg c_{1} \rrbracket\left(\operatorname{lfp} H^{\tilde{R}_{0}}\right)$
$\tilde{\mathbb{D}}^{0} \llbracket$ while $c$ do $s \rrbracket \quad \triangleq \tilde{\mathbb{D}}^{0} \llbracket$ while $c \| c$ do $s \rrbracket$
where $\quad \tilde{\mathbb{D}}_{1}^{0} \llbracket s \rrbracket \tilde{R}_{0} \quad \triangleq\left\{\left(\rho_{1}^{\prime}, \rho_{2}\right) \mid \rho_{1}^{\prime} \in \tilde{S}^{0} \llbracket s \rrbracket\left\{\rho_{1}\right\} \wedge\left(\rho_{1}, \rho_{2}\right) \in \tilde{R}_{0}\right\}$
$\tilde{\mathbb{D}}_{2}^{0} \llbracket s \rrbracket \tilde{R}_{0} \quad \triangleq\left\{\left(\rho_{1}, \rho_{2}^{\prime}\right) \mid \rho_{2}^{\prime} \in \tilde{\mathbb{S}}^{0} \llbracket s \rrbracket\left\{\rho_{2}\right\} \wedge\left(\rho_{1}, \rho_{2}\right) \in \tilde{R}_{0}\right\}$
$\tilde{\tilde{F}}_{k}^{0} \llbracket c \rrbracket \tilde{R}_{0} \quad \triangleq\left\{\left(\rho_{1}, \rho_{2}\right) \in \tilde{R}_{0} \mid\right.$ true $\left.\in \mathbb{C} \llbracket c \rrbracket \rho_{k}\right\} ; k \in\{1 ; 2\}$
$H^{\tilde{R}_{0}}\left(\tilde{S}_{0}\right) \quad \triangleq \tilde{R}_{0}$
$\cup \tilde{\mathbb{D}}^{0} \llbracket s \rrbracket \circ \tilde{F}_{2}^{0} \llbracket c_{2} \rrbracket \circ \tilde{F}_{1}^{0} \llbracket c_{1} \rrbracket \tilde{S}_{0}$
$\cup \tilde{\mathbb{D}}_{1}^{0} \llbracket \pi_{1}(s) \rrbracket \circ \tilde{F}_{2}^{0} \llbracket \neg c_{2} \rrbracket \circ \circ \tilde{\mathbb{F}}_{1}^{0} \llbracket c_{1} \rrbracket \tilde{S}_{0}$
$\cup \tilde{\mathbb{D}}_{2}^{0} \llbracket \pi_{2}(s) \rrbracket \circ \tilde{F}_{2}^{0} \llbracket c_{2} \rrbracket \circ \tilde{F}_{1}^{0} \llbracket \neg c_{1} \rrbracket \tilde{S}_{0}$

```

Figure A.8: Abstract semantics of double NimP \({ }_{2}^{\star}\) programs.

\section*{Appendix B}

\section*{Double program semantics for C}

\section*{B. 1 Semantics of endian-diverse simple and double statements}

A brief overview of the transfer functions of statements is available in 7.3.4. This section provides a complete description.

\section*{B.1.1 Semantics of simple statements}

Before defining the semantics for double statements in this domain, we first define the semantics \(\mathbb{E}_{\alpha}^{b} \llbracket *_{t} e \rrbracket \in \mathcal{D}^{b} \rightarrow \mathcal{D}^{b} \times \mathcal{P}(\mathbb{V})\) and \(\mathbb{S}_{\alpha}^{b} \llbracket *_{t} e_{1} \leftarrow e_{2} \rrbracket \in \mathcal{D}^{b} \rightarrow \mathcal{D}^{b}\) for simple memory reads and writes, in program version \(P_{\alpha}(\alpha \in \mathcal{A})\).

\section*{Evaluations.}

We describe the semantics of \(\mathbb{E}_{\alpha}^{b} \llbracket *_{t} e \rrbracket\langle C, R\rangle\), assuming the expression \(e\) does not contain any dereference. This is not restrictive, as expressions can be transformed into purely scalar expressions by resolving left-values bottom up. To compute \(\mathbb{E}_{\alpha}^{b} \llbracket *_{t} e \rrbracket\langle C, R\rangle\), we first resolve \(*_{t} e\) into a set \(L_{\alpha}\) of single cells of program \(P_{\alpha}\), by evaluating \(e\) into a set of pointer values, and gathering single cells corresponding to valid pointers:
\[
L_{\alpha} \triangleq\left\{\langle V, o, t, \alpha\rangle \in \widetilde{\mathcal{C e l l}}_{\alpha} \mid\langle V, o\rangle \in \mathbb{E}_{\alpha} \llbracket e \rrbracket \rho, \rho \in R\right\}
\]

Then, we call \(a d d\)-cell \(l_{\alpha}^{b}\) to ensure that all the target cells in \(L_{\alpha}\) occur in the abstract environment, either directly or via a suitable shared bi-cell. This updates the abstract state \(\langle C, R\rangle\) to \(\left\langle C_{0}, R_{0}\right\rangle\). The semantics of \(a d d\)-cell \(l_{\alpha}^{b}\) ensures that \(\operatorname{occ}\left(c, C_{0}\right) \neq \emptyset\) for all \(c \in L_{\alpha}\).
Finally,
\[
\mathbb{E}_{\alpha}^{b} \llbracket *_{t} e \rrbracket\langle C, R\rangle=\left\langle\left\langle C_{0}, R_{0}\right\rangle,\left\{\rho_{0}\left(c_{0}\right) \mid \rho_{0} \in R_{0}, c_{0} \in o c c\left(c, C_{0}\right), c \in L_{\alpha}\right\}\right\rangle
\]

\section*{Assignments.}

The semantics of assignments \(\mathbb{S}_{\alpha}^{b} \llbracket *_{t} e_{1} \leftarrow e_{2} \rrbracket\langle C, R\rangle\) involves more steps.
We first evaluate \(e_{2}\) into a set of values \(\mathbb{V}_{e_{2}} \in \mathcal{P}(\mathbb{V})\). This may involve synthesizing bi-cells for the dereferences of \(e_{2}\), which updates the state \(\langle C, R\rangle\) to \(\left\langle C^{\prime}, R^{\prime}\right\rangle\) : \(\left\langle\left\langle C^{\prime}, R^{\prime}\right\rangle, \mathbb{V}_{e_{2}}\right\rangle=\mathbb{E}_{\alpha}^{b} \llbracket e_{2} \rrbracket\langle C, R\rangle\). Like for evaluations, we assume the expression \(e_{1}\) does not contain any dereference, and start with resolving \(*_{t} e_{1}\) into a set \(L_{\alpha}\) of single cells in the memory of \(P_{\alpha}\). Then, we realize the bi-cells in \(L_{\alpha}\) using add-cell \({ }_{\alpha}^{b}\) : let \(\left\langle C_{0}, R_{0}\right\rangle\) be the updated environment. Some of the single cells in \(L_{\alpha}\) may have been realized into shared bi-cells in \(C_{0}\). Let \(S_{0} \triangleq\left(C_{0} \backslash C\right) \cap \widetilde{\mathrm{Cell}}^{2}\) be the set of such shared bi-cells. Elements of \(S_{0}\) represent equalities between cells in the memory of \(P_{\alpha}\), and cells in the memory of the other program version \(P_{\beta}(\beta \in \mathcal{A} \backslash\{\alpha\})\). Such equalities may no longer hold, after assignment by the simple program \(P_{\alpha}\) only. Therefore, we split shared bi-cells of \(S_{0}\) into their left and right projections, in a copy-on-write strategy. The updated environment is
\[
\left\langle C_{0}^{\prime}, R_{0}^{\prime}\right\rangle=\left\langle C_{0} \cup \bigcup_{\left\langle c, c^{\prime}\right\rangle \in S}\left\{c, c^{\prime}\right\},\left\{c \mapsto\left\{\left.\begin{array}{l}
\rho(x) \text { if } \exists x \in \operatorname{occ}(c, S) \neq \emptyset \\
\rho(c) \text { otherwise }
\end{array} \quad \right\rvert\, \rho \in R_{0}\right\}\right\rangle\right.
\]

Finally, we update the environment for the single cells written (elements of \(L_{\alpha}\) ), with the possible values of \(e_{2}\). However, this is not sufficient: it is also necessary to update the environment for any overlapping bi-cells, including shared bi-cells that have been split into pairs of single cells. A sound and efficient (though possibly coarse) solution is to simply remove them. Indeed, removing any bi-cell is always sound in our memory model: it amounts to losing information, as we lose constraints on the byte-representation of the memory. Let \(\Omega_{0}^{\prime} \subseteq C_{0}^{\prime} \backslash L_{\alpha}\) be the set of such bi-cells: elements of \(\Omega_{0}^{\prime}\) are shared bi-cells and single cells from the memory of \(P_{\alpha}\), with base variables, offsets and sizes such that they overlap some element of \(L_{\alpha}\). The updated environment is:
\[
\begin{aligned}
\mathbb{S}_{\alpha}^{b} \llbracket *_{t} e_{1} \leftarrow e_{2} \rrbracket\langle C, R\rangle= & \left\langle C_{0}^{\prime} \backslash \Omega,\right. \\
& \left.\left.\left\{\rho_{\mid C_{0}^{\prime} \backslash \Omega} \backslash \forall c \in L_{\alpha}: c \mapsto v\right] \mid \rho \in R_{0}^{\prime}, v \in \mathbb{V}_{e_{2}}\right\}\right\rangle
\end{aligned}
\]

\section*{B.1.2 Semantics of double statements}

We are now ready to define the semantics \(\mathbb{D}^{b} \llbracket d s t a t \rrbracket \in \mathcal{D}^{b} \rightarrow \mathcal{D}^{b}\) of double statements in this domain. Like \(\mathbb{D}, \mathbb{D}^{b}\) is defined by induction on the syntax. We focus on assignments, as other the semantics of statements is the same as in Sec. 6.2.5.

In an assignment \(\mathbb{D}^{b} \llbracket *_{t} e_{1} \leftarrow e_{2} \rrbracket\langle C, R\rangle\), although both programs execute the same syntactic assignment, their semantics are different, as are their endiannesses. For instance, recall Example 3 from Sec. 1.1.4. The value assigned to field \(s . x\) by the statement \(p[4]=1\) depends on the endianness of the platform. In addition, available bi-cells may be different. By default, double assignments are straightforward extensions of simple assignments: \(\mathbb{D}^{\mathfrak{b}} \llbracket *_{t} e_{1} \leftarrow e_{2} \rrbracket=\mathbb{S}_{2}^{b} \llbracket *_{t} e_{1} \leftarrow e_{2} \rrbracket \circ \mathbb{S}_{1}^{b} \llbracket *_{t} e_{1} \leftarrow e_{2} \rrbracket\). As in Sec. B.1.2, we introduce two precision optimizations, taking advantage of implicit equalities represented by shared bi-cells. We first transform \(*_{t} e_{1}\) and the dereferences in \(e_{2}\) into sets
of bi-cells \(L\) and \(R\), respectively. Note that \(R\) may be empty, as \(e_{2}\) may be a constant expression. Then, we realize the cells in \(L\) and \(R\), using add-cell \({ }^{b}\). Let \(\left\langle C_{0}, R_{0}\right\rangle\) be the updated environment. Two optimizations are possible, depending on \(e_{1}, e_{2}, L\), and \(R\).

Optimization 1: Assignment of shared bi-cells. If \(e_{1}\) and \(e_{2}\) are deterministic expressions, and if they evaluate to bi-cells that are all shared ( \(L \cup R \subseteq \widetilde{\operatorname{Cell}}^{2}\) ), then \(P_{\mathcal{L}}\) and \(P_{\mathcal{B}}\) write the same value to the same destination. We thus update shared destination bi-cells (in \(L\) ), and remove any overlapping bi-cells. Formally,
\[
\begin{aligned}
\mathbb{D}^{\mathrm{b}} \llbracket *_{t} e_{1} \leftarrow e_{2} \rrbracket\langle C, R\rangle= & \left\langle C_{0} \backslash \Omega,\right. \\
& \left.\left\{\rho_{\mid C_{0} \backslash \Omega} \backslash \forall c \in L: c \mapsto v \rrbracket \mid \rho \in R_{0}, v \in \mathbb{E}_{\mathcal{L}}^{b} \llbracket e_{2} \rrbracket\left\langle C_{0}, R_{0}\right\rangle\right\}\right\rangle
\end{aligned}
\]
where \(\Omega_{0} \subseteq \mathcal{C}_{0} \backslash L\) is the set of (shared or single) bi-cells overlapping elements of \(L\). The choice of evaluating \(\mathbb{E}_{\mathcal{L}}^{b} \llbracket e_{2} \rrbracket\) (rather than \(\mathbb{E}_{\mathcal{B}}^{b} \llbracket e_{2} \rrbracket\) ) is arbitrary, as they are equal. Indeed, the endianness \(\mathcal{L}\) is not used by \(\mathbb{E}_{\mathcal{L}} \llbracket e_{2} \rrbracket\), all the necessary cells are materialized before evaluating expression \(e_{2}\).

Optimization 2: Copy assignment. If the conditions for optimization 1 are satisfied, and if, in addition, \(e_{2}=*_{t} e_{2}^{\prime}\), and both \(*_{t} e_{1}\) and \(*_{t} e_{2}^{\prime}\) evaluate to single bi-cells \((|L|=|R|=1)\) in every state \(\left\langle C_{0}, \rho_{0}\right\rangle \in X_{0}\), then we are dealing with a copy assignment, as in \(\mathrm{y}=\mathrm{x}\); We may thus soundly copy any memory information from the source \(\{r\}=R\), to the destination \(\{l\}=L\), so as to further improve precision. We therefore remove \(l\), and create a copy of \(r\), and of any smaller bi-cell \(r^{\prime} \in C_{0}\) for the same bytes, to a corresponding bi-cell for the bytes of \(l\). Newly created destination bi-cells have the sides and endiannesses of their sources. The environment is updated accordingly, to reflect equalities between sources and destinations.

\section*{B. 2 Symbolic domain of bit-slice predicates}

Abstract lattice operators and transfer functions of the \(\mathcal{P}\) red \({ }^{\sharp}\) domain are described in Sec. 7.4.1. The transfer function for assignments translates general expressions into \(\mathcal{B}\) its expressions. The translation relies on the function \(n f \in \mathcal{N} u m^{\sharp} \times \mathcal{C}_{\mathcal{B} i t s} \rightarrow \mathcal{B}\) its to rewrite bit-slice expressions to normal forms. Fig. B. 1 shows the definition of \(n f\). Constants are normalized to the smallest possible slice of themselves. So are variables, using information from the numerical abstraction. Bit-slices are pushed down into bitwise OR of terms, only if each term represents a disjoint interval of bits. \(n f\) relies on the predicate disjoint \(\in \mathcal{B}\) its \(\rightarrow \mathbb{B}\) to check this property. The definition of disjoint is shown on Fig. B.2. Sec. 7.4.1 assumes a version of \(n f\) that additionally sorts the disjoint intervals of bits of each term of a bitwise OR of bit-slices by increasing lower bounds. We do not show this feature in Fig. B. 1 for simplicity.
\(n f \in \mathcal{N u m}{ }^{\sharp} \times \mathcal{C}_{\mathcal{B i t s}} \rightarrow\) Bits
Notation: \(n \triangleq 8 \times s\)
\[
\begin{aligned}
& n f\langle I, 0\rangle \triangleq 0 \\
& n f\langle I, c \in \mathbb{N} \backslash\{0\}\rangle \triangleq \overline{c[i, j}^{i} \\
& n f\langle I, x \in \mathcal{V}\rangle \triangleq \overrightarrow{x[0, j)}^{0} \\
& n f\left\langle I, \overline{x[i, j}^{k}\right\rangle \triangleq \overline{x[i, j}^{k} \\
& n f\left\langle I, \overrightarrow{e[0, N)}^{0}\right\rangle \triangleq n f\langle I, e\rangle \\
& \left.n f\langle I, \overrightarrow{e[p, q})^{r}\right\rangle \triangleq 0 \\
& n f\left\langle I, \overrightarrow{e[p, q)}^{r}\right\rangle \triangleq n f\left\langle I, \overline{e[p-r, q}^{0}\right\rangle \\
& n f\left\langle I, \overrightarrow{e[p, q)}^{r}\right\rangle \triangleq n f\left\langle I, \overrightarrow{e[p, n-r}^{r}\right\rangle \\
& \left.\xrightarrow{\left.n f\langle I, \overrightarrow{e[p, q})^{r}\right\rangle}\right\rangle n f\left\langle I,{\vec{e}[0, q)^{r}}^{r}\right\rangle \\
& n f\left\langle I, \xrightarrow[e]{\left.\stackrel{(i, j}{ })^{k}[p, q)\right\rangle}\right\rangle \triangleq \stackrel{(u, v)^{w}}{ } \\
& n f\left\langle I,{\left.\left.\overrightarrow{\left(e_{1} \mid e_{2}\right)[p, q}\right)^{r}\right\rangle \triangleq n f\left\langle I, e_{1}^{\prime} \mid e_{2}^{\prime}\right\rangle}^{r}\right. \\
& n f\left\langle I, \vec{\top}[p, q)^{r}\right\rangle \triangleq \top \\
& n f\langle I, e \mid T\rangle \triangleq T \\
& n f\langle I, e \mid 0\rangle \triangleq n f\langle I, e\rangle \\
& n f\langle I, e\rangle \triangleq \top \\
& \text { where } i=\max \left\{0 \leq p<n \mid{\overrightarrow{c[p, n})^{p}}^{p}=c\right\} \\
& \text { and } j=\min \left\{i<q \leq n \mid \overrightarrow{c i i, q}^{i}=c\right\} \\
& \text { where } j=\min \left\{0 \leq q<n \mid \mathbb{C}_{\text {Num }} \llbracket x \geq 2^{q} \rrbracket \sharp I=\perp\right\} \\
& \text { if } 0 \leq i<j \leq n \wedge k \geq 0 \wedge k+j-i \leq n \\
& \wedge(i, j, k) \neq(0,0, n) \\
& \text { if } N \geq n \\
& \text { if } p \geq q \vee r \geq n \\
& \text { if } p<q \wedge r<0 \\
& \text { if } p<q \wedge 0 \leq r<n \leq r+q-p \\
& \text { if } p<0 \leq q \wedge r \geq 0 \wedge r+q-p \leq n \\
& \text { where } u=i+\max \{0, p+k\} \wedge \\
& \text { and } v=i+\min \{q-k, j-i\} \wedge \\
& \text { and } w=r+\max \{0, k-p\} \\
& \text { if } \operatorname{disjoint}\left(n f\left\langle I, e_{1}\right\rangle, n f\left\langle I, e_{2}\right\rangle\right) \\
& \text { and } e_{k}^{\prime}=n f\left\langle I,{\overrightarrow{e_{k}[p, q)}}^{r}\right\rangle \\
& =n f\langle I, \top \mid e\rangle \\
& =n f\langle I, 0 \mid e\rangle \\
& \text { in all other cases. }
\end{aligned}
\]

Figure B.1: Rewriting bit-slices to a normal form
```

$\underline{\text { disjoint } \in \mathcal{B} \text { its } \rightarrow \mathbb{B}}$
$\operatorname{disjoint}(0, e) \triangleq \operatorname{disjoint}(0, e) \triangleq \quad$ true
$\operatorname{disjoint}(\top, e) \triangleq \operatorname{disjoint}(\top, e) \triangleq$ false
$\operatorname{disjoint}\left({\left.\left.\overrightarrow{x[i, j})^{k}, \overrightarrow{y[p, q}\right)^{r}\right) \stackrel{\Delta}{\Longleftrightarrow}[k, k+j-i] \cap[r, r+q-p] \neq \emptyset \quad x, y \in \mathbb{N} \cup \mathcal{V}, ~}_{\Longleftrightarrow}\right.$
$\operatorname{disjoint}\left(e, e^{\prime} \mid e^{\prime \prime}\right) \stackrel{\Delta}{\Longleftrightarrow} \operatorname{disjoint}\left(e, e^{\prime}\right) \wedge \operatorname{disjoint}\left(e, e^{\prime \prime}\right) \wedge \operatorname{disjoint}\left(e^{\prime}, e^{\prime \prime}\right)$

```

Figure B.2: Disjoint normal form predicate

\section*{Appendix C}

\section*{Examples}

\section*{C. 1 Patch analysis for \(\mathrm{Nimp}_{2}^{-}\)programs}

\section*{C.1.1 Comp example from [172]}
\{
```

int x; int y; int z;
x = input (-10,10);
y = input (-100,100);
if ( x>y || x<y ) z=1; else z=0;
if ( z==0 || z!=0 ) {
int tmp;
tmp=y;
y=x;
x=tmp;
}
assert_sync(y);

```
\}
C.1.2 Const example from [172]
\{
int \(a\); int \(b ;\) int \(c\); int \(d\); int \(r\);
\(\mathrm{a}=\) input \((-10,10)\);
b \(=\) input \((-100,100)\);
\(\{/ * \operatorname{skip} * /\} \| \mathrm{d}=3\);
\(c=a+b \| b+a ;\)
\(r=c+3 \| c+d\);
assert_sync(r);
\}
```

C.1.3 Modified Fig.2 example (from [172])
{
int x;
x = input (-100,100);
if ( x<0 ) {
x=-1;
}
else {
if ( x>=2 | x>=4 ) {}
else {
while (x==2) x=2;
x=3;
}
}
assert_sync(x); // x=2 ignored
}

```
C.1.4 LoopMult example from [172]
```

{
int a; int b; int c; int i;
a = input (18,20);
b = input (17,21);
c=0;
i=1;
while ( i<=b || i<=a ) {
c= c+a| | c+b;
i=i+1;
}
assert_sync(c);
}

```
```

C.1.5 Variables switch roles: LoopSub example from [172]
{
int x; int y; int a; int b; int c; int i;
x = input (-100,100);
y = input (-10,1);
a = x| y;
b = y | x;
c = a | b;
a}=\mp@subsup{b}{2}{}\wedge\mp@subsup{a}{2}{}=\mp@subsup{b}{1}{
i=0;
while ( i<3 ) {
c = c-b || c-a;
i=i+1;
}
assert_sync(c);
}

```
C.1.6 UnchLoop example from [172]
\{
    int a ; int b ; int c ; int i ; int r ;
    \(\mathrm{a}=\operatorname{input}(-1000,1000)\);
    b = input ( \(-1000,1000\) );
    c = \(1 \| 0\);
    i=0;
    while ( i<a) \{
        \(\mathrm{c}=\mathrm{c}+\mathrm{b}\);
        \(i=i+1\);
    \}
    \(\mathrm{r}=c \| c+1\);
    assert_sync(r);
\}
```

C.1.7 sign example from [153]
{
int x; int sgn; int sgn2;
x = input (-1000,1000);
sgn = input (-100,100);
if (x<0) sgn = -1;
else sgn = 1;
{/* skip */} || if (x==0) sgn=0;
if ( x!=0 ) {
sgn2=sgn;
}
assert_sync(sgn2);
}

```

\section*{C.1.8 sum example from [153]}
```

{
int arr; int len;
int i; int result;
bool b0; bool b1; bool b2; bool b3; bool b4;
int v0; int v1; int v2; int v3; int v4;
b0=input(0,1); if (b0==1) v0=1; else v0=0;
b1=input(0,1); if (b1==1) v1=1; else v1=0;
b2=input (0,1); if (b2==1) v2=1; else v2=0;
b3=input (0,1); if (b3==1) v3=1; else v3=0;
b4=input(0,1); if (b4==1) v4=1; else v4=0;
arr = input (-1000,1000);
// len = input (0,100); // works with polyhedra and octagons
len = v0 + 2*v1 + 4*v2 + 8*v3 + 16*v4; // len \in[0,31]
result = 0;
i = 1| 0;
while ( i<len || i+1<len ) {
{/* skip */} || i=i+1;
result = result + arr;
i = i+2 || i+1;
}
assert_sync(result);
}

```

\section*{C.1.9 copy example from Coreutils, and [153]}
```

{
int dest_desc;
bool HAVE_FCHOWN;
int fchown_dest_desc_uid_gid;
int chown_dst_name_uid_gid;
bool chown_failure_ok_x;
int x_require_preserve;
int r;
dest_desc = input(-1,1000);
HAVE_FCHOWN = input (0,1);
chown_failure_ok_x = rand(0,1);
x_require_preserve = rand (0,1);
// equivalence only if if the syscall succeeds
fchown_dest_desc_uid_gid = 0;
chown_dst_name_uid_gid = 0;
r = 1| 0;
if ( HAVE_FCHOWN == 1 \&\& dest_desc != -1 ) {
if ( fchown_dest_desc_uid_gid == 0 ) {
r = 1;
} else {
if ( chown_failure_ok_x == 0 ) {
if ( x_require_preserve == 1 ) {
r = 0 || -1;
}
}
}
} else {
if ( chown_dst_name_uid_gid == 0 ) {
r = 1;
} else {
if ( chown_failure_ok_x == 0 ) {
if ( x_require_preserve == 1 ) {
r = 0 || -1;
}
}
}
}
assert_sync(r);
}

```

\section*{C.1.10 remove example from Coreutils, and [153]}
```

*/
/* Like fstatat, but cache the result.
If st_size is -1, the status has not been gotten yet.
If less than -1, fstatat failed with errno == -1 - st_size||st_ino.
Otherwise, the status has already been gotten, so return 0.
static int
cache_fstatat (int fd, char const *file, struct stat *st, int flag)*/
{
int r;
int st_size; int st_ino;
int errno; bool fstatat_ok;// true iff fstatat() returns 0
int continue;
st_ino = input(-1000,1000);
st_size = -1;// before first call: the status has not been gotten yet.
continue=1;
while ( continue==1 ) {// cache_fstatat is called n times
if ( st_size == -1 ) {// call fstatat
fstatat_ok = input(0,1); // 1 + fstatat(.)
if ( fstatat_ok == 1 ) { // fstatat behaviour
st_size = input (0,1000);
st_ino = input (-1000,1000);
}
else {
// fstatat behaviour on systems with positive errno values
errno = input(1,1000);
// goal: prove non regression on systems with positive errno values
st_size = -1 - errno || -2;
{} || st_ino = errno;
}
}
if ( 0 <= st_size ) r = 0;
else {
errno = -1 - st_size || st_ino;
r = -1;
}
continue=input (0,1);
}
assert_sync(r,errno);
}

```
```

C.1.11 Loop rearrangements: seq example from Coreutils,
and [153, 154]
{
int first; int last;
int x; int i; int step;
int separator; int terminator;
int out_of_range; int break; int print_extra_number;
int out1; int out2;
first = input (0,100);
last = input (0,100);
step = 2;
separator = 128;
terminator = 1024;
print_extra_number = 0;
{/* skip */} || if (last < first) out_of_range = 1;
if ( 1==1 || out_of_range == 0 ) {
{/* skip */} || x=first;
i = 0| 1;
while ( break == 0 ) {
{
x = first + i * step;
if (last < x) break = 1;
if (break == 0) {
if (i!=0) out1 = separator;
out2 = x;
}
} || {
out2 = x;
if (out_of_range == 1) break = 1;
else {
x = first + i * step;
if (last < x) out_of_range = 1;
if (out_of_range == 1) if (print_extra_number == 0) break = 1;
if (break == 0) out1 = separator;
}
}
i=i+1;
}
}
assert_sync(out1,out2);
if (i!=0) out1 = terminator; | out1 = terminator;
assert_sync(out1);
}

```

\section*{C.1.12 test example from Coreutils}
```

// coreutils adjacent commits
// between 88c32fa68ee7057744bfb6d41f6e8eb68801306f
// and 7fd7709a7a5f3537f2f373dcc57e17001830591e (test: simplify redundant code)
//static bool two_arguments (void)
{
int argc; int argv_2_0; int pos;
int cur; int next; int nextnext;
int value;
argc = 3;
argv_2_0 = input(0,255); //argv[pos - 1][0] in unary_op
pos = 1;
cur = input(0,255);
next = input(0,255);
nextnext = input(0,255);
if (cur == 97 \&\& next == 0) //STREQ (argv[pos], "!")
{
pos = pos + 1;//advance (false);
if (argv_2_0 != 0) value = 1;
else value = 0;
pos = pos + 1;//! one_argument ();
}
else if ( cur == 45 // argv[pos] [0] == '-'
\&\& next != 0 // argv[pos][1] != '10'
\&\& nextnext == 0 )// argv [pos] [2] == '\0'
{
if ( cur == 45 //test_unop (argv[pos])
\&\& (next==98||next==99||next==100||next==101||next==102||next==103||next
==104
||next == 107
| |next==110||next==111||next==112
| |next==114||next==115||next==116||next==117
| |next==119||next==120
||next==122
||next==71||next==76||next==79||next==83||next==78
) | 1==1 ) {
// value = unary_operator ();
if (next == 1001) {// e
pos = pos + 1;
if (pos >= argc) halt;
pos = pos + 1;
value = input (0,1);
}
else if (next == 114) {// r
pos = pos + 1;
if (pos >= argc) halt;
pos = pos + 1;

```
```

    value = input (0,1);
    }
else if (next == 119) {// w
pos = pos + 1;
if (pos >= argc) halt;
pos = pos + 1;
value = input (0,1);
}
else if (next == 120) {// x
pos = pos + 1;
if (pos >= argc) halt;
pos = pos + 1;
value = input (0,1);
}
else if (next == 79) {// 0
pos = pos + 1;
if (pos >= argc) halt;
pos = pos + 1;
value = input (0,1);
}
else if (next == 71) {//G
pos = pos + 1;
if (pos >= argc) halt;
pos = pos + 1;
value = input (0,1);
}
else if (next == 122) {// z
pos = pos + 1;
if (pos >= argc) halt;
pos = pos + 1;
if (argv_2_0 == 0) value = 1;
else value = 0;
}
else {
{/* skip */} || halt;
value = 0; // default: return false;
}
} else {
halt; || {/* skip */} //test_syntax_error (_("%s: unary operator expected"),
quote (argv[pos]));
}
}
else
halt; //beyond ();
assert_sync(value,pos);
}

```
\begin{tabular}{|c|c|c|cccc|}
\hline & & swapping & \multicolumn{4}{|c}{ bytes swapped } \\
Section & Example & technique & LOC & 2 & 4 & 8 \\
\hline C.2.1 & 44 & pointer & 54 & 58 & 77 & 111 \\
C.2.1 & 45 & union & 54 & 61 & 85 & 132 \\
C.2.2 & 46 & bitwise & 82 & 51 & 73 & 96 \\
\hline
\end{tabular}
(a) Integer byte-swaps
\begin{tabular}{|c|c|r|r|}
\hline Section & Example & LOC & Time \\
\hline 7.4 & 41 & 16 & 30 ms \\
C.2.3 & 48 & 88 & 195 ms \\
C.2.3 & 49 & 19 & 35 ms \\
C.2.4 & 50 & 218 & 1060 ms \\
C.2.4 & 51 & 125 & 155 ms \\
C.2.4 & 52 & 110 & 150 ms \\
\hline
\end{tabular}
(b) Other benchmarks

Figure C.1: Small benchmarks

\section*{C. 2 Endian portability analysis for C programs}

In this section, we further develop the benchmarks introduced in Sec. 7.6 of Chapter 7.
Fig. C. 1 shows analysis times for the benchmarks introduced in Sec. 7.6.1 and 7.6.2 of Chapter 7. It also refers to the sections of the current appendix showing related source codes, or source code excerpts. Fig. C.1(a) shows analysis times, in milliseconds, for the 9 idiomatic examples of Sec. 7.6.1, illustrating network data processing. Fig. C.1(b) shows analysis times for the other idiomatic examples of Sec. 7.6.1, as well as open source benchmarks of Sec. 7.6.2.

In the following of this section, we show source codes for benchmarks introduced in Sec. 7.6.1, and relevant excerpts from open source benchmarks introduced in Sec. 7.6.2. Note that these source codes exhibit slight differences between the notations used in Chapter 7, and the C syntax supported by the analyzer. Mainly, the static analysis primitives we use are _mopsa_assert, together with predicate _sync, rather than assert_sync. For instance, Examples 40 and 41 from Sec. 7.1 and 7.4 of the Chapter 7 are re-written as follows:
```

Example (40). (in MOPSA syntax)
read_from_network((uint8_t *)\&x, sizeof(x));

# if __BYTE_ORDER == __LITTLE_ENDIAN

    uint8_t *px = (uint8_t *)&x, *py = (uint8_t *) &y;
    for (int i=0; i<sizeof(x); i++) py[i] = px[sizeof(x)-i-1];
    
# else

    y = x;
    
# endif

    _mopsa_assert(_sync(y));
    ```
Example (41). (in MOPSA syntax)
    u16 \(x\); u8 *p = (u8 *) \(๕ x\);
    u8 \(y=\) input_sync \((0,255)\);
\# if __BYTE_ORDER == __LITTLE_ENDIAN
    \(x=y / 0 x f f 00 ;\)
\# else
    \(x=(y \ll 8) / 0 x f f ;\)
\# endif
    _mopsa_assert(_sync(p[0], p[1]));

Benchmarks related to network communication share a small set of stub functions, shown in Example 43. Function read_from_network reads a stream of bytes from an external source, and writes it into a buffer. The same stream is read by the left (littleendian) and right (big-endian) versions of a double program. Function write_to_network writes bytes to an external destination. The analysis should prove that the same bytes are written, by the little- and big-endian callers.

Example 43. Network stubs.
```

void read_from_network(u8 buf[], u32 size) {
for (int i=0; i<size; i++) {
buf[i] = input_sync (0,255);
}
}
void write_to_network(u8 buf[], u32 size) {
for (int i=0; i<size; i++)
_mopsa_assert(_sync( buf[i] ));
}

```

\section*{C.2.1 Type-punning}

Examples 44 and 45, introduced in Sec. 7.6.1, use type-punning to byte-swap (big-endian) network input data of type \(\tau \in\{\mathbf{u} 16, \mathbf{u} 32, \mathbf{u} 64\}\).

\section*{Type-punning with pointers.}

Example 44 shows an example using pointer casts to implement type-punning.
Example 44. Type-punning with pointers.
```


# if __BYTE_ORDER == __LITTLE_ENDIAN

# define NTÖH(x,y) {

        uint8_t *px = (uint8_t *)&x, *py = (uint8_t *)&y;
        for (int i=0; i<sizeof(x); i++) py[i] = px[sizeof(x)-i-1]; \
    }
    
# else

# define NTOH(x,y) { \

        y=x;
    }
    
# endif

T x, y, z; // u8, u16, u32, or u64 integers
void main(void)
{
read_from_network((uint8_t *)\&x, sizeof(x));
NTOH(x, y);
y++;
NTOH(y, z);
write_to_network((uint8_t *)\&z, sizeof(z));
}

```

\section*{Type-punning with unions.}

Example 45 shows an example using union types to implement type-punning.
Example 45. Type-punning with unions
```


# if __BYTE_ORDER == __LITTLE_ENDIAN

# define NTOH(x,y) {

        for (int i=0; i<sizeof(x); i++)
            y.b[i] = x.b[sizeof(x)-i-1];
        }
    
# else

# define NTOH(x,y) {

        y.i = x.i;
    }
    
# endif

```
```

U x, y, z; // union of bytes and u8, u16, u32, or u64 integers
void main(void)
{
read_from_network(x.b, sizeof(x));
NTOH(x, y);
y.i++;
NTOH(y, z);
write_to_network(z.b, sizeof(z));
}

```

\section*{C.2.2 Bitwise arithmetics}

Rather than type-punning, Example 46 uses bitwise arithmetics.
Example 46. Bitwise arithmetics
```


# if __BYTE_ORDER == __LITTLE_ENDIAN

# define NTOH(x,y) { \

        y = BITWISE_SWAP(x); \
    }
    
# else

# define NTOH(x,y) { \

        y = x;
    }
    
# endif

T x, y, z; // u8, u16, u32, or u64 integers
void main(void)
{
read_from_network((uint8_t *)\&x, sizeof(x));
NTOH(x, y);
y++;
NTOH(y, z);
write_to_network((uint8_t *)\&z, sizeof(z));
}

```

Example 46 relies on byte-swapping macros defined as example 47.
Example 47. Byte-swapping macros
```

/* Swap bytes in 16 bit value. */
\#define __bswap_constant_16(x) \
((unsigned short int) ((((x) >> 8) \& 0xff) | (((x) \& 0xff) << 8)))
/* Swap bytes in 32 bit value. */
\#define __bswap_constant_32(x)
((((x) \& 0xff000000) >> 24) | (((x) \& 0x00ff0000) >> 8) | \

```
```

    (((x) & 0x0000ff00) << 8) | (((x) & 0x000000ff) << 24))
    /* Swap bytes in 64 bit value. */

# define __bswap_constant_64(x) \

    ((((x) & Oxff00000000000000ull) >> 56)
        | (((x) & 0x00ff000000000000ull) >> 40)
        | (((x) & 0x0000ff0000000000ull) >> 24) \
        | (((x) & 0x000000ff00000000ull) >> 8) \
        | (((x) & 0x00000000ff000000ull) << 8) \
        | (((x) & 0x0000000000ff0000ull) << 24) \
        | (((x) & 0x000000000000ff00ull) << 40)
        | (((x) & 0x00000000000000ffull) << 56))
    
# ifdef __U16__

# define BITWISE_SWAP __bswap_constant_16

# else

# ifdef __U32__

# define BITWISE_SWAP __bswap_constant_32

# else

# ifdef __U64__

# define BITWISE_SWAP __bswap_constant_64

# else

# define BITWISE_SWAP(x) (x)

# endif

# endif

# endif

```

\section*{C.2.3 Endianness of floats}

\section*{Byte-swapping floats.}

Example 48 extracts a double precision float from an array of bytes read from the network. Floats are byte-swapped using a combination of type-punning and bitwise arithmetics on 64 -bits integers. The implementation relies on the assumption that the order of bytes is the same for integers and floats, which is the case for most machines.

Example 48. Byte-swapping floats
```

u64 ntohll(u64 x) {
u64 y;

# if __BYTE_ORDER == __LITTLE_ENDIAN

    y = __bswap_constant_64(x);
    
# else

    y = x;
    
# endif

    return y;
    }
u64 htonll(u64 x) { return ntohll(x) ; }
\#define SIZE 20
u8 zone[SIZE];
void main(void)
{
read_from_network(zone,SIZE);
double y;
_memcpy(\&y, zone+10, sizeof(y));
* (u64 *) \&y = htonll(* (u64 *) \&y);
y++;
* (u64 *) \&y = htonll(* (u64 *) \&y);
_memcpy(zone+10, \&y, 8);
write_to_network(zone,SIZE);
}

```

\section*{Extracting fields from floats.}

Example 49 features two ways of extracting the exponent from a double-precision float. The first is portable, the second works only for big-endian machines.

Example 49. Extracting fields from floats
```

u16 portable_exp(double x)
{
return ((*(u64 *)\&x) >> 52) \& 0x7FF;
}
// works for big-endian only
u16 non_portable_exp(double x)
{
return ((*(u32 *)\&x) >> 20) \& 0x7FF;
}
void main(void)
{
double x = _mopsa_rand_double();
_mopsa_assume(_sync(x));
u16 e = portable_exp(x);
_mopsa_assert( _sync( e ) ); // success
u16 should_fail = non_portable_exp(x);
_mopsa_assert( _sync( should_fail ) ); // should fail
}

```

\section*{C.2.4 Open source benchmarks}

The benchmarks below are introduced in Sec. 7.6.2 of Chapter 7.

\section*{GENEVE.}

The first benchmark is an implementation of a tunneling driver [157] based on an encapsulation network protocol [83]. It uses big-endian integers as tunnel identifiers, and the three LSBs thereof as virtual network identifiers (VNI). Therefore byte-per-byte comparisons may be used, whatever the endianness.

The driver was introduced in \(2014^{1}\) in the Linux kernel, and patched several times \({ }^{2}\) for endianness-related issues detected by Sparse. Then, a performance optimization

\footnotetext{
\({ }^{1}\) https://github.com/torvalds/linux/commit/0b5e8b8eeae40bae6ad7c7e91c97c3c0d0e57882
\({ }^{2}\) https://github.com/torvalds/linux/commit/42350dcaaf1d8d95d58e8b43aee006d62c84bc2e https://github.com/torvalds/linux/commit/0a5d1c55faa5414858857875496f6f6a9926fa51
}
introduced in \(2016^{3}\) a new endianness portability bug, which Sparse failed to detect. It was fixed a year later \({ }^{4}\).

Example 50. Geneve: device lookup.
```

static __be64 vni_to_tunnel_id(const __u8 *vni)
{
if __IS_BIG_ENDIAN_
//\#ifdef __BIG_ENDIAN
return (vni[0] << 16) | (vni[1] << 8) | vni[2];
else
//\#else
return (__force __be64)(((__force u64)vni[0] << 40) |
((_-_force u64)vni[1] << 48) |
((__force u64)vni[2] << 56));
//\#endif
}
static bool eq_tun_id_and_vni(u8 *tun_id, u8 *vni)
{
\#if 0 // was a geneve bug.
//\#ifdef __BIG_ENDIAN
return (vni[0] == tun_id[2]) \&\&
(vni[1] == tun_id[1]) \&\&
(vni[2] == tun_id[0]);
\#else
return !memcmp(vni, \&tun_id[5], 3);
\#endif
}
static struct geneve_dev *geneve_lookup(struct geneve_sock *gs,
__be32 addr, u8 vni[])
{
struct hlist_head *vni_list_head;
struct geneve_dev *geneve;
__u32 hash;
/* Find the device for this VNI */
hash = geneve_net_vni_hash(vni);
vni_list_head = \&gs->vni_list[hash];
hlist_for_each_entry_rcu(geneve, vni_list_head, hlist) {
if (eq_tun_id_and_vni((u8 *)\&geneve->info.key.tun_id, vni) \&\&
addr == geneve->info.key.u.ipv4.dst)
return geneve;
}
return NULL;
}

```

\footnotetext{
\({ }^{3}\) https://github.com/torvalds/linux/commit/2e0b26e1035253bda7587f705f346385352e942d
\({ }^{4}\) https://github.com/torvalds/linux/commit/772e97b57a4aa00170ad505a40ffad31d987ce1d
}

\section*{MLX5.}

The second benchmark is a core library of a Linux driver [125] for ethernet and RDMA net devices [120].

An endianness issue was detected on code committed in \(2017^{5}\). A fix was committed in \(2020^{6}\). A second patch of the same code was committed 6 months later \({ }^{7}\), as the first fix was incomplete.

Example 51. mlx5 net device driver.
```

static u64 mask_to_le(u64 mask, int size)
{
__be32 mask_be32;
__be16 mask_be16;
if (size == 32) {
mask_be32 = (__force __be32)(mask);
mask = (__force unsigned long)cpu_to_le32(be32_to_cpu(mask_be32));
} else if (size == 16) {
mask_be32 = (__force __be32)(mask);
mask_be16 = *(__be16 *)\&mask_be32;
mask = (__force unsigned long)cpu_to_le16(be16_to_cpu(mask_be16));
}
return mask;
}

```

\footnotetext{
\({ }^{5}\) https://github.com/torvalds/linux/commit/2b64beba025109f64e688ae675985bbf72196b8c
\({ }^{6}\) https://github.com/torvalds/linux/commit/404402abd5f90aa90a134eb9604b1750c1941529
\({ }^{7}\) https://github.com/torvalds/linux/commit/82198d8bcdeff01d19215d712aa55031e21bccbc
}

\section*{Squashfs.}

The third benchmark is extracted from a version of a compressed read-only filesystem [171] for Linux, used as part of the LineageOS [170] alternative operating system for Android devices. A block-processing function extracts 2-byte fields encoded in littleendian out of metadata of read request buffers. An endianness issue was introduced and fixed in patches committed in \(2020^{8}\).

Example 52. Squashfs.
```

/* Extract the length of the metadata block */
if (req->offset != msblk->devblksize - 1) {
length = le16_to_cpup((__le16 *)
(bh[0]->b_data + req->offset));
} else {
length = (unsigned char)bh[0]->b_data[req->offset];
length |= (unsigned char)bh[1]->b_data[0] << 8;
}

```

\footnotetext{
\({ }^{8}\) https://github.com/LineageOS/android_kernel_sony_msm8960t/commit/5f61dc71accfea6c946 7499d0e3eb5462dab8d63
}
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