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• Follow up: Priority will be given to candidates interested by pursuing a PhD thesis on the

topic (fully funded 3 years PhD position available).

Differential Privacy (DP) is a framework that has been elaborated since 2006 so a to produce
a set of results and methods that can be applied to modern data processing pipelines, such
as those used in machine learning, in order to protect personal or, more generally, private
or sensitive data from unwanted disclosure. Despite this significant body of works and the
adoption of DP by some parties, most machine learning models are still trained nowadays
using largely unknown, if any, data privacy protection measures.

Among other concerns, this raise the question of auditing -in the sense of empirically mea-
suring and quantifying- privacy guarantees from existing machine learning pipelines. An inter-
esting line of works is based on the strong connection between concepts used in DP and the
probability of success of membership inference attacks (MIA) [1,2,3]. In this view, the purpose
of carrying out MIA is to obtain numerical lower bounds on the privacy leakage, as defined by
DP. This idea is however faced with various difficulties, some of them related to the practical
feasibility of the approach in large-scale machine learning applications [4] and others to the
applicability of the approach to the (challenging but more realistic) setting where retraining of
the model is not an option (which is sometimes referred to as post-hoc) [5,6].

The aim of the internship is to familiarize with these works, both from the theoretical and
practical points of views (experimenting in particular with the ideas exposed in [5]), and to
investigate related research directions.
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