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Figure 13: The three-dimensional wire-frame model of the razor shown from a single

viewpoint.

Figure 14: Successful matches between sets of image segments and particular view-

points of the model.
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Figure 13: The three-dimensional wire-frame model of the razor shown from a single

viewpoint.

Figure 14: Successful matches between sets of image segments and particular view-

points of the model.
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Figure 9: The original image of a bin of disposable razors, taken at a resolution of

512 512 pixels.

Figure 10: The zero-crossings of a convolution. Grey levels are proportional to

gradient magnitude at the zero-crossing.
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(a) (b) (c)

Figure 2.2: Object recognit ion example from the work of Lowe (1987) [88]. (a) 3D wire-frame

object model. (b) Successful matches between the model in (a) and image shown in (c). Object

instances are recognized despite severe part ial occlusion.

wire-frame model) and detected image primit ives (e.g. points and line segments), which gives an

object pose hypothesis. In the verificat ion step, the model is projected into the image and the ent ire

projected object contour is compared to the evidence coming from the measured image edges.

Two examples of the alignment approach are the works of Lowe [88] and Ullman and Hutten-

locher [67]. In [67], a minimal number of corresponding primit ives is used to determine a hypothesis

of the object pose. A ‘weak perspect ive’ camera model is assumed and therefore only three model

to image correspondences are required. Lowe [88] used the idea of perceptual grouping to reduce

the correspondence search. Groupings of edge segments are formed based on proximity, collinearity

and parallelism. An edge grouping (e.g. a pair of parallel edge segments of similar length) creates a

correspondence hypothesis with only a small number of similar model edge groups. A recognit ion

example is shown in figure 2.2.

Due to use of the full 3D object model, alignment approaches could deal with significant part ial

occlusion. Some amount of background clut ter could be also handled. The challenge is the corre-

spondence search. Three approaches (interpretat ion t rees, pose clustering and RANSAC), which

address the difficult correspondence search, are reviewed next .

I nt erpr et at ion t rees: The interpretation tree [54, 58] approach searches the space of all possible

correspondences. Imagine there are N image primit ives and M model primit ives. Each image

primit ive can be assigned to (or labelled as) any of the model primit ives, thus, without using any

constraints, we have N M possible labellings or assignments. The interpretat ion t ree t ries to search

this space. The idea is to apply constraints and heurist ics to heavily prune the tree. For example,
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1980s: 2D-3D Alignment 

 
 
 

Alignment: Huttenlocher & Ullman (1987) 

[Huttenlocher and Ullman 1990] 

 [Faugeras&Hebert’86], [Grimson&Lozano-Perez’86], [Lowe, ‘87] 
 
 

Photograph 3D model 

[Roberts 1963] 



[Philbin et al. CVPR 2007] 

See also  [Rothganger et al. CVPR 2003], [Arandjelovic ́and Zisserman ICCV 2011], [Wu et al. 
2008], [Li et al. ECCV 2012], [Lim et al. ICCV 2013], [Baatz et al. ECCV 2012] … 
 
 
 

[Sattler et al. ICCV 2011] 

[Snavely et al. SIGGRAPH 2006] 

Modern 2D-3D alignment 



Limits of local feature matching using SIFT: 

 

 

 

 

Difficulty: limits of SIFT matching 

Figure from [Shrivastava et all SIGGRAPH2011] 

 

 

See also:  [Chum & Matas CVPR 2006], [Schechtman & Irani, CVPR 2007],  

[Russell, Sivic, Ponce, Dessalles 2011], [Hauagge & Snavely CVPR 2012] 



[Philbin et al. CVPR 2007] 

See also  [Rothganger et al. CVPR 2003], [Arandjelovic ́and Zisserman ICCV 2011], [Wu et al. 
2008], [Li et al. ECCV 2012], [Lim et al. ICCV 2013], [Baatz et al. ECCV 2012] … 
 
 
 

[Sattler et al. ICCV 2011] 

[Snavely et al. SIGGRAPH 2006] 

Modern 2D-3D alignment 



Retrieval using a global descriptor 
 

[Russell, Sivic, Ponce, Dessales, 2011] used GIST [Oliva and Torralba 2001] 

[Shrivastava, Malisiewicz, Gupta, Efros, 2011] 



 

Discriminative part-based representation 

See also [Bourdev & Malik ICCV 2009], [Juneja et al. CVPR 2013],  
[Jain et al. CVPR 2013], … 

What makes Paris look like Paris? 
[Doersch et al. SIGGRAPH 2012] 

Unsupervised Discovery of Mid-
Level Discriminative Patches 

[Singh et al. ECCV 2012] 



 

See also [Bourdev & Malik ICCV 2009], [Juneja et al. CVPR 2013],  
[Jain et al. CVPR 2013], … 

This work: 

Discriminative parts … in 3D 



1. Select parts 
2. Match parts 
3. Recover view 

Alignment with a large scale vocabulary 
of discriminative 3D parts 



Step 1: Selecting parts 



See also: [Irschara et al. CVPR 2009], [Baatz et al. ECCV 2012] 

Synthesize ~10,000 viewpoints for an architectural site 

Step 1: Discarding parts from 
 unlikely views 



Step 1: Selecting parts 

Representative 



Step 1: Selecting discriminative parts 

 
 
 
 
 
 

[Dalal and Triggs 2005], [Felzenszwald et al 2010] 



Step 1: Selecting parts 

Discriminative 



Step 1: Selecting stable parts 



Step 1: Selecting stable parts 

• Require elements to be reliably detectable in near-by views 
 

See also [Doersch et al. SIGGRAPH 2012] [Singh et al. ECCV 2012],  

               [Juneja et al. CVPR 2013] 

Source 
 

Target Incorrect  
matches 

Original view Nearby view 



Step 1: Selecting parts 

Stable 



Summary: representation of the 3D model 

a) Representative 
b) Discriminative 
c) Stable 

 



Step 2: match across style 

? 



Step 2: match across style 



 

Step 2: match across style 



Step 3: recover viewpoint 



This can be seen as a calibration problem.  

We use an affine calibration  

(see paper for details) 

 

 

Step 3: recover viewpoint 

𝑠𝑐𝑎𝑙𝑖𝑏 𝑥 = 𝛼. 𝑠 𝑥 + 𝛽 

Uncalibrated 
score 

Calibrated 
score 

Calibration parameters 



Step 3: recover viewpoint 



Step 3: recover viewpoint 



Run RANSAC on the top 25 matches 

Step 3: recover viewpoint 



• Four 3D models from three sites 

 
 

 
• 337 depictions 

Evaluation data 

85 Historical  
photographs 

147 Paintings 60 Drawings 45 Engravings 

 70% coarse alignment 

San Marco square  
(PMVS) 

San Marco 
(CAD) 

Trevi fountain 
(CAD) 

Notre Dame 
(CAD) 



Results: painting 

Input Aligned 3D model 



Results: historical photograph 



Results: painting 



Results: drawing 



Results: drawing 



Results: engraving 



Results: Watercolor 



 

Recovered camera frusta 



Failure modes: 3D symmetries 



Failure modes: unusual viewpoints 



MAP (“desceval”) 

[Hauagge and Snavely 2012] 0.58 

Our matching without calibration 0.60 

Our matching with calibration  0.78 

Benchmark matching results 

Results on [Huagge and Snavely 2012] dataset 



User Study 
Rate the alignment as: 

GOOD BAD 

COARSE 



On a database of 337 depictions with 4 3D models: 

Quantitative Results  

Good matches 

Exemplar-SVM [Shirivastava et al. 2011] 34 % 

SIFT on rendered views 40 % 

Ours 51 % 



Quantitative Results  

Depiction style influence: 

Good 
match 

Coarse 
match 

No 
match 

Photographs 59% 20% 21% 

Paintings 53% 30% 18% 

Drawings 52% 29% 19% 

Engravings 57% 26%  17% 



CVPR 2014 work 

Seeing 3D chairs: exemplar part-based 2D-3D alignment using a large dataset of CAD models 
M. Aubry, D. Maturana, A. Efros, B. Russell and J. Sivic 
 



Conclusion 

Leverage large vocabulary 
of discriminative 3D parts 

 

 

 

 

Reliably align  

non-photographic 
depictions  to 3D model 

 

 More results, data and soon code  
http://www.di.ens.fr/willow/research/painting_to_3d/  
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