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Task: find pixel-level visual correspondences 

where

Extracting correspondences: 

Experimental results

Contributions: 
   - Trainable method for feature extraction, matching and filtering

   - Based on dense CNN descriptors and a novel 4D neighbourhood consensus CNN

   - Trainable without correspondence annotation

Challenges: strong illumination or appearance changes
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Very few correct matches:
 

Correct matches: 
Total matches:
 

Matches can be extracted in both directions from the output   : 

Training loss: 

The network is trained with weak supervision:

The network is applied twice for invariance to pair order:

Normalized scores over      :
matching Normalized scores over      :

Category-level matching:  PF-Pascal dataset [1]

- Task: match similar semantic parts
 - Metric: percentage of correct keypoints (PCK)

Method PCK

HOG+PF-LOM [1] 62.5
SCNet-AG+ [2] 72.2
CNNGeo [3] 71.9
WeakAlign [4] 75.8
NC-Net 78.9
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- Handcrafted sparse keypoints
 
 

- Trainable dense features
    - VGG/ResNet  (e.g. conv4)
 
 

dense 
descriptors

sparse
descriptors

- Ratio test (1st NN/2nd NN)
 

- Nearest neighbours

- Mutual nearest-neighbours

- Global methods

- Semi-local methods

homography fitting using RANSAC
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Review - classical pipeline:

matching

Instance-level matching:  InLoc dataset [5]

- Task: retrieve 6-dof camera poses
          of query images
 - Metric: percentage of correctly 
            localized queries
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InLoc + NCNet
InLoc + MNN
InLoc [5]
DensePE + NCNet
DensePE + MNN
DensePE [5]
SparsePE [5]

Ours Ground-truth Ours Ground-truth
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- positive pairs (        ):  maximize match score 
 
- negative pairs (          ):  minimize match score 
 

 
score distributions

tend to Kronecker delta 
 

   

 
score distributions
tend to uniform

 
   

 
positive matches:

 
negative matches:

mean score of matches 

mean score of matches 


