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Jointly estimate person and object 3D trajectory by modeling 
contacts and dynamics of their interactions.
Recognize from input video position and timing of contacts.
A new dataset of handtool manipulation videos.
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Goal:
 

Motivation
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Automatically reconstruct person-object 3D motion and 
contact forces from a single RGB video.

Contributions
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“In the wild” Internet 
instructional videos

4 manipulation actions, 
5 videos each

Annotated human 3D 
& object 2D poses and 
contact states

Recognition stage: extracting 2D measurements from video 
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➤ 3D joint errors

(joint in contact vs. no contact)

OVERVIEW

Learn from humans how to interact with objects.
Resolve ambiguities by modelling dynamics and contacts.

Input: RGB video Output:  i. Person & object 3D motion
              ii. Contact locations & forces

➤

➤ Scythe Spade

Human 2D poses Contact states Object 2D endpoints

➤Train a Mask R-CNN 
for each type of object

➤Use synthetic and 
real training data

➤Infer endpoints from 
object masks

Mask R-CNN trained 
for each type of object

Synthetic and labeled 
training data

Infer endpoints from 
object masks

➤Train a Mask R-CNN 
for each type of object

➤Use synthetic and real 
training data

➤Infer endpoints from 
object masks

ResNet trained on 
joint images 

One model for each 
human joint

Manually labelled 
contact states

Barbell Spade Hammer Scythe Avg
SMPLify [2] 130.69 135.03 93.43 112.93 118.02
HMR [3] 105.04 97.18 96.34 115.42 103.49
Ours 104.23 95.21 95.87 114.22 102.38

➤
 Qualitative results

(mpjpe in mm)

Jump Move-up Pull-up Hop Avg
SMPLify [2] 121.75 147.41 120.48 169.36 139.69
HMR [3] 111.36 140.16 132.44 149.64 135.65
Ours 98.42 125.21 119.92 138.45 122.11

L. Sole R. Sole L. Hand R. Hand
Force (N) 144.23 138.21 107.91 113.42
Moment (N.m) 23.71 22.32 131.13 134.21

➤ 3D joint errors

➤
 Qualitative results

Mean per joint position 
errors (mpjpe in mm) 
after rigid alignment 

➤ Force errors

Evaluation setup

Forces are expressed in 
joint local frames

        Input                Output         Rotated view

Description ➤ A MoCap dataset with ground truth motion and forces

Minimize: Subject to:
➤ Contact motion model:

➤ Contact force model:

➤ Lagrangian dynamics equation

Generalized 
mass matrix

Centrifugal, 
Coriolis and 

gravitational effects 

Joint torques
(total forces 
at the joints)

Camera view Rotated view
(without contact model)

Rotated view
(with contact model)

        Input                Output         Rotated view

        Input                Output         Rotated view        Input                Output         Rotated view

Loss functions      : weighted sum of
➤ 3D-to-2D data terms
➤ A human pose prior

➤ Motion and force 
smoothing terms


