
Main properties needed and issues 

Definition of PSD models 
Intuition : linear model

 

Rank-1 PSD model : square of a linear model 

 

General PSD model :  

ga(x; (xj), τ) =
m

∑
j=1

ajkτ(x, xj), kτ(x, x′ ) = e−τ∥x−x′ ∥2

fA(x) = ga(x)2 =
m

∑
i, j=1

Aijkτ(x, xj)kτ(x, xi), A = aa⊤

fA(x) =
m

∑
i, j=1

Aijkτ(x, xj)kτ(x, xi), A ⪰ 0

Sampling from arbitrary distributions using PSD Models

Goal : Find model  for un-normalized distributions  

(P) Positivity :    

(I)   Integrability :  computable 

(A) Good approximation power.   for many  

Models in the literature: 

1) Generalised linear models  (I) 

2) Linear models   (P) 

3) Nadarawa-Watson :   (A)

fθ
fθ ≥ 0

Iθ = ∫'
fθ(x) dx

∃θ, fθ
Iθ

≈ p p

gθ(x) = exp(θ⊤φ(x))
gθ(x) = θ⊤φ(x)

fα(x) =
n

∑
i=1

αik(xi, x), k ≥ 0, α ≥ 0

Modelling probability distributions
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Properties  
1) (P), (I), and (A) satisfied 
2) Convexity : if  is a convex loss, the following is convex: 

 

3) Integrals on hyper-rectangles can be computed easily 

 where  

 is computable using the  function  

L

min
A

L( fA(x̃1), . . . , fA(x̃n)) + Tr(A)

I(Q) = ∫Q
fA(x) dx = ∑

ij
AijKijGij Kij = kτ/2(xi, xj)

[GQ]ij erf erf(t) = ∫
t

0
e−u2du

Sampling from PSD models Sampling from arbitrary distributions

Theoretical guarantees 
Assumption :   

Conciseness :  

Number of samples :  

 

p = q2, ∂αq ∈ L2('), |α | ≤ β
m ≥ Cp,d,β ϵ−d/β

n ≥ Cp,d,β ϵ−2d/β

∃λ, σ, dTV(p, ̂p ), d(p, pρ) ≤ ϵ

Step 1 : Learning a PSD model from a an 
un-normalized distribution 
Target : distribution  on  
Samples :  uniformly on  
Approximate g : 

 

Approximate p :  

Step 2 : Apply algorithm with  on 

p ∝ g2 [−1,1]d

(x̃i)1≤i≤n [−1,1]d

a ∈ arg min
a∈ℝn

1
n

n

∑
i=1

|ga(xi) − g(xi) |2 + λ∥a∥2
K

̂p ∝ g2
a

ρ ̂p

Theoretical grantees  
Samples :  i.i.d. samples from  

 

Guarantees :  

 

Adaptivity : Possibility to choose  in adaptive way :  

N
pρ = 1

| I(Q) | ∑
Qρ∈/ρ(Q)

I(Qρ)
|Qρ |

1Qρ

dTV(pρ, p) ≤ d Lip(p)ρ 01(p, pρ) ≤ dρ
ρ

Lip(p) ≤ 8τ ∥K1/2AK1/2∥F, Kij = kτ(xi, xj)

Based on integrals :  
We can compute I(Q) 
on hyper-rectangles


