
Reinforcement Learning for Optimizing Diffusion Models

Internship Proposal for academic year 2024-2025

• Intended for: Students in second year of master in machine learning or related topic.
• Duration: 5 or 6 months, preferably from April 2025.
• Supervisors: Olivier Cappé (CSD, DI-ENS, Ecole Normale Supérieure—PSL, CNRS),

Alexandre Verine (CSD, DI-ENS, Ecole Normale Supérieure—PSL, CNRS)*

• Location: Institut PR[AI]RIE - Paris Santé Campus, 75015 Paris.
• Follow up: Priority will be given to candidates interested in pursuing a PhD thesis on a

related topic.

Diffusion models have recently emerged as a leading class of generative models, particu-
larly excelling in image generation [1, 2]. These models operate by transforming a noise signal
into a complex data distribution through an iterative denoising process. The denoising step is
performed by a neural network trained to predict the next stage in the process. However, train-
ing such models is computationally intensive and time-consuming. Consequently, once the
denoising models are trained, various methods have been developed to optimize performance
by focusing solely on enhancing the iterative generative process [3, 4, 5].

The goal of this internship is to reframe the generative process as a Markov Decision Pro-
cess (MDP) and leverage reinforcement learning techniques to optimize the generation process
using ideas borrowed from the field of inverse reinforcement learning [6, 7].
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