
Structure of Markov jump processes

Infinitesimal Generator

∀x , y , y 6= x ∈ E , limits qx := limt→0
1−pxx (t)

t , qxy = limt→0
pxy (t)

t exist in
R+ and satisfy

∑
y 6=x qxy = qx

qxy : Jump rate from x to y
Q := {qxy}x ,y∈E where qxx = −qx : Infinitesimal Generator of process
{Xt}t∈R+

Formally: Q = limh→0
1
h [P(h)− I ] where I : identity matrix

Structure of Markov jump processes

Sequence {Yn}n∈N of visited states: Markov chain with transition matrix
pxy = Ix 6=y

qxy
qx

Conditionally on {Yn}n∈N, sojourn times {τn}n∈N in successive states Yn:
independent, with distributions Exp(qYn)
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Examples

for Poisson process (λ): only non-zero jump rate
qx ,x+1 = λ = qx , x ∈ N

For continuous-time random walk on graph G = (V ,E ), non-zero
rates: qi ,j = Ii∼j , hence qi = di . Generator Q is opposite of so-called
Laplacian matrix L(G ) of graph G

For FIFO M/M/1/∞ queue, non-zero rates: qx ,x+1 = λ,
qx ,x−1 = µIx>0, x ∈ N hence qx = λ+ µIx>0

For M/M/∞/∞ queue, non-zero rates: qx ,x+1 = λ,
qx ,x−1 = µx , x ∈ N hence qx = λ+ µx
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Structure of Markov jump processes (continued)
Let Tn :=

∑n−1
k=0 τk : time of n-th jump.

If T∞ = +∞ almost surely: trajectory determined on R+, hence generator
Q determines law of process {Xt}t∈R+

Process is called explosive if instead T∞ < +∞ with positive probability.
Then process not completely characterized by generator

Sufficient conditions for non-explosiveness:

supx∈E qx < +∞
Recurrence of induced chain {Yn}n∈N
For Birth and Death processes (i.e. E = N, only non-zero rates:
βn = qn,n+1, birth rate; δn = qn,n−1, death rate), non-explosiveness
holds if ∑

n>0

1

βn + δn
= +∞
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Kolmogorov’s forward and backward equations

Formal differentiation of P(t + h) = P(t)P(h) = P(h)P(t) yields

d
dtP(t) = P(t)Q Kolmogorov’s forward equation
d
dt pxy (t) =

∑
z∈E pxz(t)qzy

d
dtP(t) = QP(t) Kolmogorov’s backward equation
d
dt pxy (t) =

∑
z∈E qxzpzy (t)

Follow directly from Q = limh→0
1
h [P(h)− I ] for finite E , in which case

P(t) = exp(tQ), t ≥ 0

Hold more generally–in particular for non-explosive processes–with a more
involved proof (justifying exchange of summation and differentiation)
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Stationary distributions and measures

Definition

Measure {πx}x∈E is stationary if it satisfies πTQ = 0, or equivalently the
global balance equations

∀x ∈ E , πx
∑

y 6=x qxy =
∑

y 6=x πyqyx
flow out of x flow into x

Kolmogorov’s equations suggest that, if X0 ∼ π for stationary π then
Xt ∼ π for all t ≥ 0

Example: stationarity for birth and death processes

π0β0 = π1δ1,
πx(βx + δx) = πx−1βx−1 + πx+1δx+1, x ≥ 1
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Irreducibility, recurrence, invariance

Definition

Process {Xt}t∈R+ is irreducible (respectively, irreducible recurrent)
if induced chain {Yn}n∈N is.

State x is positive recurrent if Ex(Rx) < +∞, where

Rx = inf{t > τ0 : Xt = x}.

Measure π is invariant for process {Xt}t∈R+ if for all t > 0,
πTP(t) = πT , i.e.

∀x ∈ E ,
∑
y∈E

πypyx(t) = πx .
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Limit theorems 1

Theorem

For irreducible recurrent {Xt}t∈R+ , ∃ invariant measure π, unique up to
some scalar factor. It can be defined as, for any x ∈ E :

∀y ∈ E , πy = Ex

∫ Rx

0
IXt=ydt,

or alternatively with Tx := inf{n > 0 : Yn = x},

∀y ∈ E , πy =
1

qy
Ex

Tx∑
n=1

IYn=y .

Corollaries

{π̂y} invariant for {Yn}n∈N ⇔ {π̂y/qy} invariant for {Xt}t∈R+ . Thus
invariance ⇔ stationarity.

For irreducible recurrent {Xt}t∈R+ , either all or no state x ∈ E is
positive recurrent.
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Limit theorems 2

Theorem

{Xt}t∈R+ is ergodic (i.e. irreducible, positive recurrent) iff it is
irreducible, non-explosive and such that ∃π, probability distribution
satisfying global balance equations.
Then π is also the unique invariant probability distribution.

Theorem

For ergodic {Xt}t∈R+ with stationary distribution π, any initial
distribution for X0 and π-integrable f ,

almost surely lim
t→∞

1

t

∫ t

0
f (Xs)ds =

∑
x∈E

πx f (x) (ergodic theorem)

and in distribution Xt
D→ π as t →∞.
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Limit theorems 3

Theorem

For irreducible, non-ergodic {Xt}t∈R+ , any initial distribution for X0, then
for all x ∈ E ,

lim
t→∞

P(Xt = x) = 0.

Laurent Massoulié (Inria) Poisson process, Markov processes and some queueing networks March 2, 2021 9 / 1



Time reversal and reversibility

For stationary ergodic {Xt}t∈R with stationary distribution π,
time-reversed process X̃t = X−t :
Markov with transition rates q̃xy =

πyqyx
πx

Definition

Stationary ergodic {Xt}t∈R with stationary distribution π reversible iff
distributed as time-reversal {X̃t}t∈R, i.e.

∀x 6= y ∈ E , πxqxy = πyqyx ,
flow from x to y flow from y to x

detailed balance equations.

Detailed balance, i.e. reversibility for π implies global balance for π.
Example: for birth and death processes, detailed balance always holds for
stationary measure.
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Reversibility and truncation

Proposition

Let generator Q on E admit reversible measure π. Then for subset F ⊂ E ,
truncated generator Q̂:

Q̂xy = Qxy , x 6= y ∈ F ,

Q̂xx = −
∑

y 6=x Q̂xy , x ∈ F

admits {πx}x∈F as reversible measure.
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Erlang’s model of telephone network

Call types s ∈ S: type-s calls arrive at instants of Poisson (λs)
process, last (if accepted) for duration Exponential (µs)

type-s calls require one circuit (unit of capacity) per link ` ∈ s

Link ` has capacity C` circuits

Stationary probability distribution:

πx =
1

Z

∏
s∈S

ρxss
xs !

∏
`

I∑
s3` xs≤C` ,

where: ρs = λs/µs , Z : normalizing constant.

Basis for dimensioning studies of telephone networks (prediction of call
rejection probabilities)
More recent application: performance analysis of peer-to-peer systems for
video streaming.

Laurent Massoulié (Inria) Poisson process, Markov processes and some queueing networksMarch 2, 2021 12 / 1



Erlang’s model of telephone network

Call types s ∈ S: type-s calls arrive at instants of Poisson (λs)
process, last (if accepted) for duration Exponential (µs)

type-s calls require one circuit (unit of capacity) per link ` ∈ s

Link ` has capacity C` circuits

Stationary probability distribution:

πx =
1

Z

∏
s∈S

ρxss
xs !

∏
`

I∑
s3` xs≤C` ,

where: ρs = λs/µs , Z : normalizing constant.

Basis for dimensioning studies of telephone networks (prediction of call
rejection probabilities)
More recent application: performance analysis of peer-to-peer systems for
video streaming.
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Jackson networks

Stations i ∈ I receive external arrivals at Poisson rate λi

Station i when processing xi customers completes service at rate
µiφi (xi ) (e.g.: φi (x) = min(xi , ni ): queue with ni servers and service
times Exponential (µi ))

After completing service at station i , customer joins station j with
probability pij , j ∈ I , and leaves system with probability 1−

∑
j∈I pij

Matrix P = (pij): sub-stochastic, such that ∃(I − P)−1

Traffic equations

∀i ∈ I , λi = λi +
∑
j∈I

λjpji

or λ = (I − PT )−1λ
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Jackson networks (continued)
Stationary measure:

πx =
∏
i∈I

ρxii∏xi
m=1 φi (m)

,

where ρi = λi/µi , and λi : solutions of traffic equations

Application:
process ergodic when π has finite mass. e.g. for φi (x) = min(x , ni ),
ergodicity iff ∀i ∈ I , ρi < ni .
Proof: verify partial balance equations for all x ∈ NI :

∀i ∈ I ,
πx [
∑

j 6=i qx ,x−ei+ej + qx ,x−ei ] =
∑

j 6=i πx−ei+ejqx−ei+ej ,x + πx−eiqx−ei ,x ,

πx
∑

i∈I qx ,x+ei =
∑

i∈I πx+eiqx+ei ,x ,

which imply global balance equations

πx [
∑

i∈I (qx ,x−ei + qx ,x+ei +
∑

j 6=i qx ,x−ei+ej )] =∑
i∈I (πx−eiqx−ei ,x + πx+eiqx+ei ,x +

∑
j 6=i πx−ei+ejqx−ei+ej ,x)
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Foster-Lyapunov criterion – continuous time

Theorem

Assume (i) Process {Xt}t∈R+ irreducible non explosive;
(ii) There is a function V : E → R+, a finite set K ⊂ E and

constants b, ε > 0 such that

∀x ∈ E ,
∑
y 6=x

qxy [V (y)− V (x)] ≤ −ε+ bIx∈K .

Then {Xt}t∈R+ is ergodic.
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Proof steps
Induced chain {Yn}n∈N such that

E(V (Yn+1)− V (Yn)|Yn = x) ≤ − ε

qx
+

b

qx
Ix∈K

Hence for N := inf{n > 0 : Yn ∈ K},

E[V (YN)− V (Y0)|Y0 = x ] ≤ −εE

[
N−1∑
n=0

1

qYn

|Y0 = x

]
+

b

qx

Yields, letting R(K ) := inf{t > τ0 : Xt ∈ K} = TN , return time to
set K ,

E[R(K )|X0 = x ] ≤ 1

ε

[
V (x) +

b

qx

]
Implies, reasoning on chain {Zn}n∈N of visits of {Yn}n∈N to set K ,
that Ex(Rx) < +∞ for all x ∈ K , hence ergodicity
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+

b

qx

Yields, letting R(K ) := inf{t > τ0 : Xt ∈ K} = TN , return time to
set K ,

E[R(K )|X0 = x ] ≤ 1

ε

[
V (x) +

b

qx

]
Implies, reasoning on chain {Zn}n∈N of visits of {Yn}n∈N to set K ,
that Ex(Rx) < +∞ for all x ∈ K , hence ergodicity
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Priority queue

server…

1

2

<
<

𝑅

R customer types

Infinite queue, single server with unit capacity

Policy: always serve customer with highest priority (lowest class index)
Interrupt lower priority service upon higher priority arrival
Resume interrupted service where it was stopped (FIFO per class)

Poisson λr arrivals in class r ; Exponential µr service times
Loads: ρr := λr/µr
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Xr (t): number of class-r customers present at time t

A Markov jump process with only non-zero rates

qx ,x+er = λr , qx ,x−er = µrIxr>0Ix1=···=xr−1=0

Proposition

Process ergodic if ρ :=
∑

r ρr < 1, transient if ρ > 1

Assume µr ≡ µ and ergodicity.
Then mean number of customers at equilibrium:

E(Xr ) =
ρr

(1−
∑

s<r ρs)(1−
∑

s≤r ρs)
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Proof elements – priority queue

Process clearly irreducible non-explosive
Foster’s criterion with V (x) :=

∑
r xr/µr ⇒ ergodic if ρ < 1

ρ > 1: with X (0) = 0, Xr (t) = Nr (t)− Dr (t) (arrivals minus
departures)

Work spent on class r by time t: Wr (t) ≥
∑Dr (t)

m=1 σr ,m
for i.i.d. service times σr ,m

Law of large numbers for Poisson processes: almost surely,
limt→∞Nr (t)/t = λr

If for some r , Dr (t) ≤ λr t/2 then Xr (t) ≥ λr t/2 + o(t)
Else, by Law of large numbers for σr ,m, ∀r ,Wr (t) ≥ Dr (t)/µr + o(t)

Since
∑

r Wr (t) ≤ t, implies∑
r

Xr (t)/µr ≥ ρt − t + o(t)

In both cases maxr Xr (t)→∞ almost surely
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Internet flow control

Route 0

Route 1 Route 2

C=1 C=1

Network links ` ∈ L with capacity C`
Xt(r) transmissions of type r ∈ R, use links ` ∈ r

Each gets allocation λr ≥ 0, solving

Max
∑

r∈R Xt(r)Ur (λr )
such that ∀` ∈ L,

∑
r3` Xt(r)λr ≤ C`

Utility function Ur (λ) = wr
λ1−α

1−α if α 6= 1, wr log(λ) for α = 1

→ (w , α)-fairness (TCP: approximately wr = 1/T 2
r , α = 2)

Laurent Massoulié (Inria) Poisson process, Markov processes and some queueing networksMarch 2, 2021 20 / 1



Flow dynamics

Requests for type r -transmissions arrive at (Poisson) rate νr

Volume to be served: Exp(µr ). Denote ρr := νr/µr

Schedulable region C: x ∈ RR+ such that ∀` ∈ L,
∑

r3` xr ≤ C`

Theorem

For positive (w , α) and (w , α)-fair sharing, if for some ε > 0, (1 + ε)ρ ∈ C,
then process {Xt}t∈R+ is ergodic.
Conversely, if ρ /∈ C, for any feasible bandwidth allocation policy
((w , α)-fair or otherwise), process {Xt}t∈R+ is transient.
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Proof elements: Foster’s criterion in continuous time
Take Lyapunov function V (x) :=

∑
r∈R

1
µr

∫ xr
0 U ′r

(ρr
x

)
dx

“Drift” of Lyapunov function:

∆ :=
∑

r∈R νr [V (x + er )− V (x)] + µrxrλr [V (x − er )− V (x)]

≈
∑

r∈R(νr − µrxrλr ) ∂
∂xr

V (x)

=
∑

r∈R(ρr − xrλr )U ′r

(
ρr
xr

)
=
∑

r∈R(ρr − xrλr )wr

(
ρr
xr

)−α

(1 + ε)ρ ∈ C ⇒ allocations λ̃r = (1 + ε)ρr/xr feasible

Rates λr maximize F (λ) :=
∑

r wrxr
λ1−α
r

1−α over feasible allocations

Hence concave function t ∈ [0, 1]→ F (tλ+ (1− t)λ̃) maximal at
t = 1

⇒
∑

r∈R[λr − λ̃r ]wrxr λ̃
−α
r ≥ 0

⇔
∑

r∈R wr [xrλr − (1 + ε)ρr ]
(
ρr
xr

)−α
≥ 0

⇒ ∆ ≤ −ε
∑

r∈R wrρ
1−α
r xαr

Laurent Massoulié (Inria) Poisson process, Markov processes and some queueing networksMarch 2, 2021 22 / 1



Proof elements: Foster’s criterion in continuous time
Take Lyapunov function V (x) :=

∑
r∈R

1
µr

∫ xr
0 U ′r

(ρr
x

)
dx

“Drift” of Lyapunov function:

∆ :=
∑

r∈R νr [V (x + er )− V (x)] + µrxrλr [V (x − er )− V (x)]

≈
∑

r∈R(νr − µrxrλr ) ∂
∂xr

V (x)

=
∑

r∈R(ρr − xrλr )U ′r

(
ρr
xr

)
=
∑

r∈R(ρr − xrλr )wr

(
ρr
xr

)−α
(1 + ε)ρ ∈ C ⇒ allocations λ̃r = (1 + ε)ρr/xr feasible

Rates λr maximize F (λ) :=
∑

r wrxr
λ1−α
r

1−α over feasible allocations

Hence concave function t ∈ [0, 1]→ F (tλ+ (1− t)λ̃) maximal at
t = 1

⇒
∑

r∈R[λr − λ̃r ]wrxr λ̃
−α
r ≥ 0

⇔
∑

r∈R wr [xrλr − (1 + ε)ρr ]
(
ρr
xr

)−α
≥ 0

⇒ ∆ ≤ −ε
∑

r∈R wrρ
1−α
r xαr
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A suboptimal (unfair) allocation

Route 0

Route 1 Route 2

C=1 C=1

Two-link network: ergodic under fair allocations if
ρ0 + ρ1 < 1, ρ0 + ρ2 < 1

Alternative allocation: give capacity 1 to types 1 and 2 if x1 + x2 ≥ 1;
give capacity 1 to type 0 only if x1 + x2 = 0
⇒ New condition for ergodicity: ρ0 < (1− ρ1)(1− ρ2)
e.g. Network unstable for ρi ≡ 2/5, i = 0, 1, 2

Not an unrealistic allocation: results from differentiated service with
priority to packets on short routes in network’s routers and rate
reduction by reactive control (TCP) at sender for longer route
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Takeaway messages

Markov jump processes:
i) generator Q characterizes distribution if not explosive
ii) Balance equation characterizes invariant measure if irreducible
non-explosive
iii) Limit theorems: stationary distribution reflects long-term performance

Exactly solvable models include reversible processes, plus several other
important classes (e.g. Jackson networks)
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Takeaway messages

Ergodicity can be established with Foster’s criterion and adequate
Lyapunov function even when stationary distribution not known
explicitly

Several models for which schedulable region characterizes set of
traffic parameters (loads per class) which make system ergodic, and
for which known simple policy achieves ergodicity whenever possible
with no explicit inference of traffic parameters

Even though ergodicity a “first order” property (saying delays stay
finite, not their magnitude), can yield useful insights, e.g. potential
problems due to prioritizing packet service in Internet routers
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