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The Poisson distribution
(Siméon-Denis Poisson, 1781-1840)
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The Poisson distribution
(Slmeon Denis Poisson, 1781-1840)
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Law of rare events (a.k.a. law of small numbers)
Pn,i > 0 such that lim,_gsup; pp,i =0, limpo0 D ; Pni = A >0

Then X, = > Z, i with Z, ;: independent Bernoulli(p,, ;) verifies

X, 3 Poisson(\)
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Point process on R

Definition

Point process on R :

Collection of random times { Tp}aso with0 < T3 < To...

Alternative description
Collection {N¢}rer, with Ne =37 _ol7,clo,q

Yet another description
Collection {N(C)} for all measurable C C IR where

N(C) := ZHTHGC

n>0
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Poisson process on R

r\jf@ - Nxa;_. - N [ (2., A-:])

Definition

Point process such that forall s =0<s1 < s <...<sp,
@ Increments {Ns, — N5, , }1<i<n independent
@ Law of Niis — Ns only depends on t
@ for some A > 0, N; ~ Poisson(At)
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Poisson process on R

Definition

Point process such that for all sp =0< 53 < s < ..

@ Increments {Ns; — N, , }1<i<n independent
@ Law of Niis — Ns only depends on t
@ for some A > 0, N; ~ Poisson(At)

. < Sp,

In fact, (3) follows from (1)—(2); see lecture notes.
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Poisson process on R

Definition

Point process such that for all sp =0< 53 < s < ..

@ Increments {Ns; — N, , }1<i<n independent
@ Law of Niis — Ns only depends on t
@ for some A > 0, N; ~ Poisson(At)

. < Sp,

In fact, (3) follows from (1)—(2); see lecture notes.

A is called the intensity of the process
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Structure of interarrival sequences

Proposition

For Poisson process { T, },~0 of intensity J, its interarrival times
7i = Tix1 — T;, where To = 0, verify

{Tn}n>0 i.i.d. with common distribution Exp(A)

Density of Exp(\): e T~

Key property: Exponential random variable 7 is memoryless,
ie. Vit >0, P(r—te r>t)=P(r ")
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Characterization of law of {7;};c[s} by Laplace transform ]EHie[n] e iTi:
show that for all n > 1, of € RY, IEH,-G[”] e i = H,—e[,,] %a,

Fix h > 0. Let Z, = ]INnh_N(n—l)hZ]-’ 5 = inf{n >0:27,> 1},
S = inf{n >S5 1:2Z,= 1}, i>1. + P TR
Approximation of interarrivals: Tl-(h) = h(Sit1 — Si).

——

{Siy1— Si}: i.i.d. Geom(1 — e=*M), so that Co=
S0
E[Ticgg e = (L+ O(M) [Ticn -

On event Ay :={Vi € [n],7; > h}, Vi € [n], |7 — Ti(h)| < h and hence
o o ®
[Licp e = (1 + O(h)) [Tigpm ™

Conclude by noting that Ay, 1 {Vi € [n],7; > 0} hence limp_o P(Ap) = 1.
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Alternative construction

Proposition

Process with i.i.d., Exp(\) interarrival times {7;};>0 can be constructed on
[0, 2] by

1) Drawing N; ~ Poisson(At)

2) Putting N; points Ui, ..., Uy, on [0, t] where U;: i.i.d. uniform on [0, t]

Uy
S - —‘—M

Cﬂ»-ef de Ve c b, - S g

t/? A kz SR Y {’M‘:90+ -4
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Alternative construction

Proposition

Process with i.i.d., Exp(\) interarrival times {7;};>0 can be constructed on
[0, 2] by

1) Drawing N; ~ Poisson(At)

2) Putting N; points Ui, ..., Uy, on [0, t] where U;: i.i.d. uniform on [0, t]

Proof.
Establish identity for all n € N, ¢ : R} — RR:

— — —_
T I N

E[¢(To,70 —i-{%]_, .., T0 T+ - ﬁ:f- Tn—l)]INt:n] =

—\t ()\t

e X n! f(o fgn (51,92, -+, $n) sy <p<..<s IT7-, ¢ dsi

= P(Poisson(At) = n) x E[¢(S1,...,Sn)]

where S7: sorted version of i.i.d. variables uniform on [0, t] O

v
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Laplace transform of Poisson processes
Definition

For function f : R4+ — Ry, let

N(F) = F(Ty).

n>0
The Laplace transform of point process N <> {T,}n=0 is the functional
whose evaluation at f : R — R is

L(f) := Bexp(=N(f)) = E(exp(— Y _ £(T1))).

n>0 )
& P X. :Nd-ﬂN»d'“ ,

M50 oo Cas3 | e b
NG - %: K, —=pe™NE. Lo,

o f\ twall )
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Laplace transform of Poisson processes
Definition
For function f : RL — Ry, let

=> f(T,

n>0

The Laplace transform of point process N <> {T,},~0 is the functional
whose evaluation at f : R — R is

Ln(f) = Eexp(—N(f)) = E(exp(— Y (T,
n>0

Proposition: Knowledge of Ly(f) on sufficiently rich class of functions
f : R4 — Ry characterizes law of point process N.

Exemples of such classes of functions:

- non-negative piecewise constant with compact support

- non-negative piecewise continuous with compact support

- non-negative continuous with compact support
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Laplace transform of Poisson processes

Proposition

Poisson process with intensity A admits Laplace transform

£ul) =ep(~ [ A0~ e~ ))dx) /

g Campprr [oh] N @R(n4) Sy v

- N : Vid v U ([opx
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Laplace transform of Poisson processes

Proposition

Poisson process with intensity A admits Laplace transform

Lu(f) = exp(= [ M1 — e "™)dx) %ﬁ

Proof: Previous construction yields expression for £y(f) /
Corollary: For f =3, aillc, =N(C;) ~ Poisson(\ [ dx), with
independence for disjoint C;. Hence existence of Poisson process.

[] = 5o
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Poisson process with general space and iintensity

Definition
Point process on RY: countable or finite collection {Ti}i>1 of distinct
points of RY

Definition

For A: RY — R, locally integrable function, N <+ {T,,},~0 point process
on R is Poisson with intensity function X if and only if

for measurable, disjoint CG; c R9,i=1,...,n,

N(C;) independent, ~ Poisson( [~ A(x)dx)
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Poisson process with general space and intensity

Definition
Point process on RY: countable or finite collection {Ti}i>1 of distinct
points of RY

Definition

For A : RY — R, locally integrable function, N <> {T,},~0 point process
on R is Poisson with intensity function X if and only if

for measurable, disjoint G C RY,i=1,...,n,

N(C;) independent, ~ Poisson( [~ A(x)dx)

Proposition
Such a process exists and admits Laplace transform

EllF) — o (- /Rd AX)(L = ef(x))dx>
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Markov jump processes

Process {Xt}te]m with values in E, countable or finite, is

Markov if

P(th = Xn|Xt,,,1 = Xn—15-.- th = X]_) = IP(th = Xn|th71 = Xn_]_),
tfeRY, 1 <---<ty, x{ € E"

Homogeneous if P(X¢ s = y|Xs = x) =: py,/(t) independent of s,
s,te Ry, x,y € E
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Markov jump processes
Process {X;}ter, with values in E, countable or finite, is

Markov if
P(th = Xn|Xt,,,1 = Xp—1,-- - th = X]_) = IP(th = Xn|Xt,,,1 = anl),
tfreRY, 1 <+ <'ty, x{ € E"

Homogeneous if P(X;s = y|Xs = x) =: py,(t) independent of s,
S7t€]R',X’y€E - ==Y - - -
+ [f(ﬁ(Hﬁ- 9 }7’*0- )gﬂ?('ﬁe:ﬂvg,x‘:-§|x§—,1}

= Semi-group property px,(t +5) = >_ g Pxz(t)Pzy(5);
or P(t+s) = P(t)P(s) with P(t) = {px(t)}x,yecE
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Markov jump processes
Process {X;}ter, with values in E, countable or finite, is

Markov if
P(th = X,7|)<t',171 = Xp—1,-- - th = X]_) = IP(th = Xn|th71 = anl),
tfeRY, 1 <--- < ty, x{ € E"

Homogeneous if P(X;s = y|Xs = x) =: py,(t) independent of s,
s,te Ry, x,y € E

= Semi-group property py, (t +5) = >, c g Pxz(t) Pz (5),
or P(t+s) = P(t)P(s) with P(t) = {pxy(t)}xycE

Definition

{X¢}ter, is a pure jump Markov process if in addition

(i) It spends with probability 1 a strictly positive time in each state
(i) Trajectories t — X; are right-continuous
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Markov jump processes: examples

@ Poisson process {Nt}t€R+' then Markov jump process with
Pxy(t) = P(Poisson(At) =y — x)
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Markov jump processes: examples i Gep(dy)

X, €V 2

@ Poisson process {N;}cr. : then Markov jump process with
Pxy(t) = P(Poisson(At) = y — x)

e Continuous-time random walk on finite, undirected graph G = (V, E):
Sojourn time at node i € V: exponentially distributed with parameter

d;, degree of node i/,
after which: jump to neighbor of i selected uniformly at random

Laurent Massoulié (Inria) Poisson process and Markov jump processes February 22, 2021 13 /20



Markov jump processes: more examples

—=7m O
aNERT . N
@ Single-server queue, FIFO (“First-in-first-out”) discipline, arrival
times: N Poisson (), service times: i.i.d. Exp(x) independent of N
Xt= number of customers present at time t: Markov jump process by
Memoryless property of Exponential distribution 4+ Markov property
of Poisson process __«~ ~#® de seens

(the M/M/@ ueue) tro e pénce é.yf(/..)
‘eaes GalaL oo {'-’r )
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Markov jump processes: more examples

o Single-server queue, FIFO (“First-in-first-out”) discipline, arrival
times: N Poisson (), service times: i.i.d. Exp(u) independent of N
Xi= number of customers present at time t: Markov jump process by
Memoryless property of Exponential distribution + Markov property
of Poisson process
(the M/M/1/o0 queue)

@ Infinite server queue with Poisson arrivals and Exponential service
times: customer arrived at T, stays in system till T, 4 o, where o,:
service time
X¢= number of customers present at time t:

Markov jump process (the M/M /oo/oo queue)
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Structure of Markov jump processes

Infinitesimal Generator

Vx,y, ¥y # x € E, limits gx := lim¢—g l_pf((t), Gxy = lim¢_50 p"yt(t) exist in
R and satisfy Zy;ﬁx Ssay — b
Gxy: Jump rate from x to y

Q = {qxy }x,ycE Where g« = —gx: Infinitesimal Generator of process
{Xt}tE]R+

Formally: Q = lims_,o #[P(h) — /] where I: identity matrix
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Structure of Markov jump processes N 1
LA

Infinitesimal Generator T T, T,

Vx,y, y # x € E, limits gy := lim;_o l_p;“(t), Gxy = lim¢_0 %m exist in

R and satisfy Zy;ﬁx Thay = @bz

Gxy: Jump rate from x to y

Q = {qxy }x,ycE Where g« = —gx: Infinitesimal Generator of process

{Xt}ter,

Formally: Q = lims_,o #[P(h) — /] where I: identity matrix

Structure of Markov jump processes

Sequence { Y, }nen of visited states: Markov chain with transition matrix
= 1. ..

Pxy XY gy

Conditionally on { Yy} nen, sojourn times {7, }nen in successive states Y):

independent, with distributions Exp(qy,)
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Proof elements

0<Th<:--<Typ<:--: jump times; 7; = Tj;1 — T; sojourn time

Discrete time chain for h > 0: Z, := Xup

Téh) = h inf{n >0: 27, 75 Zn—l}- \E (T (;) 6\—;0 L(fr.iﬂ,‘ IIB
> e — —

On {71 > h}, Téh) —h<m< Téh) \_,.\/—/
By assumption, limp_o P(71 > h) =1, hence W [_L Sk)- 0 Yt
1 o

]PX(TO > t) = limp_sg ]PX(Téh) >t > h) T, -0 ¢ A

:|Imh_>0pxx(h)|—%-| . ® (_(' ?k); A Nk
— im0l 510 puc(h) he

Since prc(h) = P70 > h) "3°1, [£]In pc(h) ~ £(prc(h) = 1).

Hence Jgx := limp_o 1”—“(), and P, (70 > t) = e" %!, Case gx = +©
ruled out (79 > 0 a.s.); case gx = 0: 79 = +00 a.s., i.e. process absorbed
in x.
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« S0 /\j,‘:i)l}éa.

Assuming g, > O:
) I—ag‘l'oq —on' ‘-C(D\Sb ”“Q\'
IEX(e Hley) ~E [e 0 ]IX (h y] G
- Zn>1 e " IP (Xh — - Xh(n—l) = X, Xpn = y)

= En>1e anh [pxx(h)]n 1ny(h)
= 1 @ Sy Pl = oy (1)
= Yot Px(rs” = m)e—a" e by (h)

= e_ah[]. — E e_ ]lpx};(hgh f de e gl\
~ [1 _ ]ny(h) )

_ | %ij(%) _ q*} (i’f.":) Ao 4
- qx+a h = q‘__‘_l:T q_"-

Implies existence of limit limp_,0 pXY( )

and P,(Y; = ):ZXXY

= Qxy, independence of 79 and Y3

Similar arguments for joint law of Y{", 75" |
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Examples _
. -z T .
X, = N, o Tn€[0,¢]

o for Poisson process (\): only non-zero jump rate

Ax,x+1 =A=g¢gx, xeEN IJ LLS = L?LGJB‘C‘\JB
P (¥ = o (.\') )Yy, 1"} . :3’::('
! = C.‘-A (PL)“}

4

Pot, e, (D2 Dby o). @'—;), g3y
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Examples | = gko,} (Ac) - A kﬁé'l P( )(&4 {.‘ftl,,a'w'ﬂ

“['Lﬂ_. ( Q g a {5' de 1 %)
o for Poissct)jr:‘-‘k'prggé‘”s'g&(\)fi~ only non-zero jump rate .
Ax,x+1 = A= gx, X € N S @( 61"9[_ 0{) e & P:Lﬁ« E'd' (2)
-y td H EL-P( &ﬁ,)

e

e For continuous-time random walk on graph G = (V/, E), non-zero
rates: g;; = Il;~j, hence g; = d;. Generator Q is opposite of so-called
Laplacian matrix L(G) of graph G

Pty ca 4
Err(ﬂtcj)gl?.)
= ff(EKr(d(‘)éﬂ\) < T(A_ Q-d;k)(/l- Q'dﬁ
. 3.
A A !F(a( CLF"‘I‘\) <0
s (1-C ‘)-£40(E)° (L\)\/ 2.
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Examples Rbkyﬁ -t ) = 'Q,L (E*xr(f) <)
~ o (¥)
> b doi)
e for Poisson process (\): only non-zero jump rate
Gxx+1 = A =(Qx, X €N L

e For continuous-time random walk on graph G = (V/, E), non-zero
rates: g;; = I;;, hence g; = d;. Generator Q is opposite of so-called

Laplacian matrix L(G) of graph G
ECy -% %) 41?(/«;7,1,)

e For FIFO M/M/1/o0 queue, non-zero rates: gy xt1 = ('6*7
Gxx—1 = >0, x € N hence gx = A + il
=20 o
= T,
Pl - =)= P(N,=4) $o(& ) 2t
1(\& %)= BN o(+) P(ﬂ'){o{‘t)
- by
- ,B"“-‘- ’T"Q)’ - ! /
- JONF | ) C O Lepp € € Byl

Laurent Massoulié (Inria) Poisson process and Markov jump processes February 22, 2021 18 /20



Examples

e for Poisson process (\): only non-zero jump rate
Ax,x+1 = A= gx, X € N

e For continuous-time random walk on graph G = (V/, E), non-zero
rates: g;; = I;;, hence g; = d;. Generator Q is opposite of so-called
Laplacian matrix L(G) of graph G

e For FIFO M/M/1/0o queue, non-zero rates: Gy x+1 = A,
Gxx—1 = x>0, X € N hence g, = A + plli>o

e For M/M/oo/oco queue, non-zero rates: Gy x+1 = A,
Gxx—1 = X, x € IN hence g, = A + ux
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Structure of Markov jump processes (continued)
Let T, := ZZ;% Ti: time of n-th jump.

If Too = 400 almost surely: trajectory determined on IR, hence generator
Q determines law of process {X;}tcr,
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Structure of Markov jump processes (continued)
Let T, := ZZ;%) Ti: time of n-th jump.

If Too = 400 almost surely: trajectory determined on IR, hence generator
Q determines law of process {X;}tcr,

Process is called explosive if instead T, < 400 with positive probability.
Then process not completely characterized by generator
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Structure of Markov jump processes (continued)
Let T, := > 7_5 7k time of n-th jump.

If Too = 400 almost surely: trajectory determined on R, hence generator
Q determines law of process {X;}tcr,

Process is called explosive if instead T, < 400 with positive probability.
Then process not completely characterized by generator

Sufficient conditions for non-explosiveness:
@ SUp,cg gx < +00
@ Recurrence of induced chain {Y,},en

e For Birth and Death processes (i.e. E =N, only non-zero rates:
Bn = Gn,n+1, birth rate; 6, = g, p—1, death rate), non-explosiveness
holds if

1
— =+
25t 5,
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Takeaway messages

@ Poisson process a fundamental continuous-time process, adequate
model for aggregate of infrequent independent events

@ Markov jump processes: generator @ characterizes distribution if not
explosive
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