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CONTRIBUTIONS DICONET MODEL

We consider tasks consisting in a mapping 7 1. We introduce a new dynamic architecture DiCoNet diagram: namely split Sy and merge M.

between a variable-sized input set that incorporates the inductive bias from re- SR )y B EES e

X ={z1,...,2,}, x; € X into an ordered set cursive tasks.
Y:{y17°°°7ym(n)}/yj6y' : .
We are interested in tasks that are self-similar . We show that it can be trained end-to-end

across scales, meaning that 7 can be decomposed with weak Supervision, an.d whose aver-
asVn VX ,|X|=n: age computational complexity can be opti-

mized with gradient descent.

e Split: Splits the input X recursively by sam-
pling from binary probabilities p(z | X). It
is modeled with a Set2Set or Graph Neural-
Net. The recursive stochastic procedure re-
sults in a probability distribution over hier-

archical partitions of X P(X) ~ Sg(X)

Xir1.0+1 Yit10+1

Xo,0 = X;

MT(S1(X)), - T{S:(X))) . We provide empirical evidence that the dy-

Si(X) <n, Uwcs S;(X) = X namic programming principle can be ef- X . v o Merge: Merges the input recursively travers-

J R ﬁcient]y learnt on tasks such as p]anar 1 j mg upwards the tree associated to P(X ) It
where both M and § = (S1,...,S8s) are indepen- convex-hull, hierarchical clustering, knap- The DiCoNet is composed by two atomic blocks, can be modeled with a PtrNet [2].

dent of n. sack problem.

TRAINING RESULTS

e PLANAR CONVEX HULL

Given a training set of pairs {(X', Y!)},<1, the DiCoNet optimizes the following loss:

Given a set of n points in the plane, find the ordered sequence of extremal

points of the convex hull. 101 o s 1o I ] :
1 _o . _ _o _o o l® . e e
L ~ [ [ n=25 | n=50 | n=100 | n=200 i P o P .
L(Q, ¢) — Z E tP(X)NS@(X) log P (Y ‘ P(X )) Baseline 81.3 | 65.6 | 415 | 13.5 I O N R "1 e
1<T, DiCoNet + Random Split | 59.8 | 37.0 | 23.5 | 10.29 e W1 . . ol
- DiCoNet 88.1 | 83.7 | 73.7 52.0 I o B A o0, .o |
. DiCoNet + Split Reg | 89.8 | 87.0 | 80.0 | 67.2 o] %l o A &
Wlth qu(Y ‘ 7D(‘)()) — MQS(P(X)) e CLUSTERING 0oy .00—... .00—... .:0—.. -’ > .... - o <o ... <o .
Group n elements into k clusters. The DiCoNet will work well for problems 0 1o 1o 1o : 0 Lo 1o 1o
o Merge gradients: As a vanilla PtrNet. The output stochastic matrix over indexes is replaced by the with hierarchical structure.
product of all the output stochastic matrices across scales (composing the permutations). Conssian (A7) | Gowestan (d=10) | CTFAR-I0 pafehes
Baseline / Lloyd 1.8 3.1 3.5 1.14 5.7 12.5 1.02 1.07 1.41
1 / Lloyd 2.3 2.1 2.1 1.6 6.3 8.5 1.04 1.05 1.2
< Baseline / Rec. Lloyd | 0.7 | 1.5 1.7 0.15 | 0.65 | 1.25 1.01 | 1.04 | 1.21
V¢£(9, qb) - E E tp(X)NSQ(X)W log Do (Yl ‘ P(Xl)) / Rec. Lloyd 0.9 | 1.01 | 1.02 | 021 | 0.72 | 0.85 | 1.02 | 1.02 | 1.07 \
<L e KNAPSACK
Given a set of n items, each with weight w; > 0 and value v; € R, the
0-1 Knapsack problem consists in selecting the subset of the input set that
. 5 . . . maximizes the total value, so that the total weight does not exceed a given
o Split gradients: Approximated by samples using REINFORCE. Merge loss is used as a cost (or it Z S e
minus reward) for the split phase. cubject 1o e 0.1}, 5w, < W
VyE F(P(X)) =F F(P(X))Vglog fo(P(X)) o a0 o Tl o Tl
0 J”]D(X) ~Sop (X) ( ( — JP(X) ~Sop (X) ) o 108 f@ ) cost ratio | splits | cost ratio | splits | cost ratio | splits
Baseline 19.82 | 1.0063 0 38.79 | 1.0435 0 74.71 1.0962 0
, , DiCoNet | 19.85 | 1.0052 3 40.23 | 1.0048 5 81.09 1.0046 7
— Greedy 19.73 | 1.0110 E 40.19 | 1.0057 - 81.19 | 1.0028 3
Where F(P(X)) o ]‘Og qu (Y ‘ P(X >) and Optimum | 19.95 1 E 40.42 1 - 81.41 1

J
log fo(P(X)) = Z Z log po(2m,j.k | Xj—l,k/Q) -
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