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#### Abstract

A multiscale Canny edge detection is equivalent to finding the local maxima of a wavelet transform. We study the properties of multiscale edges through the wavelet theory. For pattern recognition, one often needs to discriminate different types of edges. We show that the evolution of wavelet local maxima across scales characterize the local shape of irregular structures. Numerical descriptors of edge types are derived. The completeness of a multiscale edge representation is also studied. We describe an algorithm that reconstructs a close approximation of 1-D and 2-D signals from their multiscale edges. For images, the reconstruction errors are below our visual sensitivity. As an application, we implement a compact image coding algorithm that selects important edges and compresses the image data by factors over 30.


Index Terms-Edge detection, feature extraction, level crossings, multiscale wavelets.

## I. InTRODUCTION

POINTS OF SHARP variations are often among the most important features for analyzing the properties of transient signals or images. In images, they are generally located at the boundaries of important image structures. In order to detect the contours of small structures as well as the boundaries of larger objects, several researchers in computer vision have introduced the concept of multiscale edge detection [18], [23], [25]. The scale defines the size of the neighborhood where the signal changes are computed. The wavelet transform is closely related to multiscale edge detection and can provide a deeper understanding of these algorithms. We concentrate on the Canny edge detector [2], which is equivalent to finding the local maxima of a wavelet transform modulus.

There are many different types of sharp variation points in images. Edges created by occlusions, shadows, highlights, roofs, textures, etc. have very different local intensity profiles. To label more precisely an edge that has been detected, it is necessary to analyze its local properties. In mathematics, singularities are generally characterized by their Lipschitz exponents. The wavelet theory proves that these Lipschitz exponents can be computed from the evolution across scales of the wavelet transform modulus maxima. We derive a numerical procedure to measure these exponents. If an edge is smooth, we can also estimate how smooth it is from the decay of the

[^0]wavelet transform maxima across scales. Lipschitz exponents and smoothing factors are numerical descriptors that allow us to discriminate the intensity profiles of different types of edges.

An important open problem in computer vision is to understand how much information is carried by multiscale edges and how stable a multiscale edge representation is. This issue is important in pattern recognition, where one needs to know whether some interesting information is lost when representing a pattern with edges. We study the reconstruction of 1-D and 2-D signals from multiscale edges detected by the wavelet transform modulus maxima. It has been conjectured [16], [18] that multiscale edges characterize uniquely 1-D and 2-D signals, but recently, Meyer [21] has found counterexamples to these conjectures. In spite of these counterexamples, we show that one can reconstruct a close approximation of the original signal from multiscale edges. The reconstruction algorithm is based on alternate projections. We prove its convergence and derive a lower bound for the convergence rate. Numerical results are given both for 1-D and 2-D signals. The differences between the original and reconstructed images are not visible on a high-quality video monitor.

The ability to reconstruct images from multiscale edges has many applications in signal processing. It allows us to process the image information with edge-based algorithms. We describe a compact image coding algorithm that keeps only the "important" edges. The image that is recovered from these main features has lost some small details but is visually of good quality. Examples with compression ratio over 30 are shown. Another application to the removal of noises from signals is described in [17].

The article is organized as follows. Section II relates multiscale edge detection to the wavelet transform. It shows that a Canny edge detector is equivalent to finding the local maxima of a wavelet transform modulus. Until Section VI, we concentrate on 1-D signals. Section III-A reviews the wavelet transform properties that are important for understanding multiscale edges. The wavelet transform is first defined over functions of continuous variables, and Section III-B explains how to discretize this model. The numerical implementation of fast wavelet transform algorithms is given in Appendix B. Section IV explains how to characterize different types of sharp signal variations from the evolution across scales of the wavelet transform maxima. Section V studies the reconstruction of signals from multiscale edges. We review some previous results and explain how to formalize the reconstruction problem within the wavelet framework. The reconstruction algorithm is described in Section V-B, and numerical results are presented in Section V-C. A 2-D extension of the wavelet transform is given in Section VI-A,
and its discrete version is explained in Section VI-B. Fast 2D wavelet algorithms are given in Appendix D. Section VII differentiates the edges of an image from the evolution across scales of the wavelet modulus maxima. The reconstruction of images from multiscale edges is explained in Section VIII-A, and numerical examples are shown in Section VIII-B. Section IX describes an application to compact image coding.

Notation: $\boldsymbol{L}^{2}(\boldsymbol{R})$ denotes the Hilbert space of measurable, square-integrable 1-D functions $f(x)$. For $f \in \boldsymbol{L}^{2}(\boldsymbol{R})$ and $g \in L^{2}(\boldsymbol{R})$, the inner product of $f(x)$ with $g(x)$ is written:

$$
\langle g(x), f(x)\rangle=\int_{-\infty}^{+\infty} g(x) f(x) d x
$$

The norm of $f(x) \in L^{2}(\boldsymbol{R})$ is given by

$$
\|f\|^{2}=\int_{-\infty}^{+\infty}|f(x)|^{2} d x
$$

We denote the convolution of two functions $f(x) \in \boldsymbol{L}^{2}(\boldsymbol{R})$ and $g(x) \in L^{2}(\boldsymbol{R})$ by

$$
f * g(x)=\int_{-\infty}^{+\infty} f(u) g(x-u) d u
$$

The Fourier transform of $f(x) \in L^{2}(\boldsymbol{R})$ is written $\hat{f}(\omega)$ and is defined by

$$
\hat{f}(\omega)=\int_{-\infty}^{+\infty} f(x) e^{-i \omega x} d x
$$

$L^{2}\left(\boldsymbol{R}^{2}\right)$ is the Hilbert space of measurable, square-integrable 2-D functions $f(x, y)$. The norm of $f(x, y) \in \boldsymbol{L}^{2}(\boldsymbol{R})$ is given by

$$
\|f\|^{2}=\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty}|f(x, y)|^{2} d x d y
$$

The Fourier transform of $f(x, y) \in \boldsymbol{L}^{2}\left(\boldsymbol{R}^{2}\right)$ is written $\hat{f}\left(\omega_{x}, \omega_{y}\right)$ and is defined by

$$
\hat{f}\left(\omega_{x}, \omega_{y}\right)=\int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f(x, y) e^{-i\left(\omega_{x} x+\omega_{y} y\right)} d x d y
$$

## II. Multiscale Edge Detection

Most multiscale edge detectors smooth the signal at various scales and detect sharp variation points from their first- or second-order derivative. The extrema of the first derivative correspond to the zero crossings of the second derivative and to the inflection points of the smoothed signal. This section explains how these multiscale edge detection algorithms are related to the wavelet transform.

We call a smoothing function any function $\theta(x)$ whose integral is equal to 1 and that converges to 0 at infinity. For example, one can choose $\theta(x)$ equal to a Gaussian. We suppose that $\theta(x)$ is twice differentiable and define, respectively, $\psi^{a}(x)$ and $\psi^{b}(x)$ as the first- and second-order derivative of $\theta(x)$

$$
\begin{equation*}
\psi^{a}(x)=\frac{d \theta(x)}{d x} \text { and } \psi^{b}(x)=\frac{d^{2} \theta(x)}{d x^{2}} \tag{1}
\end{equation*}
$$

By definition, the functions $\psi^{a}(x)$ and $\psi^{b}(x)$ can be considered to be wavelets because their integral is equal to 0

$$
\int_{-\infty}^{+\infty} \psi^{a}(x) d x=0 \text { and } \int_{-\infty}^{+\infty} \psi^{b}(x) d x=0
$$

In this paper, we denote

$$
\xi_{s}(x)=\frac{1}{s} \xi\left(\frac{x}{s}\right)
$$

which is the dilation by a scaling factor $s$ of any function $\xi(x)$. A wavelet transform is computed by convolving the signal with a dilated wavelet. The wavelet transform of $f(x)$ at the scale $s$ and position $x$, computed with respect to the wavelet $\psi^{a}(x)$, is defined by

$$
\begin{equation*}
W_{s}^{a} f(x)=f * \psi_{s}^{a}(x) \tag{2}
\end{equation*}
$$

The wavelet transform of $f(x)$ with respect to $\psi^{b}(x)$ is

$$
\begin{equation*}
W_{s}^{b} f(x)=f * \psi_{s}^{b}(x) \tag{3}
\end{equation*}
$$

We derive that

$$
\begin{align*}
& W_{s}^{a} f(x)=f *\left(s \frac{d \theta_{s}}{d x}\right)(x)=s \frac{d}{d x}\left(f * \theta_{s}\right)(x) \text { and }  \tag{4}\\
& W_{s}^{b} f(x)=f *\left(s^{2} \frac{d^{2} \theta_{s}}{d x^{2}}\right)(x)=s^{2} \frac{d^{2}}{d x^{2}}\left(f * \theta_{s}\right)(x) \tag{5}
\end{align*}
$$

The wavelet transforms $W_{s}^{a} f(x)$ and $W_{s}^{b} f(x)$ are, respectively, the first and second derivative of the signal smoothed at the scale $s$. The local extrema of $W_{s}^{a} f(x)$ thus correspond to the zero crossings of $W_{s}^{b} f(x)$ and to the inflection points of $f * \theta_{s}(x)$. In the particular case where $\theta(x)$ is a Gaussian, the zero-crossing detection is equivalent to a Marr-Hildreth [19] edge detection, whereas the extrema detection corresponds to a Canny [2] edge detection. When the scale $s$ is large, the convolution with $\theta_{s}(x)$ removes small signal fluctuations; we therefore only detect the sharp variations of large structures.

Detecting zero crossings or local extrema are similar procedures, but the local extrema approach has some important advantages. An inflection point of $f * \theta_{s}(x)$ can either be a maximum or a minimum of the absolute value of its first derivative. The maxima of the absolute value of the first derivative are sharp variation points of $f * \theta_{s}(x)$, whereas the minima correspond to slow variations. With a second derivative operator, it is difficult to distinguish these two types of zero crossings. On the contrary, with a first-order derivative, we easily select the sharp variation points by detecting only the local maxima of $\left|W_{s}^{a} f(x)\right|$. In addition, zero crossings give position information but do not differentiate small amplitude fluctuations from important discontinuities. When detecting local maxima, we can also record the values of $W_{s}^{a} f(x)$ at the maxima locations, which measure the derivative at the inflcction points. Section IV explains how to characterize different types of sharp variation points from the evolution across scalcs of $W_{s}^{a} f(x)$ at the modulus maxima locations.

The Canny edge detector is easily extended in two dimensions. We denote by

$$
x i_{s}(x, y)=\frac{1}{s^{2}} \xi\left(\frac{x}{s}, \frac{y}{s}\right)
$$

the dilation by $s$ of any 2-D function $\xi(x, y)$. We use the term 2-D smoothing function to describe any function $\theta(x, y)$ whose integral over $x$ and $y$ is equal to 1 and converges to 0 at infinity. The image $f(x, y)$ is smoothed at different scales $s$ by a convolution with $\theta_{s}(x, y)$. We then compute the gradient vector $\vec{\nabla}\left(f * \theta_{s}\right)(x, y)$. The direction of the gradient vector at a point $\left(x_{0}, y_{0}\right)$ indicates the direction in the image plane $(x, y)$ along which the directional derivative of $f(x, y)$ has the largest absolute value. Edges are defined as points $\left(x_{0}, y_{0}\right)$ where the modulus of the gradient vector is maximum in the direction towards which the gradient vector points in the image plane. Edge points are inflection points of the surface $f * \theta_{s}(x, y)$. Let us relate this edge detection to a 2-D wavelet transform. We define two wavelet functions $\psi^{1}(x, y)$ and $\psi^{2}(x, y)$ such that

$$
\begin{equation*}
\psi^{1}(x, y)=\frac{\partial \theta(x, y)}{\partial x} \text { and } \psi^{2}(x, y)=\frac{\partial \theta(x, y)}{\partial y} \tag{6}
\end{equation*}
$$

Let $\psi_{s}^{1}(x, y)=\frac{1}{s^{2}} \psi^{1}\left(\frac{x}{s}, \frac{y}{s}\right)$ and $\psi_{s}^{2}(x, y)=\frac{1}{s^{2}} \psi^{2}\left(\frac{x}{s}, \frac{y}{s}\right)$. Let $f(x, y) \in \boldsymbol{L}^{2}\left(\boldsymbol{R}^{2}\right)$. The wavelet transform of $f(x, y)$ at the scale $s$ has two components defined by

$$
\begin{equation*}
W_{s}^{1} f(x, y)=f * \psi_{s}^{1}(x, y) \text { and } W_{s}^{2} f(x, y)=f * \psi_{s}^{2}(x, y) \tag{7}
\end{equation*}
$$

Similarly to (4), one can easily prove that

$$
\begin{equation*}
\binom{W_{s}^{1} f(x, y)}{W_{s}^{2} f(x, y)}=s\binom{\frac{\partial}{\partial x}\left(f * \theta_{s}\right)(x, y)}{\frac{\partial}{\partial y}\left(f * \theta_{s}\right)(x, y)}=s \vec{\nabla}\left(f * \theta_{s}\right)(x, y) \tag{8}
\end{equation*}
$$

Hence, edge points can be located from the two components $W_{s}^{1} f(x, y)$ and $W_{s}^{2} f(x, y)$ of the wavelet transform.

## III. Dyadic Wavelettransform in One Dimension

## A. General Properties

For most purposes, the wavelet model is not required to keep a continuous scale parameter $s$. To allow fast numerical implementations, we impose that the scale varies only along the dyadic sequence $\left(2^{j}\right)_{j \in Z}$. We review the main properties of a dyadic wavelet transform and explain under what condition it is complete and stable. For thorough presentations of the wavelet transform, refer to the mathematical books of Meyer [20] and Daubechies [5] or to signal processing oriented reviews [15], [22]. The wavelet model has first been formalized by Grossmann and Morlet [10]. A wavelet is a function $\psi(x)$ whose average is zero. We denote by $\psi_{2^{j}}(x)$ the dilation of $\psi(x)$ by a factor $2^{j}$

$$
\psi_{2^{j}}(x)=\frac{1}{2^{j}} \psi\left(\frac{x}{2^{j}}\right) .
$$

The wavelet transform of $f(x)$ at the scale $2^{j}$ and at the position $x$ is defined by the convolution product

$$
\begin{equation*}
W_{2^{j}} f(x)=f * \psi_{2^{j}}(x) \tag{9}
\end{equation*}
$$

We refer to the dyadic wavelet transform as the sequence of functions

$$
\begin{equation*}
\boldsymbol{W} \int=\left(W_{2^{j}} \int(x)\right)_{j \in Z} \tag{10}
\end{equation*}
$$

and $\boldsymbol{W}$ is the dyadic wavelet transform operator.

Let us study the completeness and stability of a dyadic wavelet transform. The Fourier transform of $W_{2^{j}} f(x)$ is

$$
\begin{equation*}
\hat{W}_{2^{j}} f(\omega)=\hat{f}(\omega) \hat{\psi}\left(2^{j} \omega\right) \tag{11}
\end{equation*}
$$

By imposing that there exists two strictly positive constants $A_{1}$ and $B_{1}$ such that

$$
\begin{equation*}
\forall \omega \in \boldsymbol{R}, A_{1} \leq \sum_{j--\infty}^{+\infty}\left|\hat{\psi}\left(2^{j} \omega\right)\right|^{2} \leq B_{1} \tag{12}
\end{equation*}
$$

we ensure that the whole frequency axis is covered by dilations of $\hat{\psi}(\omega)$ by $\left(2^{j}\right)_{j \in Z}$ so that $\hat{f}(\omega)$, and thus, $f(x)$ can be recovered from its dyadic wavelet transform. The reconstructing wavelet $\chi(x)$ is any function whose Fourier transform satisfies

$$
\begin{equation*}
\sum_{j=-\infty}^{+\infty} \hat{\psi}\left(2^{j} \omega\right) \hat{\chi}\left(2^{j} \omega\right)=1 \tag{13}
\end{equation*}
$$

If property (12) is valid, there exists an infinite number of functions $\hat{\chi}(\omega)$ that satisfy (13). The function $f(x)$ is recovered from its dyadic wavelet transform with the summation

$$
\begin{equation*}
f(x)=\sum_{j=-\infty}^{+\infty} W_{2^{j}} f * \chi_{2^{j}}(x) \tag{14}
\end{equation*}
$$

This equation is proved by computing its Fourier transform and inserting (11) and (13). With the Parseval theorem, we derive from (11) and (12) a norm equivalence relation

$$
\begin{equation*}
A_{1}\|f\|^{2} \leq \sum_{j=-\infty}^{+\infty}\left\|W_{2^{j}} f(x)\right\|^{2} \leq B_{1}\|f\|^{2} \tag{15}
\end{equation*}
$$

This proves that the dyadic wavelet transform is not only complete but stable as well. If $\frac{B_{1}}{A_{1}}$ is closer to 1 , it will be more stable.

A dyadic wavelet transform is more than complete; it is redundant. Any sequence $\left(g_{j}(x)\right)_{j \in Z}$, with $g_{j}(x) \in L^{2}(\boldsymbol{R})$, is not necessarily the dyadic wavelet transform of some function in $\boldsymbol{L}^{2}(\boldsymbol{R})$. We denote by $\boldsymbol{W}^{-1}$ the operator defined by

$$
\begin{equation*}
\boldsymbol{W}^{-1}\left(g_{j}(x)\right)_{j \in Z}=\sum_{j=-\infty}^{+\infty} g_{j} * \chi_{2^{j}}(x) \tag{16}
\end{equation*}
$$

The reconstruction formula (14) shows that $\left(g_{j}(x)_{j \in Z}\right)$ is the dyadic wavelet transform of some function in $\boldsymbol{L}^{2}(\boldsymbol{R})$, if and only if

$$
\begin{equation*}
\boldsymbol{W}\left(\boldsymbol{W}^{-1}\left(g_{l}(x)\right)_{l \in \boldsymbol{Z}}\right)=\left(g_{j}(x)\right)_{j \in Z} \tag{17}
\end{equation*}
$$

If we replace the operators $\boldsymbol{W}$ and $\boldsymbol{W}^{-1}$ by their expression given in (9) and (16), we obtain

$$
\begin{gather*}
\forall j \in Z \sum_{l=-\infty}^{+\infty} g_{l} * K_{l, j}(x)=g_{j}(x), \text { with }  \tag{18}\\
K_{l, j}(x)=\chi_{2^{l}} * \psi_{2^{j}}(x) \tag{19}
\end{gather*}
$$

These equations are known as reproducing kernel equations. The energy of the kernel $K_{l, j}(x)$ measures the redundancy of the wavelet transform at the scales $2^{j}$ and $2^{l}$.


Fig. 1. (a) This wavelet is a quadratic spline of compact support that is continuously differentiable. It is defined in Appendix A, and it is the derivative of the cubic spline function $\theta(x)$ shown in (b).

Fig. 1(a) is a quadratic spline wavelet of compact support, which is further defined in Appendix A. It is the derivative of the smoothing function $\theta(x)$ shown in Fig. 1(b). Fig. 2(a) is the plot of a discrete signal of 256 samples. Fig. 2(b) shows its discrete dyadic wavelet transform computed on nine scales. At each scale $2^{j}$, we compute a uniform sampling of the wavelet transform that we denote $W_{2^{j}}^{d} f$. The next section explains how to discretize the continuous wavelet model and solve border problems. Fast algorithms to compute the wavelet and the inverse wavelet transform are described in Appendix B. The reader not interested in numerical issues might want to skip Section III-B. Since our wavelet is the derivative of a smoothing function, (4) proves that $W_{2^{j}}^{d} f$ is proportional to the derivative of the original signal smoothed at the scale $2^{j}$. Fig. 2(c) gives the locations and values of the local maxima of the dyadic wavelet transform modulus, as in a Canny edge detection. At each scale $2^{j}$, each modulus maximum is represented by a Dirac that has the same location and whose amplitude is equal to the value of $W_{2^{j}} f(x)$. The modulus maxima detection is an adaptive sampling that finds the signal sharp variation points.

## B. Discrete Wavelet Transform

In numerical applications, the input signal is measured at a finite resolution; therefore, we cannot compute the wavelet transform at an arbitrary fine scale. Let us normalize the finest scale to 1 . In order to model this scale limitation, we introduce a real function $\phi(x)$ whose Fourier transform is an aggregation of $\hat{\psi}\left(2^{j} \omega\right)$ and $\hat{\chi}\left(2^{j} \omega\right)$ at scales $2^{j}$ larger than 1

$$
\begin{equation*}
|\hat{\phi}(\omega)|^{2}=\sum_{j=1}^{+\infty} \hat{\psi}\left(2^{j} \omega\right) \hat{\chi}\left(2^{j} \omega\right) \tag{20}
\end{equation*}
$$

We suppose here that the reconstructing wavelet $\chi(\omega)$ is such that $\hat{\psi}(\omega) \hat{\chi}(\omega)$ is a positive, real, even function. One can prove that property (13) implies that the integral of $\phi(x)$ is equal to 1 and, hence, that it is a smoothing function. Let $S_{2^{j}}$ be the smoothing operator defined by

$$
\begin{equation*}
S_{2^{j}} f(x)=f * \phi_{2^{j}}(x) \text { with } \phi_{2^{j}}(x)=\frac{1}{2^{j}} \phi\left(\frac{x}{2^{j}}\right) \tag{21}
\end{equation*}
$$

If the scale $2^{j}$ is larger, the more details of $f(x)$ are removed by $S_{2^{j}}$. For any scale $2^{J}>1$, (20) yields


Fig. 2. (a) Signal of 256 samples; (b) discrete dyadic wavelet transform of signal (a) computed on nine scales. At each scale $2^{j}$, we plot the signal $W_{2^{j}}^{d} f$, which also has 256 samples; (c) modulus maxima of the dyadic wavelet transform shown in (b). Each Dirac indicates the position and amplitude of a modulus maximum.

$$
\begin{equation*}
|\hat{\phi}(\omega)|^{2}-\left|\hat{\phi}\left(2^{J} \omega\right)\right|=\sum_{j=1}^{J} \hat{\psi}\left(2^{j} \omega\right) \hat{\chi}\left(2^{j} \omega\right) \tag{22}
\end{equation*}
$$

One can derive from this equation that the higher frequencies of $S_{1} f(x)$, which have disappeared in $S_{2^{J}} f(x)$, can be recovered from the dyadic wavelet transform $\left(W_{2^{j}} f(x)\right)_{1 \leq j \leq J}$ between the scales $2^{1}$ and $2^{J}$.

We suppose that the original signal is a discrete sequence $D=\left(d_{n}\right)_{n \in Z}$ of finite energy. If there exists two constants $C_{1}>0$ and $C_{2}>0$ such that $\hat{\phi}(\omega)$ satisfies

$$
\begin{equation*}
\forall \omega \in \boldsymbol{R}, \quad C_{1} \leq \sum_{n=-\infty}^{+\infty}|\hat{\phi}(\omega+2 n \pi)|^{2} \leq C_{2} \tag{23}
\end{equation*}
$$

then one can prove prove [18] that there exists a function $f(x) \in \boldsymbol{L}^{2}(\boldsymbol{R})$ (not unique) such that

$$
\begin{equation*}
\forall n \in Z, \quad S_{1} f(n)=d_{n} \tag{24}
\end{equation*}
$$

The input signal can thus be rewritten $D=\left(S_{1} f(n)\right)_{n \in Z}$. For a particular class of wavelets defined in Appendix A, the discrete signal $D=\left(S_{1} f(n)\right)_{n \in Z}$ allows us to compute a uniform sampling of the wavelet transform of $f(x)$ at any scale larger than 1 . Let us denote
$W_{2^{i}}^{d} f=\left(W_{2^{j}} f(n+w)\right)_{n \in Z}$ and $S_{2^{j}}^{d} f=\left(S_{2^{j}} f(n+w)\right)_{n \subset Z}$
where $w$ is a sampling shift that depends only on $\psi(x)$. For any coarse scale $2^{J}$, the sequence of discrete signals

$$
\begin{equation*}
\left\{S_{2^{J}}^{d} f,\left(W_{2_{j}}^{d} f\right)_{1 \leq j \leq J}\right\} \tag{26}
\end{equation*}
$$

is called the discrete dyadic wavelet transform of $D=$ $\left(S_{1} \int(n)\right)_{n \in Z}$. The coarse signal $S_{2}^{d}$ provides the signal components below the scale $2^{J}$. A fast discrete wavelet transform algorithm and its inverse are described in Appendix B.

In practice, the original discrete signal $D$ has a finite number $N$ of nonzero values: $D=\left(d_{n}\right)_{1 \leq n \leq N}$. To solve the border problems, we use the same periodization technique as in a cosine transform. We suppose that our signal has a period of $2 N$ samples, and we extend it with a symmetry for $N<n \leq 2 N: d_{n}=d_{2 N+1-n}$. By periodizing the signal with a symmetry, we avoid creating a discontinuity at the borders. The discrete wavelet coefficients are also 2 N periodic. If the wavelet is antisymmetrical with respect to 0 , as in Fig. 1(a), the wavelet coefficients are antisymmetrical at the borders. For the class of wavelets defined in Appendix A, one can also prove that when the scale is as large as the period $\left(2^{J}=2 N\right), S_{2^{J}}^{d} f$ is constant and equal to the mean value of the original signal $D$. We thus decompose any signal of $N$ samples over $J=\log _{2}(N)+1$ scales. Appendix B describes a fast discrete wavelet transform algorithm that requires $O(N \log (N))$ operations. The fast inverse wavelet transform also requires $O(N \log (N))$ operations.

From the discrete wavelet transform, at each scale $2^{j}$, we detect the modulus maxima by finding the points where $\left|W_{2^{j}} f(n+w)\right|$ is larger than its two closest neighbor values and strictly larger than at least one of them. We record the abscissa $n+w$ and the value $W_{2^{j}} f(n+w)$ at the corresponding locations.

## IV. Analysis of the Multiscale Information

One signal sharp variation produces modulus maxima at different scales $2^{j}$. We know that the value of a modulus maximum at a scale $2^{j}$ measures the derivative of the signal smoothed at the scale $2^{j}$, but it is not clear how to combine these different values to characterize the signal variation. The wavelet theory gives an answer to this question by showing that the evolution across scales of the wavelet transform depends on the local Lipschitz regularity of the signal. This section explains what a Lipschitz exponent is and how this exponent is computed from the wavelet transform maxima.


Fig. 3. (a) Four sharp variation points of this signal have a different Lipschitz regularity $\alpha_{0}$ and smoothing variance $\sigma^{2}$. These values are given, respectively, by $\left(\alpha_{0}=0, \sigma=3\right),\left(\alpha_{0}=0, \sigma=0\right),\left(\alpha_{0}=-1, \sigma=0\right)$, and $\left(\alpha_{0}=-1, \sigma=4\right)$; (b) behavior of the modulus maxima across scales depends on the Lipschitz regularity $\alpha_{0}$ and the smoothing factor $\sigma$.

A more detailed mathematical and numerical analysis of this topic can be found in [17]. When the signal is not singular, we show that one can still measure how smooth the signal is by estimating the decay of the wavelet maxima across scales.

Definition 1: Let $0 \leq \alpha \leq 1$. A function $f(x)$ is uniformly Lipschitz $\alpha$ over an interval $] a, b[$ if and only if there exists a constant $K$ such that for any $\left.\left(x_{0}, x_{1}\right) \in\right] a, b\left[^{2}\right.$

$$
\begin{equation*}
\left|f\left(x_{0}\right)-f\left(x_{1}\right)\right| \leq K\left|x_{0}-x_{1}\right|^{\alpha} \tag{27}
\end{equation*}
$$

We refer to the Lipschitz uniform regularity of $f(x)$ as the upper bound $\alpha_{0}$ of all $\alpha$ such that $f(x)$ is uniformly Lipschitz $\alpha$.

If $f(x)$ is differentiable at $x_{0}$, then it is Lipschitz $\alpha=1$. If the uniform Lipschitz regularity $\alpha_{0}$ is larger, the singularity at $x_{0}$ will be more "regular." If $f(x)$ is discontinuous but bounded in the neighborhood of $x_{0}$, its uniform Lipschitz regularity in the neighborhood of $x_{0}$ is 0 . Theorem 1 proves that the Lipschitz exponent of a function can be measured from the evolution across scales of the absolute value of the wavelet transform. We suppose that the wavelet $\psi(x)$ is continuously differentiable and has a decay at infinity that is $O\left(\frac{1}{1+x^{2}}\right)$.

Theorem 1: Let $0<\alpha<1$. A function $f(x)$ is uniformly Lipschitz $\alpha$ over ] $a, b[$ if and only if there exists a constant $K>0$ such that for all $x \in] a, b[$, the wavelet transform satisfies

$$
\begin{equation*}
\left|W_{2^{j}} f(x)\right| \leq K\left(2^{j}\right)^{\alpha} . \tag{28}
\end{equation*}
$$

The proof of this theorem can be found in [20]. From (28), we derive that

$$
\begin{equation*}
\log _{2}\left|W_{2^{j}} f(x)\right| \leq \log _{2}(K)+\alpha j \tag{29}
\end{equation*}
$$

If the uniform Lipschitz regularity is positive, (28) implics that the amplitude of the wavelet transform modulus maxima should decrease when the scale decreases. On the contrary, the singularity at the abscissa 3 of Fig. 3(b) produces wavelet
transform maxima that increase when the scale decreases. Such singularities can be described with negative Lipschitz exponents, which means that they are more singular than discontinuities. The signal is then viewed as a tempered distribution. At the abscissa 3 of Fig. 3(b), this distribution is locally equal to a Dirac. The reader might want to consult Folland [7] for a quick presentation of the mathematical theory of distributions. The wavelet transform of tempered distributions is well defined if the wavelet $\psi(x)$ is smooth enough [17]. For example, if $\psi(x)$ is continuous, the wavelet transform of a Dirac $\delta(x)$ is given by

$$
\begin{equation*}
W_{2^{j}} \delta(x)=\delta * \psi_{2^{j}}(x)=\psi_{2^{j}}(x) \tag{30}
\end{equation*}
$$

To extend Lipschitz exponents to distributions, we say that a distribution has a uniform Lipschitz regularity equal to $\alpha$ on $] a, b[$ if and only if its primitive has a uniform Lipschitz regularity equal to $\alpha+1$ on $] a, b[$. For example, the primitive of a Dirac centered at $x_{0}$ is a function that is bounded and has a discontinuity at $x_{0}$ (step edge). The uniform Lipschitz regularity of the primitive of this Dirac is thus cqual to 0 in the neighborhood of $x_{0}$. Hence, a Dirac centered at $x_{0}$ has a uniformly Lipschitz regularity equal to -1 in the neighborhood of $x_{0}$. One can prove that Theorem 1 is also valid for negative Lipschitz exponents. Let $\alpha_{0}<1$ be a real number that may be negative. A tempered distribution $f(x)$ has a uniform Lipschitz regularity equal to $\alpha_{0}$ over $] a, b\left[\right.$ if and only if for any $\alpha<\alpha_{0}$ there exists $K$ such that

$$
\begin{equation*}
\left|W_{2^{j}} f(x)\right| \leq K\left(2^{j}\right)^{\alpha} \tag{31}
\end{equation*}
$$

Since the Lipschitz regularity of a Dirac is -1 , this result implies that the maxima values of $\left|W_{2 j} \delta(x)\right|$ increase proportionally to the scale $2^{3}$. This can indeed be verified in Fig. 3(b).

In practice, we can only process discrete signals that approximate the original function at a finite resolution, which we normalize to 1 . Strictly speaking, it is not meaningful to speak about singularities, discontinuities, or Diracs. In fact, we cannot compute the wavelet transform at scales finer than 1 and thus cannot verify (31) at scales smaller than 1 . Even though we are limited by the resolution of measurements, we can still use the mathematical tools that differentiate singularities. Suppose that the approximation of $f(x)$ at the resolution 1 is given by a set of samples $\left(f_{n}\right)_{n \in Z}$, with $f_{n}=0$ for $n<n_{0}$ and $f_{n}=1$ for $n \geq n_{0}$, like at abscissa 2 of Fig. 3(a). At resolution 1, $f(x)$ behaves as if it has a discontinuity at $n=n_{0}$, although $f(x)$ might be continuous at $n_{0}$ with a continuous sharp transition at that point, which is not visible at this resolution. The characterization of singularities from the decay of the wavelet transform gives a precise meaning to this "discontinuity at the resolution 1 ." We measure the decay of the wavelet transform up to the finer scale available, and the Lipschitz regularity is computed by finding the coefficient $\alpha_{0}$ such that $K\left(2^{j}\right)^{\alpha_{0}}$ approximates at best the decay of $\left|W_{2^{j}} \int(x)\right|$ over a given range of scales larger than 1 . In Fig. 3(b), in the neighborhood of $x=2$, the maxima values of $\left|W_{2^{j}} f(x)\right|$ remain constant over a large range of scales. Equation (31) implies that the Lipschitz regularity $\alpha_{0}$ is equal
to 0 at that point, which means that this singularity is a discontinuity. In the edge detection procedure described in Section II, we only keep the local maxima of the wavelet transform modulus. It has been proved [17] that if a signal is singular at a point $x_{0}$, there exists a sequence of wavelet transform modulus maxima that converge to $x_{0}$ when the scale decreases. Hence, we detect all the singularities from the positions of the wavelet transform modulus maxima. Moreover, the decay of the wavelet transform is bounded by the decay of these modulus maxima, and we can thus measure the local uniform Lipschitz regularity from this decay.

A signal is often not singular in the neighborhood of local sharp variations. An example is the smooth edge at the abscissa 1 of Fig. 3(a). It is generally important to estimate the smoothness of the signal variation in such cases. We model a smooth variation at $x_{0}$ as a singularity convolved with a Gaussian of variance $\sigma^{2}$. Since the Gaussian is the Green's function of the heat equation, one can prove that $\sigma^{2}$ is proportional to the time it would take to create a singularity at the point $x_{0}$ if we apply a backward heat equation to the signal. Let us explain how to measure the smoothing component $\sigma$ as well as the Lipschitz regularity of the underlined singularity. We suppose that locally, the signal $f(x)$ is equal to the convolution of a function $h(x)$, which has a singularity at $x_{0}$, with a Gaussian of variance $\sigma^{2}$

$$
\begin{equation*}
f(x)=h * g_{\sigma}(x) \text { with } g_{\sigma}(x)=\frac{1}{\sqrt{2 \pi} \sigma} \exp \left(-\frac{x^{2}}{2 \sigma^{2}}\right) \tag{32}
\end{equation*}
$$

We also suppose that $h(x)$ has a uniform Lipschitz regularity equal to $\alpha_{0}$ in a neighborhood of $x_{0}$. If the wavelet $\psi(x)$ is the derivative of a smoothing function $\theta(x)$, (4) proves that the wavelet transform of $f(x)$ can be written

$$
\begin{equation*}
W_{2^{j}} f(x)=2^{j} \frac{d}{d x}\left(f * \theta_{2^{j}}\right)(x)=2^{j} \frac{d}{d x}\left(h * g_{\sigma} * \theta_{2^{j}}\right)(x) \tag{33}
\end{equation*}
$$

Let us suppose that the function $\theta(x)$ is close to a Gaussian function in the sense that

$$
\begin{equation*}
\theta_{2^{j}} * g_{\sigma}(x) \approx \theta_{s_{0}}(x) \text { with } s_{0}=\sqrt{2^{2 j}+\sigma^{2}} \tag{34}
\end{equation*}
$$

Equation (33) can thus be rewritten

$$
\begin{equation*}
W_{2^{j}} f(x)=2^{j} \frac{d}{d x}\left(h * \theta_{s_{0}}\right)(x)=\frac{2^{j}}{s_{0}} W_{s_{0}} h(x) \tag{35}
\end{equation*}
$$

where $W_{s_{0}} h(x)$ is the wavelet transform of $h(x)$ at the scale $s_{0}$

$$
W_{s_{0}} h(x)=h * \psi_{s_{0}}(x)
$$

This equation proves that the wavelet transform at the scale $2^{j}$ of a singularity smoothed by a Gaussian of variance $\sigma^{2}$ is equal to the wavelet transform of the nonsmoothed singularity $h(x)$ at the scale $s_{0}=\sqrt{2^{2 j}+\sigma^{2}}$. Equation (28) of Theorem 1 proves that the Lipschitz regularity is the upper bound of the set of $\alpha$ that satisfy

$$
\begin{equation*}
\left|W_{2^{j}} h(x)\right| \leq K\left(2^{j}\right)^{\alpha} \tag{36}
\end{equation*}
$$

This result is valid for any scale $s>0$. Hence, $\alpha_{0}$ is the upper bound of the set of $\alpha$ such that there exists $K$ that satisfy

$$
\left|W_{s} h(x)\right| \leq K s^{\alpha}
$$

for any scale $s>0$ and any $x$ in the corresponding neighborhood of $x_{0}$. By inserting this inequality in (35), we obtain

$$
\begin{equation*}
\left|W_{2^{j}} f(x)\right| \leq K 2^{j} s_{0}{ }^{\alpha-1} . \text { with } s_{0}=\sqrt{2^{2 j}+\sigma^{2}} . \tag{37}
\end{equation*}
$$

This equation is satisfied at all points $r$ if and only if it is satisfied at the locations of all the local maxima of $\left|W_{2^{j}} f(x)\right|$. If the signal is multiplied by a constant $\lambda$, then $K$ is also multiplied by $\lambda$, but $\sigma$ and $\alpha_{0}$ are not affected. On the contrary, if the signal is smoothed by a Gaussian of variance $\sigma_{0}^{2}$ (and integral 1), then $K$ and $\alpha_{0}$ are not affected, but $\sigma^{2}$ becomes $\sigma^{2}+\sigma_{0}^{2}$. This shows clearly that the parameters $\alpha, \sigma$, and $K$ describe different properties of the sharp variation that occurs at $x_{0}$. Fig. 3 gives the examples of a step edge and a Dirac smoothed by Gaussians of different variances. The decay of the maxima are clearly affected by the different Lipschitz exponents as well as the variance of the Gaussian smoothing.

Let us explain how to compute numerically the Lipschitz regularity $\alpha_{0}$ and the smoothing scale $\sigma$ from the evolution of the wavelet transform modulus maxima across scales. If we detect the modulus maxima at all scales $s$, instead of just dyadic scales $2^{j}$, their position would define a smooth curve in the scale-space plane $(s, x)$. These curves have been called "finger prints" by Witkin [25]. We say that a modulus maxima at the scale $2^{j}$ propagates to a maxima at the coarser scale $2^{j}+1$ if and only if both maxima belong to the same maxima curve in the scale-space plane (s.x). In Fig. 3, there is one sequence of maxima that belongs to the same maxima curve and converges to the position of the discontinuity at $x=2$. For the Dirac at abscissa 3, there are two such sequences. Each one gives information, respectively, on the left and the right part of the Dirac singularity. In order to find which maxima propagate to the next scale, one should compute the wavelet transform on a dense sequence of scales. However, with a simple adhoc algorithm, one can still estimate which maxima propagate to the next scale by looking at their value and position with respect to other maxima at the next scale. The propagation algorithm supposes that a modulus maximum propagates from a scale $2^{j}$ to a coarser scale $2^{j}+1$ if it has a large amplitude and if its position is close to a maximum at the scale $2^{j}+1$ that has the same sign. This algorithm is not exact but saves computations since we do not need to compute the wavelet transform at any other scale. The Lipschitz regularity as well as the smoothing variance $\sigma^{2}$ of a sharp variation point are then computed from the evolution of the modulus maxima that propagate across scales. Let us suppose that we have a sequence of modulus maxima that propagate from the scale $2^{I}$ up to the scale $2^{1}$ and converge to the abscissa $x_{0}$. Let $a_{j}$ be the value of the wavelet transform at the maximum location at the scale $2^{j}$, and let us also suppose that in a given neighborhood of $x_{0}$, the wavelet transform modulus is smaller than $a_{j}$. This means that the signal change at $x_{0}$ is the sharpest variation in this neighborhood. We compute the three values $K, \sigma$, and $\alpha_{0}$ so that the inequality of (37) is as close as possible to an equality for each maximum $a_{j}$. These values
are obtained by minimizing

$$
\begin{equation*}
\sum_{j=1}^{I}\left(\log _{2}\left|a_{j}\right|-\log _{2}(K)-j-\frac{\alpha_{0}-1}{2} \log _{2}\left(\sigma^{2}+2^{2 j}\right)\right)^{2} \tag{38}
\end{equation*}
$$

This is done with a steepest gradient descent algorithm. The value $K$ gives the amplitude of the sharp variation. When computing the values of $\sigma$ and $\alpha$ from the evolution of the maxima across scales in Fig. 3, we have a numerical error of less than $10 \%$, which is mainly due to the fact that the wavelct we use is not the derivative of a Gaussian but is only an approximation. In this case, $\theta(x)$ is the cubic spline shown in Fig. 1(b). When the variance $\sigma^{2}$ increases, the measurement of $\alpha_{0}$ becomes more unstable because the smoothing removes the fine scale components that charactcrize rcliably $\alpha_{0}$. For singularities of fractal textures such as in the right part of Fig. 2(a), this analysis is not valid because singularitics are not isolated, and none of the singularities dominate the others in a given neighborhood. The behavior of the wavelet transform modulus maxima of nonisolated singularities is studied in more detail in [17].

## V. Signal Reconstruction from Multiscale Edges

Section IV shows that one can get a precise description of the signal sharp variation points from the evolution of the wavelet transform modulus maxima across scales. An important question is to understand whether the whole signal information is embedded into these modulus maxima. Is it possible to have a stable signal reconstruction only from the modulus maxima information at the dyadic scales $2^{j}$ ? The next section reviews briefly some results on the reconstruction of signals from zero crossings and multiscale edges. Section V-B describes an algorithm that reconstructs a close approximation of the original signal from the wavelet transform modulus maxima. Numerical results are presented in Section V-C.

## A. Previous Results

The reconstruction of signals from multiscale edges has mainly been studied in the zero-crossing framework. We saw in Section II that if the wavelet is given by $\psi^{b}(x)=\frac{d^{2} \theta(x)}{d x^{2}}$, multiscale edges are detected from the zero crossings of the wavelet transform $W_{s}^{b} f(x)$. The most basic result concerning the reconstruction of signals from the zero crossing is the Logan theorem [14]. However, as it is explained in [18], the hypotheses of the Logan theorem are not appropriate to study the reconstruction of signals from multiscale edges. The Logan theorem has been generalized by several authors [4], [24], [28]; Refer to a review by Hummel and Moniot [11] for more details.

If the smoothing function $\theta(x)$ is a Gaussian, the properties of the wavelet transform zero crossings are more easily understood because $W_{s}^{b} f(x)$ can be interpreted as the solution of a heat diffusion process at time $t=s^{2}$ [12]. With this approach, Hummel and Moniot [11], as well as Yuille and Poggio [27], have proved some completeness properties under restrictive conditions, like supposing that $f(x)$ is a polynomial
[29]. In general, there are known counterexamples that prove that the positions of the zero crossings of $W_{s}^{b} f(x)$ do not characterize uniquely the function $f(x)$. For example, the wavelet transforms of $\sin (x)$ and $\sin (x)+\frac{1}{5} \sin (2 x)$ have the same zero crossings at all scales $s>0$. Meyer [21] found a large family of such counterexamples.

To obtain a complete and stable zero-crossing representation, Mallat [16] conjectured that it is sufficient to record the zero-crossing positions of $W_{2 j}^{b} f(x)$ at all dyadic scales $2^{j} f$, as well as the integral values

$$
\begin{equation*}
e_{n}=\int_{z_{n}}^{z_{n}+1} W_{2^{j}}^{b} f(u) d u \tag{39}
\end{equation*}
$$

between any pair of consecutive zero crossings $\left(z_{n}, z_{n}+1\right)$. This conjecture was motivated by a reconstruction algorithm that is able to recover a close approximation of the original signal from these zero crossings and integral values [18]. We proved in Section II that the zero crossings of $W_{2^{j}}^{b} f(x)$ occur at the extrema points of the wavelet transform $W_{2^{j}}^{{ }^{j}} f(x)$, which are defined with respect to the wavelet $\psi^{a}(x)=\frac{d \theta(x)}{d x}$. From (4), (5), and (39), we derive that

$$
\begin{equation*}
e_{n}=W_{2^{j}}^{a} f\left(z_{n}+1\right)-W_{2^{j}}^{a} f\left(z_{n}\right) \tag{40}
\end{equation*}
$$

To record the zero-crossing positions and integral values of $W_{2^{j}}^{b} f(x)$ is therefore equivalent to recording the positions where $W_{2^{j}}^{a} f(x)$ has local extrema and the value of $W_{2^{j}}^{a} f(x)$ at the corresponding locations. Meyer [21] proved that the completeness of this representation depends on the choice of the smoothing function $\theta(x)$ but that the conjecture is not valid in general. Let

$$
f_{0}(x)= \begin{cases}\frac{1}{2 \pi}(1+\cos (x)) & \text { if }|x|<\pi  \tag{41}\\ 0 & \text { otherwise }\end{cases}
$$

For the wavelet shown in Fig. 1(a), Meyer [21] found a noncountable family of functions

$$
f_{\epsilon}(x)=f_{0}(x)+\chi_{t}(x)
$$

such that at all scales $2^{j}, W_{2^{j}} f_{\epsilon}(x)$, and $W_{2^{j}} f_{0}(x)$ have the same extrema (positions and values). The functions $\chi_{\epsilon}(x)$ are small high-frequency perturbations, which are implicitly defined by constraint equations that guarantee that the local extrema of $W_{2^{j}} f_{0}(x)$ are not modified. It seems that in order to maintain the local extrema of $W_{2 j} f_{0}(x)$ unchanged, the perturbations $\chi_{\epsilon}(x)$ must remain small, which would explain the quality of the signal reconstructions obtained in [16], but this has not been proved. For another wavelet defined by $\psi^{a}(x)=\frac{d \theta(x)}{d x}$, with $\theta(x)=f_{0}(x)$, Meyer proved that any function of compact support is uniquely characterized by the zero crossings and integral values of its dyadic wavelet transform. This characterization is, however, not stable at high frequencies. The numerical precision of reconstructions is, thus, not improved with this other wavelet. A discrete analysis of the completeness conjecture was done independently by Berman [1], who found numerical examples that contradict the completeness conjecture.

We explained in Section II that for a wavelet equal to the first derivative of a smoothing function, the local minima of the
wavelet transform modulus correspond to slow variation points of the signal. Hence, among all the wavelet transform extrema, we detect only the points where the wavelet transform modulus is locally maximum. For the quadratic wavelet of Fig. 1(a), since the wavelet transform local extrema do not provide a complete signal representation, the subset of modulus maxima is certainly not complete either. The next section describes an algorithm that still recovers a precise approximation of the original signals from these modulus maxima.

## B. Reconstruction Algorithm

Let $f(x) \in \boldsymbol{L}^{2}(\boldsymbol{R})$ and $\left(W_{2^{j}} f(x)\right)_{j \in Z}$ be its dyadic wavelet transform. We describe an algorithm that reconstructs an approximation of $\left(W_{2^{j}} f(x)\right)_{j \in Z}$, given the positions of the local maxima of $\left|W_{2 j} f(x)\right|$ and the values of $W_{2^{j}} f(x)$ at these locations. For this purpose, we characterize the set of functions $h(x)$ such that at each scale $2^{j}$, the modulus maxima of $W_{2}, h(x)$ are the same as the modulus maxima of $W_{2^{j}} f(x)$. We suppose that the wavelet $\psi(x)$ is differentiable in the sense of Sobolev. Since $W_{2^{j}} f(x)$ is obtained through a convolution with $\psi_{2^{j}}(x)$, it is also differentiable in the sense of Sobolev, and it has, at most, a countable number of modulus maxima. Let $\left(x_{n}^{j}\right)_{n \subset Z}$ be the abscissa where $\left|W_{2^{j}} f(x)\right|$ is locally maximum. The maxima constraints on $W_{2^{j}} h(x)$ can be decomposed in two conditions.

1. At each scale $2^{j}$, for each local maximum located at $x_{n}^{j}$, $W_{2 j} h\left(x_{n}^{j}\right)=W_{2^{j}} f\left(x_{n}^{j}\right)$.
2. At each scale $2^{j}$, the local maxima of $\left|W_{2^{j}} h(x)\right|$ are located at the abscissa $\left(x_{n}^{j}\right)_{n \in Z}$.
Let us first analyze the condition 1 . The value of $W_{2^{j}} f(x)$ at any $x_{0}$ can be written as an inner product in $\boldsymbol{L}^{2}(\boldsymbol{R})$. Indeed
$W_{2^{j}} f\left(x_{0}\right)=f * \psi_{2^{j}}\left(x_{0}\right)=\int_{-\infty}^{+\infty} f(x) \psi_{2^{j}}\left(x_{0}-x\right) d x$, thus $W_{2^{j}} f\left(x_{0}\right)=\left\langle f(x), \psi_{2^{j}}\left(x_{0} \quad x\right)\right\rangle$.

Condition 1 is, thus, equivalent to

$$
\begin{equation*}
\left\langle f(u), \psi_{2^{j}}\left(x_{n}^{j}-u\right)\right\rangle=\left\langle h(u), \psi_{2^{j}}\left(x_{n}^{j}-u\right)\right\rangle \tag{43}
\end{equation*}
$$

Let $U$ be the closure in $L^{2}(\boldsymbol{R})$ of the space of functions that are linear combinations of functions in the family

$$
\begin{equation*}
\left\{\psi_{2^{j}}\left(x_{n}^{j}-x\right)\right\}_{(j, n) \in Z^{2}} \tag{44}
\end{equation*}
$$

One can easily prove that the functions $h(x)$ that satisfy (43) for all abscissa $\left(x_{n}^{j}\right)_{(j, n) \in Z^{2}}$ are the functions whose orthogonal projection on $U$ is equal to the orthogonal projection of $f(x)$ on $\boldsymbol{U}$. Let $\boldsymbol{O}$ be the orthogonal complement of $\boldsymbol{U}$ in $\boldsymbol{L}^{2}(\boldsymbol{R})$, which means that the space $\boldsymbol{O}$ is orthogonal to $\boldsymbol{U}$ and that

$$
\begin{equation*}
O \oplus U=L^{2}(\boldsymbol{R}) \tag{45}
\end{equation*}
$$

The functions that satisfy (43) for all abscissa $\left(x_{n}^{j}\right)_{(j, n) \in Z^{2}}$ can therefore be written

$$
\begin{equation*}
h(x)=f(x) \mid g(x) \text { with } g(x) \in O . \tag{46}
\end{equation*}
$$

This defines an affine space that we denote $f+\boldsymbol{O}$. If $\boldsymbol{U}=$ $\boldsymbol{L}^{2}(\boldsymbol{R})$, then $\boldsymbol{O}=\{0\}$, which implies that $h(x)$ must be equal
to $f(x)$. In general, this is not the case; therefore, (43) does not characterize uniquely $f(x)$.

Condition 2 is more difficult to analyze because it is not convex. In order to solve this problem numerically, we approximate condition 2 with a convex constraint. Condition 2 defines the value of the wavelet transform at the points $\left(x_{n}^{j}\right)_{(j, n) \in Z^{2}}$. Instead of imposing that the local maxima of $W_{2^{j}} h(x)$ are located at these points, we impose that $\left|W_{2 j} h(x)\right|^{2}$ is as small as possible on average. This generally creates local modulus maxima at the positions $\left(x_{n}^{j}\right)_{(j, n) \in Z^{2}}$. The number of modulus maxima of $W_{2^{j}} f(x)$ depends on how much this function oscillates. To have as few modulus maxima as possible outside the abscissa $\left(x_{n}^{j}\right)_{(j, n) \in Z^{2}}$, we also minimize the energy of the derivative of $W_{2^{j}} h(x)$. Since these conditions must be imposed at all scales $2^{j}$, we minimize globally

$$
\begin{align*}
\|h\|^{2} & =\left|\left(W_{2^{j}} h(x)\right)_{j \in Z}\right|^{2} \\
& =\sum_{j=-\infty}^{+\infty}\left(\left\|W_{2^{j}} h\right\|^{2}+2^{2 j}\left\|\frac{d W_{2^{j}} h}{d x}\right\|^{2}\right) \tag{47}
\end{align*}
$$

The weight $2^{2 j}$ expresses that the relative smoothness of $W_{2^{j}} f(x)$ increases with the scale $2^{j}$. Let $\psi^{1}(x)$ be the derivative of $\psi(x)$. If there exist two constants $A_{2}>0$ and $B_{2}$ such that for all $\omega \in \boldsymbol{R}$

$$
\begin{equation*}
A_{2} \leq \sum_{j=-\infty}^{+\infty}\left|\hat{\psi}\left(2^{j} \omega\right)\right|^{2}+\sum_{j=-\infty}^{+\infty}\left|\hat{\psi}^{1}\left(2^{j} \omega\right)\right|^{2} \leq B_{2} \tag{48}
\end{equation*}
$$

then for any $h(x) \in \boldsymbol{L}^{2}(\boldsymbol{R})$

$$
\begin{equation*}
A_{2}\|h\|^{2} \leq\|h\|^{2} \leq B_{2}\|h\|^{2} \tag{49}
\end{equation*}
$$

Hence, $\left\|\|\right.$ is a norm over $L^{2}(\boldsymbol{R})$, which is equivalent to the classical $L^{2}(\boldsymbol{R})$ norm. We prove that (48) implies (49) by observing that

$$
\begin{equation*}
2^{j} \frac{d W_{2^{j}} h(x)}{d x}=f * \psi_{2^{j}}^{1}(x) . \tag{50}
\end{equation*}
$$

As for the norm equivalence equation (15), we then prove the implication by applying the Parseval theorem to each $L^{2}(\boldsymbol{R})$ norm component of the norm defined by (47). Equation (48) is valid for any dyadic wavelet $\psi(x)$ that satisfies (12) and is smooth enough. For example, there exist two such constant $A_{2}$ and $B_{2}$ for the wavelet shown in Fig. 1(a). By replacing condition 2 by the minimization of $\|h\|$, we define a problem that has a unique solution. Indeed, condition 1 imposes that $h(x)$ must belong to the closed affine space $f+O$, and the minimization of a norm over such a closed convex has a unique solution.

Although there exists a unique element of $f+O$ whose norm ||| || is minimum, the computation of this function might not be stable. If the two constants $A_{2}$ and $B_{2}$ of (48) are equal, the norm $\left\|\left\|\|\right.\right.$ is proportional to the classical $L^{2}(\boldsymbol{R})$ norm. The solution of the minimization problem is therefore the orthogonal projection of $f(x)$ over $U$. The frame theory proves [6] that one can make a stable computation of the orthogonal projection of $f(x)$ onto $U$ from the inner products $\left(\left\langle f(x), \psi_{2^{j}}\left(x_{n}^{j}-x\right)\right\rangle\right)_{(j, n) \in Z^{2}}$ if and only if the family of functions $\left(\sqrt{2^{j}} \psi_{2^{j}}\left(x_{n}^{j}-x\right)\right)_{(j . n) \in Z^{2}}$ is a frame of $\boldsymbol{U}$. The
factor $\sqrt{2^{j}}$ normalizes the $\boldsymbol{L}^{2}(\boldsymbol{R})$ norm of each function in the family. By definition, such a family is a frame of $U$ [6] if and only if there exist two constants $A_{3}>0$ and $B_{3}$ such that for any function $g \in U$

$$
\begin{equation*}
A_{3}\|g\|^{2} \leq \sum_{n, j \in Z^{2}} 2^{j}\left|\left\langle g(u), \psi_{2^{j}}\left(x_{n}^{j}-u\right)\right\rangle\right|^{2} \leq B_{3}\|g\|^{2} \tag{51}
\end{equation*}
$$

When the two constants $A_{2}$ and $B_{2}$ of (48) are different, the norm || || is not equal but is equivalent to the classical $L^{2}(R)$ norm. In this case, the stability also depends on whether the family of wavelets is a frame of $U$. The closer to 0 the value of $\frac{B_{3}-A_{3}}{B_{3}+A_{3}}$, the more stable the computations. Outside of a few particular cases, it is difficult to prove analytically whether a given family of wavelets $\left(\sqrt{2^{j}} \psi_{2^{j}}\left(x_{n}^{j}-x\right)\right)_{(j, n) \in Z^{2}}$ is or is not a frame of the space $\boldsymbol{U}$ that it generates because the points $x_{n}^{j}$ are not uniformly distributed.

Let us now describe an algorithm that computes the solution of our minimization problem. Instead of computing the solution itself, we reconstruct its wavelet transform with an algorithm based on alternate projections. Let $K$ be the space of all sequences of functions $\left(g_{j}^{(x)}\right)_{j \in Z}$ such that

$$
\begin{equation*}
\left|\left(g_{j}(x)\right)_{j \in Z}\right|^{2}=\sum_{j=-\infty}^{+\infty}\left(\left\|g_{j}\right\|^{2}+2^{2 j}\left\|\frac{d g_{j}}{d x}\right\|^{2}\right)<+\infty . \tag{52}
\end{equation*}
$$

The norm | | defines a Hilbert structure over $\boldsymbol{K}$. Let $\boldsymbol{V}$ be the space of all dyadic wavelet transforms of functions in $L^{2}(\boldsymbol{R})$. Equation (49) proves that $V$ is included in $K$. Let $\Gamma$ be the affine space of sequences of functions $\left(g_{j}(x)\right)_{j \in Z} \in K$ such that for any index $j$ and all maxima positions $x_{n}^{j}$

$$
g_{j}\left(x_{n}^{j}\right)=W_{2^{j}} f\left(x_{n}^{j}\right)
$$

One can prove that $\Gamma$ is closed in $K$. The dyadic wavelet transforms that satisfy condition 1 are the sequences of functions that belong to

$$
\Lambda=V \cap \Gamma
$$

We must therefore find the element of $\Lambda$ whose norm $\mid$ is minimum. This is done by alternating projections on $\boldsymbol{V}$ and $\Gamma$.

Equation (17) shows that any dyadic wavelet transform is invariant under the operator

$$
\begin{equation*}
\boldsymbol{P}_{\boldsymbol{V}}=\boldsymbol{W} \boldsymbol{W}^{-1} \tag{53}
\end{equation*}
$$

For any sequence $X=\left(g_{j}(x)\right)_{j \in Z} \in \boldsymbol{K}$, it is clear that $\boldsymbol{P}_{\boldsymbol{V}} X \in \boldsymbol{V}$; therefore, $\boldsymbol{P}_{\boldsymbol{V}}$ is a projector on $\boldsymbol{V}$. We saw in (19) that this operator is characterized by the kernels

$$
K_{l, j}(x)=\chi_{2^{l}} * \psi_{2^{j}}(x)
$$

One can easily prove that the projector $\boldsymbol{P}_{\boldsymbol{V}}$ is self-adjoint and therefore orthogonal if and only if the kernels $K_{l, j}(x)$ are symmetrical functions. This is the case if the wavelet $\psi(x)$ is symmetrical or antisymmetrical. For the wavelet shown in Fig. 1(a), the orthogonal projection on the space $V$ is thus implemented by applying the operator $W^{-1}$ followed by the operator $\boldsymbol{W}$. The fast discrete implementation of these operators is given in Appendix B. Appendix E characterizes
the projection on the affine set $\Gamma$, which is orthogonal with respect to the norm $\mid$. We prove that this operator $P_{1}$ is implemented by adding piecewise exponential curves to cach function of the sequence that we project on $\Gamma$. Let $P=P_{V}{ }^{0} P_{\Gamma}$ be alternate projections on both spaces. Let $\boldsymbol{P}^{(n)}$ be $n$ iterations over the operator $\boldsymbol{P}$. Since $\Gamma$ is an affine space and $V$ a Hilbert space, a classical result on alternate projections [26] proves that for any sequence of functions $X=\left(g_{j}(x)\right)_{j \in Z} \in \boldsymbol{K}$

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} P^{(n)} X=P_{\Lambda} X \tag{54}
\end{equation*}
$$

Alternate projections on $\Gamma$ and $V$ converge strongly to the orthogonal projection on $\Lambda$. If $X$ is the zero element of $K$, which means that $g_{j}(x)=0$ for all $j \in Z$, the alternate projections converge to the element of $\boldsymbol{\Lambda}$, which is the closest to zero, and thus whose norm $\mid$ is minimum. This is illustrated by Fig. 4. This iterative algorithm can be related to techniques based on frame operators for reconstructing signals from irregular samplings [9].

If the minimization problem is unstable, the convergence of the alternate projections is extremely slow. We saw that the numerical stability depends on whether $\left(\sqrt{2^{j}} \psi_{2^{j}}\left(x_{n}^{j}-x\right)\right)_{(n, j) \in Z^{2}}$ is a frame of $U$. Appendix $F$ proves that if $\left(\sqrt{2^{j}} \psi_{2^{j}}\left(x_{n}^{j}-x\right)\right)_{(n, j) \in Z^{2}}$ is a frame of $\boldsymbol{U}$ and if there exists a constant $0<D \leq 1$ such that at all scales $2^{j}$ the distances between any two consecutive maxima satisfy

$$
\left|x_{n}^{j} \quad x_{n-1}^{j}\right| \geq D 2^{j}
$$

then the convergence is exponential. Moreover, there exists a constant $R$ such that for any $X \in K$

$$
\begin{equation*}
\left|\boldsymbol{P}^{(n)} X-\boldsymbol{P}_{\boldsymbol{\Lambda}} X\right| \leq R\left(1-\frac{D A_{3}}{2 B_{2}}\right)^{n / 2} \tag{55}
\end{equation*}
$$

where the $A_{3}$ is the frame bound defined in (51) and $B_{2}$ the norm equivalence bound defined in (48). This equation gives a lower bound for the convergence rate and shows how it decreases when the frame bound $A_{3}$ goes to zero.

When the original wavelet transform $W_{2^{j}} f(x)$ has an abrupt transition, the minimization of $\mid$ | can yield a smoother solution $W_{2^{j}} h(x)$, which oscillates slightly at the location where $W_{2^{j}} f(x)$ has this sharp change. These oscillations are similar to a Gibbs phenomenon. Appendix E explains how to modify the alternate projections in order to suppress these oscillations. Numerical experiments show that this oscillation removal does not perturbate the convergence of the algorithm.

## C. Numerical Reconstruction of 1-D Signals from Local Maxima

There are several open issues behind the reconstruction algorithm that we described. From the results of Meyer's work [21], we know that, in general, we cannot reconstruct exactly a function from the modulus maxima of its wavelet transform. Our algorithm approximates this inverse problem by replacing the maxima constraint by the minimization of a norm that yields a unique solution. We thus do not converge


Fig. 4. Approximation of the wavelet transform of $f(x)$ is reconstructed by alternating orthogonal projections on an affine space $\Gamma$ and on the space $\boldsymbol{V}$ of all dyadic wavelet transforms. The projections begin from the zero element and converge to its orthogonal projection on $\Gamma \cap V$.
toward the wavelet transform of the original signal but toward some other wavelet transform that we hope to be close to the original one. We also explained that the computation of the solution might be unstable, in which case, the alternate projections converge very slowly. It is therefore important to measure how far we are from the convergence point after a given number of iterations.

If the original signal has $N$ samples, we record the positions and values of the modulus maxima at all scales $2^{j}$ for $1 \leq j \leq \log _{2}(N)+1$. We also keep the average value of the original discrete signal, which characterizes $S_{2_{J}}^{d} f$ for $J=\log _{2}(N)+1$, as explained in Section III-B. Equation (53) proves that we can compute the projection $P_{V}$ by implementing $\boldsymbol{W}^{-1}$ followed by $\boldsymbol{W}$. With the fast algorithms described in Appendix B, this requires a total of $O\left(N \log _{2}(N)\right)$ operations. Appendix $\mathbf{E}$ proves that the implementation of $\boldsymbol{P}_{\boldsymbol{\Gamma}}$ also requires $O\left(N \log _{2}(N)\right)$ operations. The projection operator that suppresses the wavelet transform oscillations is computed with the same complexity. Hence, each iteration on $\boldsymbol{P}$ involves $O\left(N \log _{2}(N)\right)$ operations.

The rms signal-to-noise ratio (SNR) of the reconstruction is measured in decibels. At the scale $2^{j}$ for $1 \leq j \leq 6$, Fig. 6(a) gives the value of the SNR for the reconstruction of $W_{2^{j}}^{d} f$, after $n$ iterations on the operator $P$, with $1 \leq n \leq 100$. At all scales, the error decreases quickly during the first 20 iterations and then decays much more slowly. For a fixed number of iterations on $\boldsymbol{P}$, the SNR increases when the scale increases. This proves that the remaining error is rather concentrated at fine scales, like in the counterexamples of Meyer [21]. After $n$ iterations, we can reconstruct a signal by applying the inverse wavelet transform operator on the reconstructed wavelet transform. Fig. 6(b) shows the increase of the SNR, which is computed with respect to the original signal. This SNR is an aggregation of the wavelet transform SNR at all scales. The signal in Fig. 5(b) is reconstructed by applying the inverse wavelet operator on the reconstructed wavelet transform after 20 iterations. In this case, the SNR is 34.6 db . The remaining error after $n$ iterations has two components. The first one is the distance between the reconstructed wavelet transform and the wavelet transform to which we converge. The other one is the distance between the wavelet transform to which we converge and the wavelet transform of the original signal. We saw that the convergence rate of the algorithm is related to the frame properties of the family of wavelets


Fig. 5. (a) Original signal; (b) signal reconstructed with 20 iterations from the modulus maxima shown in Fig. 2(c).
defined by the maxima positions. In numerical computations, there is a finite number of maxima; therefore, the family of wavelets that generates $U$ is finite. A finite family of vectors is always a frame, but the frame bound $A_{3}$ can be very small. The lower bound of the convergence rate given by (55) can thus also be very small. Fig. 7 is the SNR of the reconstructed signal computed with respect to the signal to which we converge. Instead of measuring the error with respect to the original signal as in Fig. 6(b), the error is measured with respect to the signal to which we converge. After 30 iterations, the slope of the SNR curve is constant, which proves that the convergence is exponential, but the convergence rate is slow. In Fig. 6(b) and Fig. 7, the increase of the SNR slows down after approximately 20 iterations. At this point, the distance between the reconstructed signal and the signal to which we converge is of the same order as the distance between the original signal and the signal to which we converge. Increasing the number of iterations slowly reduces the distance with respect to the point to which we converge but does not largely decrease the distance with respect to the original signal. This is why the SNR in Fig. 7 continues to increase slowly, whereas the SNR in Fig. 6(b) reaches a maximum on the order of 38 db .

We made extensive numerical tests including reconstructions of special functions such as sinusoidal waves, Gaussians, step edges, Diracs, fractals, and the counter example of Meyer given by (41). In all these examples, the SNR has the same type of behavior as in Figs. 6 and 7. In most cases, after 30 iterations, the relative increase of precision that is obtained


Fig. 6. (a) SNR for the reconstruction of the wavelet transform $W^{\cdot}{ }^{d} f$ as a function of the number of iterations on the operator $P$. Each curve is labeled by the scale $2^{j}$ for $1 \leq j \leq 6$; (b) SNR of the reconstructed signal computed with respect to the original signal as a function of the number of iterations on the operator $P$.
by increasing the number of iterations is negligible. Since each iteration requires $O(N \log (N))$ operations, these reconstructions do not require extensive computations and can be done in real time. The reconstructed functions are not equal to the original signal but are numerically close. They have no spurious oscillations and the same types of sharp variations. Qualitatively, the reconstructed signals are thus very similar to the original one, and the errors are hardly noticeable by comparing the graphs, as shown by Fig. 5. We have no upper bound on the error due to the distance between the signal to which we converge and the original signal. This is an open mathematical problem, but the numerical precision of this reconstruction algorithm is sufficient for many signal processing applications.

## VI. Wavelet Transform of Images

We explained in Section II that in two dimensions, a multiscale edge detection can be reformalized through a wavelet transform defined with respect to two wavelets $\psi^{1}(x, y)$ and $\psi^{2}(x, y)$. The second part of this article extends our 1-D results for image processing applications.

## A. General Properties

We denote that $\psi_{2^{j}}^{1}(x, y)=\frac{1}{2^{2 j}} \psi^{1}\left(\frac{x}{2^{j}}, \frac{y}{2^{j}}\right)$ and that $\psi_{2^{j}}^{2}(x, y)=\frac{1}{2^{2^{3}}} \psi^{2}\left(\frac{x}{2^{j}} \cdot \frac{y}{2^{j}}\right)$. The wavelet transform of a function $f(x, y) \in L^{2}\left(\boldsymbol{R}^{2}\right)$ at the scale $2^{j}$ has two components defined by
$W_{2^{j}}^{1} f(x . y)=f * \psi_{2^{j}}^{1}(x . y)$ and $W_{2^{j}}^{2} f(x, y)=f * \psi_{2^{j}}^{2}(x, y)$.


Fig. 7. SNR of the reconstructed signal computed with respect to the signal to which we converge as a function of the number of iterations on the operator $P$.

We refer to the 2-D dyadic wavelet transform of $f(x, y)$ as the set of functions

$$
\begin{equation*}
\boldsymbol{W} f=\left(W_{2^{j}}^{1} f(x, y), W_{2^{j}}^{2} f(x, y)\right)_{j \in Z} \tag{57}
\end{equation*}
$$

Let $\hat{\psi}^{1}\left(\omega_{x}, \omega_{y}\right)$ and $\hat{\psi}^{2}\left(\omega_{x}, \omega_{y}\right)$ be the Fourier transforms of $\psi^{1}(x, y)$ and $\psi^{2}(x, y)$. The Fourier transforms of $W_{2^{j}}^{1} f(x, y)$ and $W_{2^{j}}^{2} f(x, y)$ are, respectively, given by

$$
\begin{align*}
& \hat{W}_{2^{j}} f\left(\omega_{x}, \omega_{y}\right)=\hat{f}\left(\omega_{x}, \omega_{y}\right) \hat{\psi}^{1}\left(2^{j} \omega_{x}, 2^{j} \omega_{y}\right),  \tag{58}\\
& \hat{W}_{2^{j}}^{2} f\left(\omega_{x}, \omega_{y}\right)=\hat{f}\left(\omega_{x}, \omega_{y}\right) \hat{\psi}^{2}\left(2^{j} \omega_{x}, 2^{j} \omega_{y}\right) \tag{59}
\end{align*}
$$

To ensure that a dyadic wavelet transform is a complete and stable representation of $f(x, y)$, we impose that the 2-D Fourier plane is covercd by the dyadic dilations of $\hat{\psi}^{1}\left(\omega_{x}, \omega_{y}\right)$ and $\hat{\psi}^{2}\left(\omega_{x}, \omega_{y}\right)$. This means that there exist two strictly positive constants $A_{4}$ and $B_{4}$ such that

$$
\begin{gather*}
\forall\left(\omega_{x}, \omega_{y}\right) \in \boldsymbol{R}^{2} \\
A_{4} \leq \sum_{j=-\infty}^{+\infty}\left(\left|\hat{\psi}^{1}\left(2^{j} \omega_{x}, 2^{j} \omega_{y}\right)\right|^{2}+\left|\hat{\psi}^{2}\left(2^{j} \omega_{x}, 2^{j} \omega_{y}\right)\right|^{2}\right) \leq B_{4} \tag{60}
\end{gather*}
$$

Let $\chi^{1}(x, y)$ and $\chi^{2}(x, y)$ be two functions whose Fourier transform satisfy

$$
\begin{align*}
\sum_{j=-\infty}^{+\infty} & \left(\hat{\psi}^{1}\left(2^{j} \omega_{x}, 2^{j} \omega_{y}\right) \hat{\chi}^{1}\left(2^{j} \omega_{x}, 2^{j} \omega_{y}\right)\right. \\
& \left.+\hat{\psi}^{2}\left(2^{j} \omega_{x}, 2^{j} \omega_{y}\right) \hat{\chi}^{2}\left(2^{j} \omega_{x}, 2^{j} \omega_{y}\right)\right)=1 \tag{61}
\end{align*}
$$

There is an infinite number of choices for $\chi^{1}(x, y)$ and $\chi^{2}(x, y)$. We can derive from (58), (59), and (61) that $f(x, y)$ is reconstructed from its dyadic wavelet transform with

$$
\begin{equation*}
f(x, y)=\sum_{j=-\infty}^{+\infty}\left(W_{2^{j}}^{1} f * \chi_{2^{j}}^{1}(x, y)+W_{2^{j}}^{2} f * \chi_{2^{j}}^{2}(x, y)\right) \tag{62}
\end{equation*}
$$

A 2-D dyadic wavelet transform is more than complete; it is redundant. Any sequence of functions $\left(g_{j}^{1}(x, y), g_{j}^{2}(x, y)\right)_{j \in Z}$ is not necessarily the dyadic wavelet transform of some functions in $L^{2}\left(\boldsymbol{R}^{2}\right)$. We denote by $\boldsymbol{W}^{-1}$ the operator defined by

$$
\boldsymbol{W}^{-1}\left(g_{j}^{1}(x, y), g_{j}^{2}(x, y)\right)_{j \in Z}
$$

$$
\begin{equation*}
=\sum_{j=-\infty}^{+\infty}\left(g_{j}^{1} * \chi_{2^{j}}^{1}(x, y)+g_{j}^{2} * \chi_{2^{j}}^{2}(x, y)\right) \tag{63}
\end{equation*}
$$

The sequence $\left(g_{j}^{1}(x, y), g_{j}^{2}(x, y)\right)_{j \in Z}$ is a dyadic wavelet transform if and only if

$$
\begin{equation*}
\boldsymbol{W}\left(\boldsymbol{W}^{-1}\left(g_{j}^{1}(x, y), g_{j}^{2}(x, y)\right)_{j \in Z}\right)=\left(g_{j}^{1}(x, y), g_{j}^{2}(x, y)\right)_{j \in Z} \tag{64}
\end{equation*}
$$

In Section II, we explained that multiscale sharp variation points can be obtained from a dyadic wavelet transform if

$$
\begin{equation*}
\psi^{1}(x, y)=\frac{\partial \theta(x, y)}{\partial x} \text { and } \psi^{2}(x, y)=\frac{\partial \theta(x, y)}{\partial y} \tag{65}
\end{equation*}
$$

Equation (8) proves that the wavelet transform can be rewritten

$$
\begin{align*}
\binom{W_{2^{j}}^{1} f(x, y)}{W_{2^{j}}^{2} f(x, y)} & =2^{j}\binom{\frac{\partial}{\partial x}\left(f * \theta_{2^{j}}\right)(x, y)}{\frac{\partial}{\partial y}\left(f * \theta_{2^{j}}\right)(x, y)} \\
& =2^{j} \vec{\nabla}\left(f * \theta_{2^{j}}\right)(x, y) \tag{66}
\end{align*}
$$

The two components of the wavelet transform are proportional to the two components of the gradient vector $\vec{\nabla}\left(f * \theta_{2^{j}}\right)(x, y)$. This appears clearly in Fig. 8, which shows the 2-D wavelet transform of the image of a circle. At each scale $2^{j}$, the modulus of the gradient vector is proportional to

$$
\begin{equation*}
M_{2^{j}} f(x, y)=\sqrt{\left|W_{2^{j}}^{1} f(x, y)\right|^{2}+\left|W_{2^{j}}^{2} f(x, y)\right|^{2}} \tag{67}
\end{equation*}
$$

The angle of the gradient vector with the horizontal direction is given by

$$
\begin{equation*}
A_{2^{j}} f(x, y)=\operatorname{argument}\left(W_{2^{j}}^{1} f(x, y)+i W_{2^{j}}^{2} f(x, y)\right) \tag{68}
\end{equation*}
$$

Like in the Canny algorithm [2], the sharp variation points of $f * \theta_{2^{j}}(x, y)$ are the points $(x, y)$, where the modulus $M_{2^{j}} f(x, y)$ has a local maxima in the direction of the gradient given by $A_{2^{j}} f(x, y)$. We record the position of cach of these modulus maxima as well the values of the modulus $M_{2^{j}} f(x, y)$ and the angle $A_{2^{j}} f(x, y)$ at the corresponding locations.

The circle image at the top of Fig. 8 has 128 by 128 pixcls. The first two columns of Fig. 8 give the discrete wavelet transform $W_{2^{j}}^{1, d} f$ and $W_{2^{j}}^{2, d} f$ for $1 \leq j \leq 8$. The ncxt section explains how to define such a discrete dyadic wavelet transform and how to solve border problems. The reader that is not interested by numerical implementations can skip Section VI-B. The discrete modulus images $M_{2^{j}}^{d} f$ and angle images $A_{2^{j}}^{d} f$ are shown along the next two columns. Along the border of the circle, the angle value turns from 0 to $2 \pi$, and the modulus has a maximum amplitude. When the scale $2^{j}$ is larger than $2^{6}$, we see that the circle is deformed due to the image periodization that we use for border computations. The position of the modulus maxima at all scales is given in the last column on the right. The original Lena image is shown at the top left of Fig. 12 and has 256 by 256 pixels. The first column of Fig. 9 displays its discrete modulus images $M_{2^{j}}^{d} f$, and the second column gives the position of the modulus maxima for $1 \leq j \leq 9$. At fine scales, there are many maxima created by the image noise. At these locations, the modulus valuc


Fig. 8. Origina image at the ton has 128 by 128 pisels. The firs two colums from the left show, respectively, $\left(W_{2}^{1 / 2} f\right)_{1<1<8}$ and $\left(W_{2}^{2 i} f\right)_{1<0,8}$ The scale increases fom top to bothon. Bhack groy, and white pixels indicate, respectaty, segative, zero, and positive pixel values. The thard column displays the modums mages $\left(M_{2} h^{\prime}\right)_{1<5}$. Black pixels indicte zera values, wheres white ones comespond to highest vilues. The fonthis column shows the ande images $\left(A_{2}^{d} f\right){ }_{1<i<8}$. The angle value tums from of (whe) to $2 \pi$ (black) dong the circle contour. The images of the las column wisplay. is white, the points where $M_{2}$ f has local masma in the direction indicated $4_{2}{ }_{2} f$.
has a small amplitude. The third column displays the maxima whose modulus is larger than a given threshold at all scales. The edge points with a high modulus value correspond to the sharper intensity vanations of the image. At coarse scales, the modulus moxima have different positions than at tine scales. This is due to the smooning of the image by $\theta_{2}(x, y)$.

## B. Discrete Wavelet Thansom of Inages

Intages are measured at a finte resolution; therefore, we canol compute the wavelet transform at scales below the limit sel by this resolution. As in one dimension, in order to model the limitation of resolution, we introduce a smoothing function $\phi(x, y)$ whose Fourier transform is an aggregation of the wavelet components dilated by scales larger han 1

$$
\begin{align*}
\mid \hat{\omega}\left(\omega_{x}, \omega_{y}\right)^{2}=\sum_{j=1}^{+\infty} & \left(\hat{\psi}\left(2^{2} \omega_{x}, 2^{j} \omega_{y}\right) \chi^{1}\left(2^{j} \omega_{x}, 2^{j} \omega_{y}\right)\right. \\
& \left.+\hat{\psi}^{2}\left(2^{j} \omega_{x}, 2^{j} \omega_{y}\right) \chi^{2}\left(2^{j} \omega_{x}, 2^{i} \omega_{y}\right)\right) \tag{69}
\end{align*}
$$

We shal suppose that $\phi(x, y)$ is real. From the admissibility condition ( 61 ), one can derive that the integral of $\varphi(x, y)$ is equal to 1 , which means that it is a smoothing funcion. We detne the smoothing operator $S_{2}$. by

$$
\begin{equation*}
S_{2} f(x, y)=f * \phi_{2}(x, y) \text { wih } \phi_{2}(x, y)=\frac{1}{2} \phi\left(\frac{x}{2}, \frac{y}{2 j}\right) . \tag{70}
\end{equation*}
$$

The wavelet transform between the scales 1 and $2^{j}$ $\left(W_{2}^{1} f(x, y), W_{2}^{2} f(x, y)\right)_{1<j \leq y}$ provides the details that are available in $S_{1} f(x, y)$ but hat have disappeared in $S_{2} f(x, y)$.


Fig. 9. Ongina Lema mage is at the top left of Fig. It and hat 256 by 256 pixels. The hrst whamn gives bes modubs images $\left(\right.$ Al $\left._{2} f\right), \leq \leq 9$ The scond colum displays the posion of the local maxima of $L_{i} f$ for $1 \leq j \leq 9$. The third column geve the pontions of local manima, where the modulus value is larger han a given threshold. boed maxima that correspond to ligh axture varations are removed by be theshoidng.

A the output of a comera diginer, an image is a finite enegy 2 D diseres signal $D=\left(d_{m, m}\right)_{n, m)}$. Similar to the 1-D case, one can prove that there exists a function $f(a) \in L^{2}(R)$ (not mique) sweh that

$$
\begin{equation*}
\forall(n, m) \in Z^{2}, \quad S_{1}(n, m)=d_{n, m} \tag{71}
\end{equation*}
$$

The discrete image con thus be rewitten

$$
D=\left(S_{1}(n, m)\right)_{n, m) \in Z^{2}}
$$

For the class of waveles $\psi^{3}(x, y)$ and $\psi^{2}(x, y)$ given in Appendix C, from the sample values $\left(S_{1} f(n, m)\right)_{(n, m) \in Z^{2}}$, we can compute a miform sampling of the wavelet transfom of $f(r, g)$ at sedes larger than 1 . For any scale 2 , we denote

$$
\begin{aligned}
& W_{2}^{i, d} f=\left(W_{2} f(n+\cdots, m+w)_{\left(n, m \in \pi^{2}\right.}\right. \\
& \left.W_{2}^{2 d} f=\left(W_{2}^{2}\right)(n+m, m+b)\right)_{(n, m) \in z^{2}} \text { and } \\
& S_{2} f=\left(S_{2} f(n+w, n+w)\right)_{n, m \in \ell^{2}}
\end{aligned}
$$

The sampling shift at depends on the choice of wavelets. Given an image $D$, Appendix $D$ describes a fast algorithm
that computes the discrete dyadic wavelet transform

$$
\begin{equation*}
\left\{S_{2^{J}}^{d} f,\left(W_{2^{j}}^{1, d} f\right)_{1 \leq j \leq J},\left(W_{2^{j}}^{2, d} f\right)_{1 \leq j \leq J}\right\} \tag{72}
\end{equation*}
$$

Images are finite 2-D discrete signals $D=\left(d_{n, m}\right)_{(n, m) \in N^{2}}$ of $N$ by $N$ pixels. We solve border problems such as those in a 2-D cosine transform. We suppose that the image is symmetrical with respect to each of its border and has a period of $2 N$ by $2 N$ pixels. For $J=\log _{2}(N)+1$, one can prove that $S_{2^{J}}^{d} f$ is constant and equal to the average of the original image $D$. Figs. 8 and 9 give two examples of wavelet transforms computed over $\log _{2}(N)+1$ scales. The numerical complexity of the fast discrete wavelet transform is $O\left(N^{2} \log (N)\right)$. The reconstruction of the original image from its discrete wavelet transform is also performed with $O\left(N^{2} \log (N)\right)$ operations. The discrete modulus images $M_{2^{j}}^{d} f$ and angle images $A_{2^{j}}^{d} f$ are computed with (67) and (68). The modulus maxima are the points of the modulus images $M_{2^{j}}^{d} f$ that are larger than the two neighbors whose positions are in the direction indicated by the angle value of $A_{2^{j}}^{d} f$ at the corresponding location.

## VII. Characterization of Image Edges

Sharp variations of 2-D signals are often not isolated but belong to curves in the image plane. Along these curves, the image intensity can be singular in one direction while varying smoothly in the perpendicular direction. It is well known that such curves are more meaningful than edge points by themselves because they generally are the boundaries of the image structures. For discrete images, we reorganize the maxima representation into chains of local maxima to recover these edge curves. As in one dimension, we then characterize the properties of edges from the modulus maxima evolution across scales.

At a scale $2^{j}$, the wavelet modulus maxima detect the sharp variation points of $f * \theta_{2^{j}}(x, y)$. Some of these modulus maxima define smooth curves in the image plane along which the profile of the image intensity varies smoothly. At any point along a maxima curve, $\vec{\nabla}\left(f * \theta_{2^{j}}\right)(x, y)$ is perpendicular to the tangent of the edge curve. We thus chain two adjacent local maxima if their respective position is perpendicular to the direction indicated by $A_{2^{j}} f(x, y)$. Since we want to recover edge curves along which the image profile varies smoothly, we only chain together maxima points where the modulus $M_{2^{j}} f(x, y)$ has close values. This chaining procedure defines an image representation that is a set of maxima chains. Image edges might correspond to very different types of sharp variations. As in one dimension, we discriminate different types of singularities by measuring their local Lipschitz regularity.

Definition 2: Let $0<\alpha<1$. A function $f(x, y)$ is uniformly Lipschitz $\alpha$ over an open set $\Omega$ of $\boldsymbol{R}^{2}$ if and only if there exists a constant $K$ such that for all $\left(x_{0}, y_{0}\right)$ and $\left(x_{1}, y_{1}\right)$ in $\Omega$

$$
\begin{equation*}
\left|f\left(x_{0}, y_{0}\right)-f\left(x_{1}, y_{1}\right)\right| \leq K\left|\left(x_{0}-x_{1}\right)^{2}+\left(y_{0}-y_{1}\right)^{2}\right|^{\alpha / 2} . \tag{73}
\end{equation*}
$$

The Lipschitz regularity of $f(x, y)$ over $\Omega$ is the superior bound of all $\alpha$ such that $f(x, y)$ is uniformly Lipschitz $\alpha$.

In two dimensions, the Lipschitz regularity is characterized by the decay across scales of both $\left|W_{2^{j}}^{1} f(x, y)\right|$ and $\left|W_{2^{j}}^{2} f(x, y)\right|$. The decay of these two components is bounded by the decay of $M_{2^{j}} f(x, y)$. Let us suppose that the two wavelets $\psi^{1}(x, y)$ and $\psi^{2}(x, y)$ are continuously differentiable and that their decay at infinity is $O\left(\frac{1}{\left(1+x^{2}\right)\left(1+y^{2}\right)}\right)$.

Theorem 2: Let $0<\alpha<1$. A function $f(x, y)$ is uniformly Lipschitz $\alpha$ over an open set of $\boldsymbol{R}^{2}$ if and only if there exists a constant $K$ such that for all points $(x, y)$ of this open set

$$
\begin{equation*}
M_{2^{j}} f(x, y) \leq K\left(2^{j}\right)^{\alpha} \tag{74}
\end{equation*}
$$

This theorem is the 2-D extension of Theorem 1, and its proof is essentially the same [20]. The logarithm of (74) yields

$$
\begin{equation*}
\log _{2}\left(M_{2^{j}} f(x, y)\right) \leq \log _{2}(K)+\alpha j \tag{75}
\end{equation*}
$$

Uniform Lipschitz exponents can thus be measured from the evolution across scales of $\log _{2}\left(M_{2^{j}} f(x, y)\right)$. This result enables us to discriminate between different types of singularities.

When the signal variations are smooth, we can measure how smooth they are with the same approach as in one dimension. Locally, we model the smooth variation of $f(x, y)$ at $\left(x_{0}, y_{0}\right)$ as the convolution of a function $h(x, y)$ that has a singularity at ( $x_{0}, y_{0}$ ) with a 2 -D rotationally symmetric Gaussian of variance $\sigma^{2}$
$f(x, y)=h * g_{\sigma}(x, y)$ with $g_{\sigma}(x, y)=\frac{1}{2 \pi \sigma^{2}} \exp \left(-\frac{x^{2}+y^{2}}{2 \sigma^{2}}\right)$.

We suppose that the uniform Lipschitz regularity of $h(x, y)$ in a neighborhood of $\left(x_{0}, y_{0}\right)$ is $\alpha_{0}$. If the two wavelets $\psi^{1}(x, y)$ and $\psi^{2}(x, y)$ are the partial derivatives of a smoothing function $\theta(x, y)$, which closely approximates a rotationally symmetric Gaussian, then we can estimate the variance $\sigma^{2}$. The wavelet transform modulus of $f(x, y)$ is defined at any scale $s$ by

$$
\begin{equation*}
M_{s} f(x, y)=\sqrt{\left|W_{s}^{1} f(x, y)\right|^{2}+\left|W_{s}^{2} f(x, y)\right|^{2}} \tag{77}
\end{equation*}
$$

With the same derivations as for (35), we prove that

$$
\begin{equation*}
M_{2^{j}} f(x, y) \approx \frac{2^{j}}{s_{0}} M_{s_{0}} h(x, y) \text { with } s_{0}=\sqrt{2^{2 j}+\sigma^{2}} \tag{78}
\end{equation*}
$$

Equation (74) of Theorem 2 is valid not only at dyadic scales $2^{j}$ but at all scales $s>0$. For $\alpha<\alpha_{0}, h(x, y)$ is uniformly Lipschitz. $\alpha$ in a neighborhood of $\left(x_{0}, y_{0}\right)$. Hence, there exists $K>0$ such that for any points $(x, y)$ in this neighborhood

$$
\begin{equation*}
M_{s_{0}} h(x, y) \leq K s_{0}^{\alpha} \tag{79}
\end{equation*}
$$

We thus derive from (78) that

$$
\begin{equation*}
M_{2^{j}} f(x, y) \leq K 2^{j} s_{0}^{\alpha-1} \text { with } s_{0}=\sqrt{2^{2 j}+\sigma^{2}} \tag{80}
\end{equation*}
$$

Along a maxima chain, the singularity type varies smoothly; therefore, the parameters $K, \alpha_{0}$, and $\sigma^{2}$ do not change much. We thus estimate these values for portions of chains by looking at the evolution of the modulus values across scales. Let us suppose that we have a portion of the maxima chain that propagates between the scales $2^{1}$ and $2^{I}$. We also suppose
that in a given neighborhood, at each scale $2^{j}$, the value of $M_{2^{j}} f(x, y)$ is bounded by its values along this maxima chain. This means that the maxima chain corresponds to the sharpest image variation in the neighborhood. Since $M_{2^{j}} f(x, y)$ is bounded by the maxima values, we estimate the parameters $\alpha$ and $\sigma$ that satisfy (80) from the evolution across scales of these modulus maxima values. In theory, this should be done by using the absolute maximum of $M_{2^{j}} f(x, y)$ along the maxima chain at each scale $2^{j}$. It is often better to regularize these computations by averaging the maxima modulus value along the corresponding portion of the chain. This is justified since we suppose that the singularity type does not vary greatly along this portion of chain. Let $a_{j}$ be the average value of $M_{2^{j}} f(x, y)$. As in one dimension, we estimate the smoothing factor $\sigma$ and the Lipschitz regularity $\alpha_{0}$ by computing the values that minimize

$$
\begin{equation*}
\sum_{j=1}^{I}\left(\log _{2}\left|a_{j}\right|-\log _{2}(K)-j-\frac{\alpha_{0}-1}{2} \log _{2}\left(\sigma^{2}+2^{2 j}\right)\right)^{2} \tag{81}
\end{equation*}
$$

This algorithm associates, with each portion of maxima chain, three constants $K, \alpha_{0}$, and $\sigma$ that describe the intensity profile of the image sharp variation along the chain. Such a characterization of edge types is important for pattern recognition. For example, we can discriminate occlusions from shadows by looking at whether the image intensity is discontinuous or is smoothly varying. For the circle image of Fig. 8, the wavelet transform modulus along the boundary remains constant across scales, which means that $\alpha_{0}=0$, and $\sigma=0$. Indeed, the image intensity is discontinuous along the border, and the constant $K$ gives the amplitude of the discontinuity. In general, we believe that an edge detection should not be viewed as a binary process that labels the image pixels as edge points or nonedge points but as a procedure that characterizes precisely the different types of image sharp variations.

## VIII. Reconstruction of Images from Multiscale Edges

## A. Reconstruction Algorithm

The algorithm that reconstructs images from the local maxima of their wavelet transform modulus is an extension of the 1-D algorithm described in Section V-B. Let $f(x, y) \in \boldsymbol{L}^{2}\left(\boldsymbol{R}^{2}\right)$ and $\left(W_{2^{j}}^{1} f(x, y), W_{2^{j}}^{2} f(x, y)\right)_{j \in Z}$ be its dyadic wavelet transform. For each scale $2^{j}$, we detect the local maxima of $M_{2^{j}} f(x, y)$ along the direction given by the angle image $A_{2^{j}} f(x, y)$. We record the positions of the modulus maxima $\left(\left(x_{v}^{j}, y_{v}^{j}\right)\right)_{v \in R}$ as well as $\left(M_{2^{j}} f\left(x_{v}^{j}, y_{v}^{j}\right), A_{2^{j}} f\left(x_{v}^{j}, y_{v}^{j}\right)\right)_{v \in R}$. In two dimensions, the number of modulus maxima is no longer countable. From $M_{2^{i}} f\left(x_{v}^{j}, y_{v}^{j}\right)$ and $A_{2^{j}} f\left(x_{v}^{j}, y_{v}^{j}\right)$, we can compute $W_{2^{j}}^{1} f\left(x_{v}^{j}, y_{v}^{j}\right), W_{2^{j}}^{2} f\left(x_{v}^{j}, y_{v}^{j}\right)$, and vice versa. The inverse problem consists of finding the set of functions $h(x, y)$ that satisfy the following two constraints:

1. At each scale $2^{j}$ and for each modulus maxima location $\left(x_{v}^{j}, y_{v}^{j}\right)$, we have $W_{2^{j}}^{1} h\left(x_{v}^{j}, y_{v}^{j}\right)=W_{2^{j}}^{1} f\left(x_{v}^{j}, y_{v}^{j}\right)$ and $W_{2^{j}}^{2} h\left(x_{v}^{j}, y_{v}^{j}\right)=W_{2^{j}}^{2} f\left(x_{v}^{j}, y_{v}^{j}\right)$.
2. At each scale $2^{j}$, the modulus maxima obtained from $W_{2^{j}}^{1} h(x, y)$ and $W_{2^{j}}^{2} h(x, y)$ are located at the abscissa $\left(\left(x_{v}^{j}, y_{v}^{j}\right)\right)_{v \in R}$.

Let us analyze property 1 . At any point $\left(x_{0}, y_{0}\right)$, the wavelet transform can be rewritten as inner products

$$
\begin{align*}
W_{2^{j}}^{1} h\left(x_{0}, y_{0}\right) & =\left\langle f(x, y), \psi_{2^{j}}^{1}\left(x_{0}-x, y_{0}-y\right)\right\rangle \\
W_{2^{j}}^{2} h\left(x_{0}, y_{0}\right) & =\left\langle f(x, y), \psi_{2^{j}}^{2}\left(x_{0}-x, y_{0}-y\right)\right\rangle \tag{82}
\end{align*}
$$

Let $\boldsymbol{U}$ be the closure of the set of functions that are linear combinations of any function of the family

$$
\left\{2^{j} \psi_{2^{j}}^{1}\left(x_{v}^{j}-x, y_{v}^{j}-y\right), 2^{j} \psi_{2^{j}}^{2}\left(x_{v}^{j}-x, y_{v}^{j}-y\right)\right\}_{(j, v) \in Z \times R}
$$

The factor $2^{j}$ normalizes the $L^{2}\left(\boldsymbol{R}^{2}\right)$ norm of each function. One can prove that the set of functions $h(x, y)$ whose wavelet transform satisfies the condition 1 are the functions whose orthogonal projection on $U$ is equal to the orthogonal projection of $f(x, y)$ on $\boldsymbol{U}$. Let $\boldsymbol{O}$ be the orthogonal complement of $\boldsymbol{U}$ in $L^{2}\left(\boldsymbol{R}^{2}\right)$. This set is therefore the affine space $f+O$ of functions that can be written

$$
\begin{equation*}
h(x, y)=f(x, y)+g(x, y) \text { with } g(x, y) \in O . \tag{84}
\end{equation*}
$$

We replace condition 2 with a convex constraint that has a similar effect in order to solve the problem numerically. We do not impose that the points $\left(\left(x_{v}^{j}, y_{v}^{j}\right)\right)_{(j, v) \in Z \times R}$ are the only modulus maxima of the wavelet transform but that they minimize a Sobolev norm defined by

$$
\begin{align*}
\|h\|^{2}= & \left|\left(W_{2^{j}}^{1} h(x, y), W_{2^{j}}^{2} h(x, y)\right)_{j \in Z}\right|^{2} \\
= & \sum_{j=-\infty}^{+\infty}\left(\left\|W_{2^{j}}^{1} h\right\|^{2}+\left\|W_{2^{j}}^{2} h\right\|^{2}\right. \\
& \left.+2^{2 j}\left(\left\|\frac{\partial W_{2^{j}}^{1} h}{\partial x}\right\|^{2}+\left\|\frac{\partial W_{2 j}^{2} h}{\partial y}\right\|^{2}\right)\right) . \tag{85}
\end{align*}
$$

The minimization of this norm creates a wavelet transform whose horizontal and vertical components have an $\boldsymbol{L}^{2}\left(\boldsymbol{R}^{2}\right)$ norm that is as small as possible. In conjunction with condition 1 , this has a tendency to create modulus maxima at the positions $\left(x_{v}^{j}, y_{v}^{j}\right)$. The partial derivative components are added in order to create a wavelet transform with as few spurious oscillations as possible. Since $W_{2^{j}}^{1} h(x, y)$ is computed by smoothing the signal and taking the partial derivative along $x$, it oscillates mostly along the $x$ direction, and we use a partial derivative along $x$ in (85) to minimize these oscillations. The transpose result is valid for $W_{2^{j}}^{2} h(x, y)$. The weight on the derivative components is proportional to the scale $2^{j}$ because the smoothness $W_{2^{j}}^{1} h(x, y)$ and $W_{2^{j}}^{2} h(x, y)$ increases with the scale $2^{j}$.

Let $\psi^{3}(x, y)=\frac{\partial \psi^{1}(x, y)}{\partial x}$ and $\psi^{4}(x, y)=\frac{\partial \psi^{2}(x, y)}{\partial y}$. If there exist two constants $A_{5}>0$ and $B_{5}>0$ such that for all $\left(\omega_{x}, \omega_{y}\right) \in \boldsymbol{R}^{2}$

$$
A_{5} \leq \sum_{j=-\infty}^{+\infty}\left(\left|\hat{\psi}^{1}\left(2^{j} \omega_{x}, 2^{j} \omega_{y}\right)\right|^{2}+\left|\hat{\psi}^{2}\left(2^{j} \omega_{x}, 2^{j} \omega_{y}\right)\right|^{2}\right)+
$$

$$
\begin{equation*}
\sum_{j=-\infty}^{+\infty}\left(\left|\hat{\psi}^{3}\left(2^{j} \omega_{x}, 2^{j} \omega_{y}\right)\right|^{2}+\left|\hat{\psi}^{4}\left(2^{j} \omega_{x}, 2^{j} \omega_{y}\right)\right|^{2}\right) \leq B_{5} \tag{86}
\end{equation*}
$$

then for any function $h(x, y) \in L^{2}\left(\boldsymbol{R}^{2}\right)$, the norm defined in (85) is equivalent to the $L^{2}\left(\boldsymbol{R}^{2}\right)$ norm

$$
\begin{equation*}
A_{5}\|h\|^{2} \leq\|h\|^{2} \leq B_{5}\|h\|^{2} \tag{87}
\end{equation*}
$$

Similar to (49), we prove this implication by applying the Parseval theorem on each $L^{2}\left(\boldsymbol{R}^{2}\right)$ norm component of the norm defined in (85). We saw that the set of functions $h(x, y)$ whose wavelet transform satisfies condition 1 is the closed affine space $f+O$. The minimization of the norm $\|\|\|$ over this closed convex has a unique solution whose computation might, however, not be stable. As in one dimension, we can prove that the computation of this minimum is stable if and only if the family of functions

$$
\begin{equation*}
\left\{2^{j} \psi_{2^{j}}^{1}\left(x_{v}^{j}-x, y_{v}^{j}-y\right), 2^{j} \psi_{2^{j}}^{2}\left(x_{v}^{j}-x, y_{v}^{j}-y\right)\right\}_{(j, v) \in Z \times R} \tag{88}
\end{equation*}
$$

is a frame of the space $U$ that they generate. The factor $2^{j}$ normalizes the $L^{2}\left(\boldsymbol{R}^{2}\right)$ norm of the functions in this family. The frame condition expresses the equivalence of the $L^{2}\left(\boldsymbol{R}^{2}\right)$ norm of any function in $U$ and the sum square of the inner products of this function with each function of the family (88).

To compute the solution of our minimization problem, we use an alternate projection algorithm just as in one dimension. Let $K$ the space of all sequences of the function $\left(g_{j}^{1}(x, y), g_{j}^{2}(x, y)\right.$ such that

$$
\left|\left(g_{j}^{1}(x, y), g_{j}^{2}(x, y)\right)_{j \in Z}\right|<+\infty
$$

where the norm | $\mid$ is defined by expression (85). We define the set $\Gamma$ of all sequences of functions $\left(g_{j}^{1}(x, y), g_{j}^{2}(x, y)\right)_{j \in Z} \in \boldsymbol{K}$ such that for any index $j$ and all maxima position $\left(x_{v}^{j}, y_{v}^{j}\right)$

$$
\begin{equation*}
g_{j}^{1}\left(x_{v}^{j}, y_{v}^{j}\right)=W_{2^{j}}^{1} f\left(x_{v}^{j}, y_{v}^{j}\right) \text { and } g_{j}^{2}\left(x_{v}^{j}, y_{v}^{j}\right)=W_{2^{j}}^{2} f\left(x_{v}^{j}, y_{v}^{j}\right) \tag{89}
\end{equation*}
$$

The set $\Gamma$ is an affine space that is closed in $\boldsymbol{K}$. Let $\boldsymbol{V}$ be the space of dyadic wavelet transforms of all functions in $L^{2}\left(\boldsymbol{R}^{2}\right)$. Equation (87) proves that $\boldsymbol{V} \subset \boldsymbol{K}$. The sequences of functions that satisfy condition 1 are the elements of $K$ that belong to

$$
\Lambda=V \cap \Gamma
$$

To reconstruct the element of $\Gamma \cap \boldsymbol{V}$ that minimizes the norm | |, we alternate projections on $\Gamma$ and $V$ that are orthogonal with respect to the norm $\mid$. As in one dimension, one can prove that the orthogonal projection on $V$ is the operator $\boldsymbol{P}_{\boldsymbol{V}}=\boldsymbol{W}_{0} \boldsymbol{W}^{-1}$ that was defined by (64). The orthogonal projections $\boldsymbol{P}_{\boldsymbol{\Gamma}}$ on $\Gamma$ are defined in Appendix E. For a discrete image of $N^{2}$ pixels, the implementations of both $P_{V}$ and $\boldsymbol{P}_{\boldsymbol{\Gamma}}$ require $O\left(N^{2} \log _{2}(N)\right)$ operations. Let $\boldsymbol{P}=\boldsymbol{P}_{\boldsymbol{V}}{ }^{\mathrm{o}} \boldsymbol{P}_{\boldsymbol{\Gamma}}$ be the alternate projection on both sets. Since $\Gamma$ is an affine space and $V$ a vector space, for any initial sequence $X=$ $\left(g_{j}^{1}(x, y), g_{j}^{2}(x, y)\right)_{j \in Z}, \lim _{n \rightarrow+\infty} \boldsymbol{P}^{(n)} X$ converges strongly to


Fig. 10. (a) SNR when reconstructing the wavelet transform components $W_{2 j}^{1, d} f$ and $W_{2 j}^{2, d} f$ from the modulus maxima of the Lena image shown in Fig. 9. The abscissa gives the number of iterations on the operator $P$. Each curve is labeled by the scale $2^{j}$ for $1 \leq j \leq 6$; (b) SNR of the reconstructed Lena images computed with respect to the original image as a function of the number of iterations on the operator $P$.
the orthogonal projection of $X$ onto $\Lambda=\Gamma \cap V$. Hence, if we begin the iteration from the zero element of $K$, the algorithm converges strongly to the element of $\Lambda$ whose norm $|\quad|$ is minimum.

## B. Numerical Reconstruction of Images from Multiscale Edges

We study the error of the reconstruction algorithm as a function of the number of iterations on the operator $\boldsymbol{P}$. At each scale $2^{j}$, the SNR integrates the error on the horizontal and the vertical components of the wavelet transform. Fig. 10 (a) gives the evolution of the SNR when reconstructing the wavelet transform of the Lena image from the modulus maxima shown in the Fig. 9. After $n$ iterations, we reconstruct an image by applying the inverse wavelet transform operator on the reconstructed wavelet transform. Fig. 10(b) is the SNR of the reconstructed images, computed with respect to the original one, as a function of the number of iterations on the operator $\boldsymbol{P}$. The graphs of Fig. 10 are very similar to the graphs of Fig. 6 that show the reconstruction SNR for a 1 D signal. The increase is fast during the first 20 iterations and then slows down. After a given number of iterations, Fig. 10(a) shows that the error is mostly concentrated at fine scales. This error has two components. The first one is the distance to the wavelet transform to which we converge, and the other one is the distance between the point to which we converge and the wavelet transform of the original image. As in one dimension, the convergence is exponential, but the convergence rate is very slow. After 20 iterations, the distance between the reconstructed image and the image to which we


Tig. 11. Top left orgimal image. Top right: image reconstructed from Le maxibai repesentation shown in the seond colunn of Fig. 9. This Fenmbuction is porommed with 10 attemate projecions, and the SNR is 28 ib. Lower left: mage reconstructed from the thesholded modulus maxima whow in the third commen of Fig. 9 whth 10 iterations on the operator $P$.
converge is of the same order as the distance betwecn the orghal mage and the image to which we converge. Incrasing the number of lierations thus does not greatly increase the SNR. The top right image in Fig. 11 is reconstucted with 10 herations. The SNR is 28 db . The reconstructed image has no visual fifference with the original image shown at the top left of Fig. 1, which means that the ertors are below our visual sensitivity. Onalitaively, the oniginal image is well reproduced becuse the reconstruction has no spurious oscliation, the singulanties are not blured, and the errors are mostly concentrated at fine scales, where out visual sensitivity is not so acule.

The reconstracton algorithm has been tested for a large collection of images including special 2-D functions such as Dracs, sinusoidal waves, step edges, Brownian noises, etc. For all these experiments, the SNR behaves similarly to Fig. 10. The visual quality of reconstructed images, with 10 iterations, is as good as in Fig. 11. For image processing applications, the mumerical precision of this reconstruction algorithm is sufficien even if we limit the number of iterations below 10 . Sime each itetation regures $O\left(N^{2} \log _{2}(N)\right)$ compuations, this reconstruction can be implemented in hardware for realtime applicatons. The reconstruction algoritim is stable for precibions on the order of 30 db . We can therefore slightly pertwrate the wavelen fransform nodulus maxima and reconstruca a close image. The lower left image in Fig. 11 is reconstructed fom the modulus maxima shown in the thid column of Fig. 9. By thresholding the wavele hansfom modulus maxima based on their modulus values, we suppressed the modulus maxima produced by the image noise and the light teximes. As expected, these textures have disappeared in the reconstructed image, but the shat variaions are not affected, In the lady's shoulde, the thresholding removes the maxima created by
the inage noise, and the reconstructed image reproduces a skin guaity hat is much smoother, whereas the boundaries of the shoulder are kept shap. This thresholdang can be viewed as a nonlmear noise removal technidue. Hwang and Malat [17] have developed a more sophisticated procedure to suppress white noises from images, which removes the maxima produced by the noise though an andysis of their behavior across scales.

## IX. Compte mage Coding from Muliscale Edoes

An imporant problem in image processing is to code inages with a minimum number of bits for tansmission or storage. To oblain bigh compression tates in image coding, we camot allord to code all the infomation ayailable in the image. It is necessary to remove the parts of the image components that are not importan for viswalizaion. A major problem is $w$ identify the "importan" information that we need to keep. From this point of view, the problems encountered in compact image coding ane similar to computer vision tasks, where one also wants to extract the "imponan" infomation For recognion purposes. Since edges provide meaningfl Teatures for image interpretation, it is natural to mepresent the image information with an edge-based representation in order to select the infomation to be coded. Previous edge-coding agorithms bave already been developed by Cartsson [3] and Kun et al. 131 but at a single scale. This section describes a compact coding algorithm based on the waselet tansiom modulus maxima. The coding algonthm involves two steps. Fist, we select the edge poins that we consider important For the visual image quality. This preprocessing is identical to the fature exraction stage of a paten recognition algorithm. We then make an efficient coding of this edge information. Selection of the "most importan" edge curyes can require sophisticated algorithms if we take into accont the image context. For example, in the Lena image, it is important to introduce no distortion around the eyes because hese are highy visible for a human observer. In the blowing, we do not infoduce such context information in the selection.

To code effeiently the edge infomation, we need to take advanage of the similarities between edges obtaned at dfferent scales. As it can be observed in Fig. 9 , the edges of the main image structures have similar positions at the thee fner scales: $2^{1}, 2^{2}$, and $2^{3}$. These three finer scales also cary more than $90 \%$ of the image frequency bandwidth and, thas, cover most of the image infomation. We buld our cige encoding from hese scales only. The coarse seale informanon, comesponding to the waveler tansform at scales $2^{j}>2^{3}$, is kept as a low-frequency image $S_{2}^{d} f$ defned in Section Vl-B. The edge selecion is first performed at the scale $2^{2}$ becanse at the fnes scale $2^{1}$, edges are too greatly contaminated by high-fequency noises. The boundanes of the important coherent structures often generate long edge cuves. We thus remove any eage carve whose length is smaller than a given length threshoid. Among the remaining curves, we select the ones that corespond to the shapest image varations. This is done by removing the edge curves along which the average value of the wavelet transform modulus is smaller than a given amplude threshold.

Once the selection is done, we must efficiently code the remaining information. This requires coding the position, modulus value, and angle value of each modulus maximum along the maxima curves at the scales $2^{1}, 2^{2}$, and $2^{3}$, plus the low-frequency image $S_{2^{3}}^{d} f$. The geometry of the edge curves is coded only at the scale $2^{2}$ because we neglect the differences between the maxima positions at the scales $2^{1}, 2^{3}$, and $2^{2}$. Maxima chains are coded by recording the position of the fars point of each chain and then coding the increment between the position of one edge point to the next one along the chain. Carlsson [3] showed that this requires, on average, 10 b for the first point and 1.3 b per point along the chain with an entropy coding. At each scale, the direction of the gradien inage intensity at the edge locations is approxinately orthogonal to the tangent of the edge curves. We thus do not code the angle values but approximate each of them by the orthogonal direction of the edge tangent at the corresponding location. The values of the modulus along the edge curves at the scales $2^{1}, 2^{2}$, and $2^{3}$ are recorded with a simple predictive coding using a coarse puantization of the prediction values. In the frequency domain, the image $S_{2^{3}}^{d} f$ has an energy that is mostly concentrated in a domain that is $\left(2^{3}\right)^{2}$ times smaller than the frequency support of the original image. We thus subsample this image along its rows and columns by a factor $2^{3}$, and its grey level values are coded on 6 b .

We give, in Fig. 12, two examples of images coded with this algorithm. The same length and amplitude thresholds were used for each of these images to select the edge chains at the scale $2^{2}$. For each example, we display, at the top left, the original image, at the top right, the image reconstructed from the coded representation, at the bottom right, the edge map at the scale $2^{2}$ that is encoded, and at the botom left, the subsampling of the low frequency image $S_{2}^{d} f$. Each original image has 256 by 256 pixels. The total amount of data to code the reconstructed images is 0.30 b per pixel for Fig. 12 (a) and 0.24 b per pixel for Fig. 12(b). The compression rate varies with the number of edge points that remain after the selection operation. This type of coding removes the image textures; however, it does not produce distortions such as Gibbs phenomena. For the Lena image, errors are particularly visible around the eyes because too many edge points have been removed in this region by our simple selection algonthm. Although a lot of details have been removed in the coded images, they remain sharp, and most of the information in kept.

This compact coding algorithm is a feasibility study, and it can certainly be improved both at the selection and the coding stages. For applications to images where textures are important, Froment and Mallat $[8]$ have extended the method by developing an algorithm that makes a specific coding of textures after this edge-based coding. Distortions of textures are generally much less visble than distortions of edges, and a separate coding of these two types of features can be adapted to the specificity of the visual perception.

## X. CONClUSION

We showed that multiscale edges can be detected and characterized from the local maxima of a wavelet transform.


Fig. 12. Top let ongmal mage of 256 by 256 pixels. Top Hgth: reonstructed image from the coded maltisale edge representation. Image (a) requres 0,30 b per pixel and image and (b) requires 0,24 ber pixe. Botom left: image sd $f$ subsmpted by a factor $2^{3}$ atong its rows and columns. Botom Eight positios of the modber maxima selected and encoded at the wales $2^{1}, 2^{2}$, and $2^{3}$.

One can estimate the Lipschitz regularity as well as the smoothing component of shatp vataton points from the evolution of the wavelet maxima across scales. We believe that this complement of information is important for pattern recognition algorithms based on edges.

The reconstuction algorithms that are described in 2.D and 2-D recover a close approximation of the original signals. For images, the reconstruction errors are below our visual sensifivity and can thus be neglected in image processing or computer vision applications. To reconstruct such signals requires few iterathons that can be implemented in real time on a pipeline hardware architecture. As an application, we
described a compact image coding procedure that selects the important visual information before coding. The compression rates are between 30 and 40 in the examples that are shown, but most of the light image textures are not coded. A double layer coding based on multiscale edges and textures has recently been developed by Froment and Mallat [8].

## APPENDIX A <br> A Particular Class of 1-D Wavelets

This appendix defines a class of wavelets that can be used for a fast implementation of discrete algorithms. We first define the smoothing function $\phi(x)$ introduced in Section III-B, and then, we build the wavelet $\psi(x)$ and the reconstructing wavelet $\chi(x)$, which are associated with $\phi(x)$.

We impose that the Fourier transform of the smoothing function $\phi(x)$ defined by (20) can be written as an infinite product

$$
\begin{equation*}
\hat{\phi}(\omega)=e^{-i w \omega} \prod_{p=1}^{+\infty} H\left(2^{-p \omega}\right) \tag{90}
\end{equation*}
$$

where $H(\omega)$ is a $2 \pi$ periodic differentiable function such that

$$
\begin{equation*}
|H(\omega)|^{2}+|H(\omega+\pi)|^{2} \leq 1 \text { and }|H(0)|=1 \tag{91}
\end{equation*}
$$

One can prove [15] that the conditions (91) are sufficient so that (90) defines a smoothing function $\phi(x)$, which is in $L^{2}(\boldsymbol{R})$. The parameter $w$ is the sampling shift that was introduced in Section III-B. It is adjusted in order so that $\phi(x)$ is symmetrical with respect to 0 . Equation (90) implies that

$$
\begin{equation*}
\hat{\phi}(2 \omega)=e^{-i w \omega} H(\omega) \hat{\phi}(\omega) \tag{92}
\end{equation*}
$$

We define a wavelet $\psi(x)$ whose Fourier transform $\hat{\psi}(\omega)$ is given by

$$
\begin{equation*}
\hat{\psi}(2 \omega)=e^{-i w \omega} G(\omega) \hat{\phi}(\omega) \tag{93}
\end{equation*}
$$

where $G(\omega)$ is a $2 \pi$ periodic function. Equation (22) for $J=1$ proves that $\hat{\psi}(\omega), \hat{\chi}(\omega)$, and $\hat{\phi}(\omega)$ must satisfy

$$
\begin{equation*}
\hat{\psi}(2 \omega) \hat{\chi}(2 \omega)=|\hat{\phi}(\omega)|^{2}-|\hat{\phi}(2 \omega)|^{2} \tag{94}
\end{equation*}
$$

Let us impose that $\hat{\chi}(\omega)$ can be written

$$
\begin{equation*}
\hat{\chi}(2 \omega)=e^{i w \omega} K(\omega) \hat{\phi}(\omega) \tag{95}
\end{equation*}
$$

where $K(\omega)$ is a $2 \pi$ periodic function. If we insert (92) and (95) into (94), we obtain

$$
\begin{equation*}
|H(\omega)|^{2}+G(\omega) K(\omega)=1 \tag{96}
\end{equation*}
$$

One can prove that (96) is sufficient to define $K(\omega)$ such that $\hat{\chi}(\omega)$ is the Fourier transform of a reconstructing wavelet that satisfies (13).

We want a wavelet $\psi(x)$ equal to the first-order derivative of a smoothing function $\theta(x)$. This implies that $\hat{\psi}(\omega)$ must have a zero of order 1 at $\omega=0$. Since $|\hat{\phi}(0)|=1$, (93) yields that $G(\omega)$ must have a zero of order 1 at $\omega=0$. We choose $H(\omega)$ in order to obtain a wavelet $\psi(x)$, which is antisymmetrical, as regular as possible, and has a small compact support. A

TABLE I
Finite Impulse Response of the Filters $H, G, \Gamma$, and $L$ that Correspond to the Quadratic Spline Wavelet of Fig. 1(a)

| $n$ | H | G | K | L |
| :---: | :---: | :---: | :--- | :--- |
| -3 |  |  | 0.0078125 | 0.0078125 |
| -2 |  |  | 0.054685 | 0.046875 |
| -1 | 0.125 |  | 0.171875 | 0.1171875 |
| 0 | 0.375 | -2.0 | -0.171875 | 0.65625 |
| 1 | 0.375 | 2.0 | -0.054685 | 0.1171875 |
| 2 | 0.125 |  | -0.0078125 | 0.046875 |
| 3 |  |  |  | 0.0078125 |

family of $2 \pi$ periodic functions $H(\omega), G(\omega)$, and $K(\omega)$ that satisfy these constraints is given by

$$
\begin{align*}
& H(\omega)=e^{i \omega / 2}(\cos (\omega / 2))^{2 n+1}  \tag{97}\\
& G(\omega)=4 i e^{i \omega / 2} \sin (\omega / 2)  \tag{98}\\
& K(\omega)=\frac{1-|H(\omega)|^{2}}{G(\omega)} \tag{99}
\end{align*}
$$

From (90) and (93), we derive

$$
\begin{align*}
& \hat{\phi}(\omega)=\left(\frac{\sin (\omega / 2)}{\omega / 2}\right)^{2 n+1}  \tag{100}\\
& \hat{\psi}(\omega)=i \omega\left(\frac{\sin (\omega / 4)}{\omega / 4}\right)^{2 n+2} \tag{101}
\end{align*}
$$

The Fourier transform $\hat{\theta}(\omega)$ of the primitive is therefore

$$
\begin{equation*}
\hat{\theta}(\omega)=\left(\frac{\sin (\omega / 4)}{\omega / 4}\right)^{2 n+2} \tag{102}
\end{equation*}
$$

In the example of Fig. 1, we chose $2 n+1=3$. In order to have a wavelet antisymmetrical with respect to 0 and $\phi(x)$ symmetrical with respect to 0 , the shifting constant $w$ of (92) is equal to $1 / 2$. Equations (101) prove that $\psi(x)$ is a quadratic spline with compact support, whereas $\theta(x)$ is a cubic spline whose integral is equal to 1 . The $2 \pi$ periodic function $H(\omega)$, $G(\omega)$, and $K(\omega)$ can be viewed as the transfer function of discrete filters with finite impulse response. The corresponding impulse responses are given in Table I. These filters are used in fast wavelet transform computations.

## APPENDIX B <br> Fast Wavelet Algorithms for 1-D Signals

This appendix describes an algorithm for computing a discrete wavelet transform and the inverse algorithm that reconstructs the original signal from its wavelet transform. We suppose that the wavelet $\psi(x)$ is characterized by the three discrete filters $H, G$, and $K$ described in Appendix A. We denote $H_{p}, G_{p}$, and $K_{p}$ the discrete filters obtained by putting $2^{p}-1$ zeros between each of the coefficients of the filters $H, G$, and $K$. The transfer function of these filters is, respectively, $H\left(2^{p} \omega\right), G\left(2^{p} \omega\right)$, and $K\left(2^{p} \omega\right)$. We also denote by $\tilde{H}_{p}$ the filter whose transfer function is the complex conjugates of $H\left(2^{p} \omega\right): \overline{H\left(2^{p} \omega\right)}$. We denote by $A * B$ the convolution of two discrete signals $A$ and $B$.

The following algorithm computes the discrete wavelet transform of the discrete signal $S_{1}^{d} f$. At each scale $2^{j}$, it decomposes $S_{2^{j}}^{d} f$ into $S_{2^{j}}+1^{d} f$ and $W_{2^{j}}+1^{d} f$.
$j=0$
while $(j<J)$

$$
\begin{aligned}
& W_{2^{j+1}}^{d} f=\frac{1}{\lambda_{j}} \cdot S_{2^{j}}^{d} f * G_{j} \\
& S_{2^{j+1}}^{d} f=S_{2^{j}}^{d} f * H_{j} \\
& j=j+1
\end{aligned}
$$

end of while.
The proof of this algorithm is based on the properties of the wavelet $\psi(x)$ described in Appendix A. At each scale $2^{j}$, we divide the values of the samples of $S_{2^{j}}^{d} f * G_{j}$ by $\lambda_{j}$ to obtain accurate measures of Lipschitz exponents from the wavelet maxima. Due to discretization, the wavelet modulus maxima of a step edge do not have the same amplitude at all scales as they should in a continuous model. The constants $\lambda_{j}$ compensate for this discrete effect. The values of $\lambda_{j}$ that correspond to the filters of Table I are given in Table II. The border problems are treated by making symmetry and a periodization of $\left(S_{1} f(n)\right)_{1 \leq n \leq N}$, as explained in Section IIIB. The convolutions must take into account this periodization. The complexity of this discrete wavelet transform algorithm is $O(N \log (N))$, and the complexity constant is proportional to the number of nonzero coefficients in the impulse response of the filters $H$ and $G$.

The inverse wavelet transform algorithm reconstructs $S_{1}^{d} f$ from the discrete dyadic wavelet transform. At each scale $2^{j}$, it reconstructs $S_{2^{j}-1}^{d} f$ from $S_{2^{j}}^{d} f$ and $W_{2^{j}}^{d} f$. The complexity of this reconstruction algorithm is also $O(N \log (N))$.

$$
\begin{aligned}
& j=J \\
& \text { while }(j>0) \\
& \qquad S_{2^{j}-1}^{d} f=\lambda_{j} \cdot W_{2^{j}}^{d} f * K_{j-1}+S_{2^{j}}^{d} f * \tilde{H}_{j-1} \\
& \quad j=j-1
\end{aligned}
$$

end of while.

## Appendix C

## A Particular Class of 2-D Dyadic Wavelets

In this appendix, we characterize the 2-D wavelets used for numerical computations. In order to compute the wavelet transform with a minimum amount of operations, we choose two wavelets $\psi^{1}(x, y)$ and $\psi^{2}(x, y)$ that can be written as separable products of functions of the $x$ and $y$ variables. Let $\psi(x)$ be a wavelet that belongs to the class described in Appendix A and whose Fourier transform is defined by

$$
\begin{align*}
\hat{\psi}(2 \omega) & =e^{-i w \omega} G(\omega) \hat{\phi}_{0}(\omega) \text { with } \hat{\phi}_{0}(\omega) \\
& =e^{-i w \omega} \prod_{p=1}^{+\infty} H\left(2^{-p} \omega\right) \tag{103}
\end{align*}
$$

We define

$$
\begin{equation*}
\psi^{1}(x, y)=\psi(x) 2 \phi_{0}(2 y) \text { and } \psi^{2}(x, y)=2 \phi_{0}(2 x) \psi(y) \tag{104}
\end{equation*}
$$

Since $\psi(x)=\frac{d \theta(x)}{d x}$, these two wavelets can be rewritten

$$
\begin{equation*}
\psi^{1}(x, y)=\frac{\partial \theta^{1}(x, y)}{\partial x} \text { and } \psi^{2}(x, y)=\frac{\partial \theta^{2}(x, y)}{\partial y}, \text { with } \tag{105}
\end{equation*}
$$

TABLE II
Normalization Coefficients $\lambda_{j}$ for the Quadratic Wavelet of Fig. 1(a). For $j>5, \lambda_{j}=1$.

| j | $\lambda_{j}$ |
| :---: | :---: |
| 1 | 1.50 |
| 2 | 1.12 |
| 3 | 1.03 |
| 4 | 1.01 |
| 5 | 1.00 |

$$
\theta^{1}(x, y)=\theta(x) 2 \phi_{0}(2 y) \text { and } \theta^{2}(x, y)=2 \phi_{0}(2 x) \theta(y)
$$

The fast discrete wavelet algorithm does not allow us to have $\theta^{1}(x, y)=\theta^{2}(x, y)$. However, the functions $\theta^{1}(x, y)$ and $\theta^{2}(x, y)$ are numerically close enough so that they can be considered to be equal to a single function $\theta(x, y)$ in a first approximation. Equations (103) and (104) imply that the Fourier transform of the two wavelets $\psi^{1}(x, y)$ and $\psi^{2}(x, y)$ are given by

$$
\begin{align*}
\psi^{1}\left(2 \omega_{x}, 2 \omega_{y}\right) & =e^{-i w \omega_{x}} G\left(\omega_{x}\right) \hat{\phi}_{0}\left(\omega_{x}\right) \hat{\phi}_{0}\left(\omega_{y}\right) \text { and } \\
\psi^{2}\left(2 \omega_{x}, 2 \omega_{y}\right) & =\hat{\phi}_{0}\left(\omega_{x}\right) e^{-i w \omega_{y}} G\left(\omega_{y}\right) \hat{\phi}_{0}\left(\omega_{y}\right) \tag{106}
\end{align*}
$$

One can define the smoothing function $\phi(x, y)$ of Section VI-B as

$$
\phi(x, y)=\phi_{0}(x) \phi_{0}(y)
$$

Let us now define $\hat{\chi}^{1}\left(\omega_{x}, \omega_{y}\right)$ and $\hat{\chi}^{2}\left(\omega_{x}, \omega_{y}\right)$ such that

$$
\begin{aligned}
& \hat{\chi}^{1}\left(2 \omega_{x}, 2 \omega_{y}\right)=e^{i w \omega_{x}} K\left(\omega_{x}\right) L\left(\omega_{y}\right) \hat{\phi}\left(\omega_{x}\right) \hat{\phi}\left(\omega_{y}\right), \\
& \hat{\chi}^{2}\left(2 \omega_{x}, 2 \omega_{y}\right)=e^{i w \omega_{y}} K\left(\omega_{y}\right) L\left(\omega_{x}\right) \hat{\phi}\left(\omega_{x}\right) \hat{\phi}\left(\omega_{y}\right)
\end{aligned}
$$

where the functions $K(\omega)$ and $L(\omega)$ are $2 \pi$ periodic and satisfy

$$
\begin{align*}
G(\omega) K(\omega)+|H(\omega)|^{2} & =1  \tag{107}\\
L(\omega) & =\frac{1+|H(\omega)|^{2}}{2} \tag{108}
\end{align*}
$$

One can prove that $\hat{\chi}^{1}\left(\omega_{x}, \omega_{y}\right)$ and $\hat{\chi}^{2}\left(\omega_{x}, \omega_{y}\right)$ are the Fourier transform of reconstructing wavelets that satisfy (61). As in Appendix A, we choose $G(\omega)=4 i e^{i \omega / 2} \sin (\omega / 2)$ to approximate a derivative. The 2-D wavelets used in the computations of this article are derived from the 1-D quadratic spline wavelet shown in Fig. 1. The values of the discrete filters $H, G, K$, and $L$ are given in Table I.

## Appendix D

## Fast Wavelet Algorithms for 2-D Signals

We describe two fast algorithms to implement the wavelet transform and the inverse wavelet transform in two dimensions. We suppose that the two wavelets $\psi^{1}(x, y)$ and $\psi^{2}(x, y)$ are characterized by the three discrete filters $H, G, K$, and $L$ mentioned in Appendix C. We use the same notations as in Appendix B, and $L_{p}$ is the discrete filter obtained by putting $2^{p}-1$ zeros between consecutive coefficients of the filter $L$. We also denote by $D$ the Dirac filter whose impulsc response is equal to 1 at 0 and 0 otherwise. We denote by $A *(H, L)$ the separable convolution of the rows and columns, respectively, of the image $A$ with the 1-D filters $H$ and $L$.

The following algorithm computes the 2-D discrete wavelet transform of an image $S_{1}^{d} f$. At each scale $2^{j}$, the algorithm decomposes $S_{2^{j}}^{d} f$ into $S_{2^{j+1}}^{d} f, W_{2^{j+1}}^{1, d} f$, and $W_{2^{j+1}}^{2, d} f$. $j=0$
while $(j<J)$

$$
\begin{aligned}
& W_{2^{j+1}}^{1, d} f=\frac{1}{\lambda_{j}} \cdot S_{2^{j}}^{d} f *\left(G_{j}, D\right) \\
& W_{2 j+1}^{2, d} f=\frac{1}{\lambda_{j}} \cdot S_{2^{j}}^{d} f *\left(D, G_{j}\right) \\
& S_{2^{j+1}}^{d} f=S_{2^{j}}^{d} f *\left(H_{j}, H_{j}\right) \\
& j=j+1
\end{aligned}
$$

end of while.
The proof of this algorithm is based on the properties of the wavelets $\psi^{1}(x, y)$ and $\psi^{2}(x, y)$ described in Appendix C. If the original image $\left(S_{1} f(n, m)\right)_{(n, m) \in Z^{2}}$ has $N^{2}$ nonzero pixels, the complexity of the algorithm is $O\left(N^{2} \log (N)\right)$. As explained in Section VI-B, border problems are solved by making a symmetry of the image with respect to each of its borders and a periodization. The separable convolutions must take into account this border procedure.

As in the 1-D case, the reconstruction algorithm computes $S_{1}^{d} f$ by reconstructing at each scale $2^{j}$ the signal $S_{2^{j}-1}^{d} f$ from $S_{2^{j}}^{d} f, W_{2^{j}}^{1}, d f$, and $W_{2^{j}}^{2}, d f$. The complexity of this reconstruction algorithm is also $O\left(N^{2} \log (N)\right)$.
$j=J$
while $(j>0)$
$S_{2^{j-1}}^{d} f=\lambda_{j} \cdot W_{2^{j}}^{1, d} f *\left(\tilde{H}_{j-1}, L_{j-1}\right)+\lambda_{j} \cdot W_{2^{j}}^{2, d} f *$ $\left(L_{j-1}, K_{j-1}\right)+S_{2^{j}}^{d} f *\left(\tilde{H}_{j-1}, \tilde{H}_{j-1}\right)$

$$
j=j-1
$$

end of while.

## APPENDIX E Projection Operator on $\Gamma$

In this appendix, we characterize the orthogonal projection on $\Gamma$ in one and two dimensions and explain how to suppress oscillations for 1-D reconstructions. We first study the 1-D case. The operator $\boldsymbol{P}_{\boldsymbol{\Gamma}}$ transforms any sequence $\left(g_{j}(x)\right)_{j \in Z} \in$ $K$ into the closest sequence $\left(h_{j}(x)\right)_{j \in Z} \in \Gamma$ with respect to the norm | $\mid$. Let $\epsilon_{j}(x)=h_{j}(x)-g_{j}(x)$. Each function $h_{j}(x)$ is chosen so that

$$
\begin{equation*}
\sum_{j=-\infty}^{+\infty}\left\|\epsilon_{j}\right\|^{2}+2^{2 j}\left\|\frac{d \epsilon_{j}}{d x}\right\|^{2} \tag{109}
\end{equation*}
$$

is minimum. To minimize this sum, we minimize separately each component

$$
\left\|\epsilon_{j}\right\|^{2}+2^{2 j}\left\|\frac{d \epsilon_{j}}{d x}\right\|^{2}
$$

Let $x_{0}$ and $x_{1}$ be the abscissa of two consecutive modulus maxima of $W f_{2^{j}}(x)$. Since $\left(h_{j}(x)\right)_{j \in Z} \in \Gamma$, we have

$$
\left\{\begin{array}{l}
\epsilon_{j}\left(x_{0}\right)=W_{2^{j}} f\left(x_{0}\right)-g_{j}\left(x_{0}\right)  \tag{110}\\
\epsilon_{j}(x 1)=W_{2^{j}} f(x 1)-g_{j}(x 1)
\end{array}\right.
$$

Between the abscissa $x_{0}$ and $x_{1}$, the minimization of (109) is equivalent to the minimization of

$$
\begin{equation*}
\int_{x_{\mathrm{n}}}^{x_{1}}\left(\left|\epsilon_{j}(x)\right|^{2}+2^{2 j}\left|\frac{d \epsilon_{j}(x)}{d x}\right|^{2}\right) d x \tag{111}
\end{equation*}
$$

The Euler equation associated with this minimization is

$$
\begin{equation*}
\epsilon_{j}(x)-2^{2 j} \frac{d^{2} \epsilon_{j}(x)}{d x^{2}}=0 \tag{112}
\end{equation*}
$$

for $x \in] x_{0}, x_{1}$. The constraints (110) are the border conditions of this membrane equation. The solution is

$$
\begin{equation*}
\epsilon_{j}(x)=\alpha e^{2^{-j x}}+\beta e^{-2^{-j x}} \tag{113}
\end{equation*}
$$

where the constants $\alpha$ and $\beta$ are adjusted to satisfy equations (110).

In numerical computations, $W_{2^{j}}^{d} f$ is a uniform sampling of $W_{2^{j}} f(x)$ at the rate 1 and has a total of $N$ samples. At each scale $2^{j}$, the operator $\boldsymbol{P}_{\boldsymbol{\Gamma}}$ modifies a discrete signal $g_{j}^{d}=$ $\left(g_{j}(n)\right)_{1 \leq n \leq N}$ by adding a discrete signal $\epsilon_{j}^{d}=\left(\epsilon_{j}(n)\right)_{1 \leq n \leq N}$ that is computed from (113) between two consecutive modulus maxima. This requires $O(N)$ computations. Since there are at most $\log _{2}(N)+1$ scales, the total number of computations to implement $\boldsymbol{P}_{\boldsymbol{\Gamma}}$ is $O\left(N \log _{2}(N)\right)$.

We know that the modulus maxima of the original wavelet transform are only located at the positions $x_{n}^{j}$. We can thus also impose sign constraints in order to suppress any spurious oscillation in the reconstructed wavelet transform. This is done by imposing that the solution belongs to an appropriate convex set $Y$. Let $\operatorname{sign}(x)$ be the sign of the real number $x$. Let $Y$ be the set of sequences $\left(g_{j}(x)\right)_{j \in Z} \in K$ such that for any pair of consecutive maxima positions $\left(x_{n}^{j}, x_{n+1}^{j}\right)$ and $x \in\left[x_{n}^{j}, x_{n+1}^{j}\right]$

$$
\begin{cases}\operatorname{sign}\left(g_{j}(x)\right) & \text { if } \operatorname{sign}\left(x_{n}^{j}\right)=\operatorname{sign}\left(x_{n+1}^{j}\right) \\ \quad=\operatorname{sign}\left(x_{n}^{j}\right) & \\ \operatorname{sign}\left(\frac{d g_{j}(x)}{d x}\right) & \\ \quad=\operatorname{sign}\left(x_{n+1}^{j}-x_{n}^{j}\right) & \text { if } \operatorname{sign}\left(x_{n}^{j}\right) \neq \operatorname{sign}\left(x_{n+1}^{j}\right)\end{cases}
$$

The set $\boldsymbol{Y}$ is a closed convex and $\left(W_{2^{j}} f\right)_{j \in Z} \in \boldsymbol{Y}$. Instead of minimizing | over $\Gamma \cap \boldsymbol{V}$ as explained in Section $V$ $B$, we can minimize it over $\boldsymbol{Y} \cap \Gamma \cap \boldsymbol{V}$. We thus alternate projections on $\boldsymbol{Y}, \Gamma$, and $\boldsymbol{V}$. To compute the orthogonal projection on the convex $Y$, we need to solve an elastic membrane problem under constraints. This can be done with an iterative algorithm that is computationally intensive. Instead, we implement a simpler projector $\boldsymbol{P}_{\boldsymbol{Y}}$ on $\boldsymbol{Y}$, which is not orthogonal with respect to the norm $|\quad|$. Let $\left(g_{j}(x)\right)_{j \in Z} \in \boldsymbol{K}$ and $P_{\boldsymbol{Y}}\left(g_{j}(x)\right)_{j \in Z}=\left(h_{j}(x)\right)_{j \in Z}$. For each index $j, h_{j}(x)$ is obtained by clipping the oscillations of $g_{j}(x)$. If the original signal has $N$ samples, at each scale $2^{j}$, the discrete implementation of the clipping procedure requires $O(N)$ computations. There are, at most, $\log _{2}(N)+1$ scales; therefore, the total number of computations to implement $\boldsymbol{P}_{\boldsymbol{Y}}$ is $O\left(N \log _{2}(N)\right)$. Since this projector $\boldsymbol{P}_{\boldsymbol{Y}}$ is not orthogonal, the iteration on the alternate projections operator $\boldsymbol{P}=\boldsymbol{P}_{\boldsymbol{V}}{ }^{\mathrm{o}} \boldsymbol{P}_{\boldsymbol{\Gamma}}{ }^{\mathrm{o}} \boldsymbol{P}_{\boldsymbol{Y}}$ is not guaranteed to converge. Numerical experiments show that in most cases, after a few iterations, we stay inside $\boldsymbol{Y}$, even after projections on $\Gamma$ and $\boldsymbol{V}$. Hence, the operator $\boldsymbol{P}_{\boldsymbol{Y}}$ acts as the identity operator, and $\boldsymbol{P}$ can be rewritten $\boldsymbol{P}=\boldsymbol{P}_{\boldsymbol{V}}{ }^{\mathrm{o}} \boldsymbol{P} \boldsymbol{\Gamma}$. The analysis of Section V-B proves that we are then guaranteed to converge strongly to an element in $\boldsymbol{Y} \cap \Gamma \cap \boldsymbol{V}$.

In two dimensions, the operator $\boldsymbol{P}_{\boldsymbol{\Gamma}}$ transforms a sequence $\left(g_{j}^{1}(x, y), g_{j}^{2}(x, y)\right)_{j \in Z}$
$\left(h_{j}^{1}(x, y), h_{j}^{2}(x, y)\right)_{j \in Z}$
$\in K$ into the closest sequence
$\in \Gamma$. Let $\left(\epsilon_{j}^{1}(x, y), \epsilon_{j}^{2}(x, y)\right)_{j \in Z}$
be such that for any $j \in Z, \epsilon_{j}^{1}(x, y)=g_{j}^{1}(x, y)-$ $h_{j}^{1}(x, y)$, and $\epsilon_{j}^{2}(x, y)=g_{j}^{2}(x, y)-h_{j}^{2}(x, y)$. The sequence $\left(h_{j}^{1}(x, y), h_{j}^{2}(x, y)\right)_{j \in Z}$ is chosen so that

$$
\begin{equation*}
\sum_{j=-\infty}^{+\infty}\left(\left\|\epsilon_{j}^{1}\right\|^{2}+\left\|\epsilon_{j}^{2}\right\|^{2}+2^{2 j}\left(\left\|\frac{\partial \epsilon_{j}^{1}}{\partial x}\right\|^{2}+\left\|\frac{\partial \epsilon_{j}^{2}}{\partial y}\right\|^{2}\right)\right) \tag{114}
\end{equation*}
$$

is minimum. The constraints on $\epsilon_{j}^{1}(x, y)$ and $\epsilon_{j}^{2}(x, y)$ are independent. The minimization of (114) is obtained by minimizing each component

$$
\begin{equation*}
\left\|\epsilon_{j}^{1}\right\|^{2}+2^{2 j}\left\|\frac{\partial \epsilon_{j}^{1}}{\partial x}\right\|^{2} \tag{115}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\epsilon_{j}^{2}\right\|^{2}+2^{2 j}\left\|\frac{\partial \epsilon_{j}^{2}}{\partial y}\right\|^{2} \tag{116}
\end{equation*}
$$

for all integers $j \in Z$. Let us concentrate on the minimization of (115). Let $\left(x_{0}, y\right)$ and $\left(x_{1}, y\right)$ be two consecutive modulus maxima position at a fixed $y$. The function $\epsilon_{j}^{1}(x, y)$ must satisfy

$$
\left\{\begin{array}{l}
\epsilon_{j}^{1}\left(x_{0}, y\right)=W_{2^{j}}^{1} f\left(x_{0}, y\right)-g_{j}^{1}\left(x_{0}, y\right)  \tag{117}\\
\epsilon_{j}^{1}\left(x_{1}, y\right)=W_{2^{j}}^{1} f\left(x_{1}, y\right)-g_{j}^{1}\left(x_{1}, y\right)
\end{array}\right.
$$

The minimization of (115) subject to these constraints is obtained by minimizing

$$
\begin{equation*}
\int_{x_{o}}^{x_{1}}\left(\left|\epsilon_{j}^{1}(x, y)\right|^{2}+2^{2 j}\left|\frac{\partial \epsilon_{j}^{1}(x, y)}{\partial x}\right|^{2}\right) d x \tag{118}
\end{equation*}
$$

For $y$ fixed, we obtain a 1-D minimization problem, which is identical to the minimization of expression (111). The solution is a sum of two exponentials as in (113). This analysis shows that the solution of the 2-D minimization problem is obtained by fixing the parameter $y$ for $\epsilon_{j}^{1}(x, y)$ and computing the 1-D solution along the $x$ variable between two consecutive modulus maxima. The same analysis can be performed on the other component $\epsilon_{j}^{2}(x, y)$. The discrete implementation is, thus, a straightforward extension of the 1-D algorithm that is applied along the rows and columns of the images that belong to the sequence that we project on $\Gamma$. One can verify that if the original image has $N^{2}$ pixels, the implementation of $\boldsymbol{P}_{\boldsymbol{\Gamma}}$ requires $O\left(N^{2} \log (N)\right)$ computations. In two dimensions, we do not introduce any sign constraint as it is done in 1-D reconstructions.

## APPENDIX F

## Convergence Rate of the Alternate Projections

We prove that if $\left(\sqrt{2^{j}} \psi_{2^{j}}\left(x_{n}^{j}-x\right)\right)_{(n, j) \in Z^{2}}$ is a frame of $U$, then the alternate projection converges exponentially, and we give a lower bound of the convergence rate. Let $X=$ $\left(W_{2^{j}} g(x)\right)_{j \in Z} \in V$ and $\epsilon_{j}\left(x_{n}^{j}\right)=W_{2^{j}} f\left(x_{n}^{j}\right)-W_{2^{j}} g\left(x_{n}^{j}\right)$ be the error at each modulus maxima location. We first prove that there exists a constant $C_{1}>0$ such that

$$
\begin{equation*}
\left|X-\boldsymbol{P}_{\Gamma} \boldsymbol{X}\right|^{2} \geq C_{1} \sum_{(n, j) \in Z^{2}} 2^{j}\left|\epsilon_{j}\left(x_{n}^{j}\right)\right|^{2} \tag{119}
\end{equation*}
$$

Let $\left(h_{j}(x)\right)_{j \in Z}=\boldsymbol{P}_{\boldsymbol{\Gamma}}\left(W_{2^{j}} g(x)\right)_{j \in Z}=\boldsymbol{P}_{\boldsymbol{\Gamma}} X$ and $\epsilon_{j}(x)=$ $h_{j}(x)-W_{2^{j}} g(x)$. By definition

$$
\begin{gather*}
\left|X-\boldsymbol{P}_{\boldsymbol{\Gamma}} X\right|^{2}=\left|\left(\epsilon_{j}(x)\right)_{j \in Z}\right|^{2} \\
=\sum_{(n, j) \in Z^{2}}\left(\int_{x_{n}^{j}}^{x_{n+1}^{j}}\left|\epsilon_{j}(x)\right|^{2} d x+2^{2 j} \int_{x_{n}^{j}}^{x_{n 11}^{j}}\left|\frac{d \epsilon_{j}(x)}{d x}\right|^{2} d x\right) \tag{120}
\end{gather*}
$$

We saw in Appendix $E$ that $\epsilon_{j}(x)$ satisfies the differential equation (112); therefore, by integrating by parts, we obtain

$$
=\sum_{(n, j) \in Z^{2}}\left(2^{2 j} \epsilon_{j}\left(x_{n+1}^{j}\right) \frac{d \epsilon_{j}\left(x_{n+1}^{j}\right)}{d x}-2^{2 j} \epsilon_{j}\left(x_{n}^{j}\right) \frac{d \epsilon_{j}\left(x_{n}^{j}\right)}{d x}\right) .
$$

We know that the function $\epsilon_{j}(x)$ is the sum of two exponentials given by (113) between any two consecutive modulus maxima located at $x_{n}^{j}$ and $x_{n+1}^{j}$. If we replace the constants $\alpha$ and $\beta$ with their values specified by $\epsilon_{j}\left(x_{n}^{j}\right)$ and $\epsilon_{j}\left(x_{n+1}^{j}\right)$, with a fcw algebraic manipulations, we derive that

$$
\begin{array}{r}
2^{2 j} \epsilon_{j}\left(x_{n+1}^{j}\right) \frac{d \epsilon_{j}\left(x_{n+1}^{j}\right)}{d x}-2^{2 j} \epsilon_{j}\left(x_{n}^{j}\right) \frac{d \epsilon_{j}\left(x_{n}^{j}\right)}{d x} \geq \\
\frac{2^{j}}{1}\left(\left|\epsilon_{j}\left(x_{n+1}^{j}\right)\right|^{2}+\left|\epsilon_{j}\left(x_{n}^{j}\right)\right|^{2}\right) \operatorname{Min}\left(2^{-j}\left(x_{n+1}^{j}-x_{n}^{j}\right), 1 .\right) \tag{122}
\end{array}
$$

The derivative at $x_{n+1}^{j}$ is the left derivative, whereas the derivative at $x_{n}$ is the right derivative. Since we suppose that there exists a constant $D>0$ such that $2^{-j}\left|x_{n}^{j}-x_{n-1}^{j}\right| \geq$ $D \leq 1$, we obtain

$$
\begin{equation*}
\left|X-\boldsymbol{P}_{\Gamma} X\right|^{2} \geq \frac{D}{2} \sum_{(n, j) \in Z^{2}} 2^{j}\left|\epsilon_{j}\left(x_{n}^{j}\right)\right|^{2} \tag{123}
\end{equation*}
$$

which proves (119) for $C_{1}=\frac{D}{2}$.
Let us now prove that there exists a constant $C_{2}$ such that for any $X=\left(W_{2^{j}} g(x)\right)_{j \in Z} \in V$

$$
\begin{equation*}
\left|X-\boldsymbol{P}_{\boldsymbol{\Lambda}} X\right|^{2} \leq C_{2} \sum_{(n, j) \in Z^{2}} 2^{j}\left|\epsilon_{j}\left(x_{n}^{j}\right)\right|^{2} \tag{124}
\end{equation*}
$$

Let $\boldsymbol{U}$ and $\boldsymbol{O}$ be the spaces defined in Section V-B. The function $g(x)$ can be decomposed into

$$
\begin{equation*}
g(x)=g_{1}(x)+g_{2}(x) \tag{125}
\end{equation*}
$$

with $g_{1}(x) \in \boldsymbol{U}$ and $g_{2}(x) \in \boldsymbol{O}$. The original function $f(x)$ can also be decomposed into

$$
\begin{equation*}
f(x)=f_{1}(x)+f_{2}(x) \tag{126}
\end{equation*}
$$

with $f_{1}(x) \in \boldsymbol{U}$ and $f_{2}(x) \in \boldsymbol{O}$. Let us now define the function

$$
\begin{equation*}
h(x)=f_{1}(x)+g_{2}(x) \tag{127}
\end{equation*}
$$

Since $h(x)=f(x)+u(x)$, with $u(x) \in O$, we know from (46) that $h(x)$ satisfies constraint 1 and, thus, that $W_{2^{j}} h \in \Gamma$. We also have $h(x)-g(x)=f_{1}(x)-g_{1}(x) \in U$. Since we suppose
that $\left(\sqrt{2^{j}} \psi_{2^{j}}\left(x_{n}^{j}-x\right)\right)_{(n, j) \subset Z^{2}}$ is a frame of $U$, (53) implies that
$\|h(x)-g(x)\|^{2} \leq \frac{1}{A_{3}} \sum_{(n, j) \in Z^{2}} 2^{j}\left|\left\langle h(x)-g(x) \cdot \psi_{2 j}\left(x_{n}^{j}-x\right)\right\rangle\right|^{2}$.
Since $\left(W_{2^{j}} h(x)\right)_{j \in Z} \in \Gamma$, we have $W_{2^{j}} h\left(x_{n}^{j}\right)=W_{2^{j}} f\left(x_{n}^{j}\right)$, and thus
$\left\langle h(x)-g(x), \psi_{2^{j}}\left(x_{n}^{j}-x\right)\right\rangle=W_{2^{j}} f\left(x_{n}^{j}\right)-W_{2^{j}} g\left(x_{n}^{j}\right)=\epsilon_{j}\left(x_{n}^{j}\right)$.
From the norm equivalence of (49), we can also derive that

$$
\begin{equation*}
\left|\left(W_{2 j} h(x)\right)_{j \in Z}-\left(W_{2^{j}} g(x)\right)_{j \in Z}\right|^{2} \leq B_{2}\|h(x)-g(x)\|^{2} \tag{130}
\end{equation*}
$$

Since the projector $\boldsymbol{P}_{\boldsymbol{\Lambda}}$ is orthogonal and $\left(W_{2^{j}} h(x)\right)_{j \in Z} \in \Lambda$

$$
\begin{align*}
& \left|\left(W_{2^{j}} g(x)\right)_{j \in j Z}-P_{\boldsymbol{\Lambda}}\left(W_{2 j} g(x)\right)_{j \in Z}\right|^{2} \\
\leq & \left|\left(W_{2} g(x)\right)_{j \in Z}-\left(W_{2}, h(x)\right)_{j \in Z}\right|^{2} . \tag{131}
\end{align*}
$$

Equations (128)-(131) imply that

$$
\begin{align*}
& \left|\left(W_{2^{j}} g(x)\right)_{j \in Z}-\boldsymbol{P}_{\boldsymbol{\Lambda}}\left(W_{2^{j}} g(x)\right)_{j \in Z}\right|^{2} \\
\leq & \frac{B_{2}}{A_{3}} \sum_{(n, j) \in Z^{2}} 2^{j}\left|\epsilon_{j}\left(x_{n}^{j}\right)\right|^{2} \tag{132}
\end{align*}
$$

This proves (120) for $C_{2}=\frac{B_{2}}{A_{3}}$. From (123) and (132), we then derive that

$$
\begin{equation*}
\left|X-\boldsymbol{P}_{\Gamma} X\right|^{2} \geq \frac{D A_{3}}{2 B_{2}}\left|X-\boldsymbol{P}_{\Lambda} X\right|^{2} \tag{133}
\end{equation*}
$$

This inequality gives a lower bound for the "angle" between the affine space $\Gamma$ and the space $\boldsymbol{V}$. Let $\boldsymbol{P}=\boldsymbol{P}_{\boldsymbol{V}} \boldsymbol{P}_{\boldsymbol{\Gamma}}$ be the alternate projection on both spaces. A classical result on alternate projections [26] enables us to derive that for any element $X \in \boldsymbol{K}$, there exists a constant $R$ such that

$$
\begin{equation*}
\left|\boldsymbol{P}_{\Lambda} X-\boldsymbol{P}^{(n)} X\right| \leq R\left(1-\frac{D A_{3}}{2 B_{2}}\right)^{n / 2} \tag{134}
\end{equation*}
$$

This proves that the algorithm converges exponentially with a convergence rate larger than $\left(1-\frac{D A_{3}}{2 B_{2}}\right)^{-1 / 2}$.
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