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Computer-assisted analyses of first-order optimization methods
(Drori \& Teboulle 2014), (Lessard, Recht \& Packard 2016), (T, Hendrickx \& Glineur 2017), and few others.

Focus on simple proofs, relying on (quadratic) potential functions
(Nesterov 1983), (Beck \& Teboulle 2009), (Bansal \& Gupta 2017), (Hu \& Lessard 2017), (Wilson, Recht \& Jordan 2016), and many others.
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2. Observe the $a_{k}, b_{k}, c_{k}, d_{k}$ 's for some values of $N$.

Fixed horizon $N=100, L=1$, and

$$
\phi_{k}^{f}=a_{k}\left\|x_{k}-x_{\star}\right\|^{2}+b_{k}\left\|f^{\prime}\left(x_{k}\right)\right\|^{2}+2 c_{k}\left\langle f^{\prime}\left(x_{k}\right), x_{k}-x_{\star}\right\rangle+d_{k}\left(f\left(x_{k}\right)-f_{\star}\right) .
$$
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## How does it work for the gradient method?

1. Solve the SDP for some values of $N$; recall final guarantee of the form:

$$
\begin{aligned}
& \left\|f^{\prime}\left(x_{N}\right)\right\|^{2} \leq \frac{L^{2}\left\|x_{0}-x_{\star}\right\|^{2}}{b_{N}} \\
& \begin{array}{ccccccc}
N & = & 1 & 2 & 3 & 4 & \ldots \\
b_{N} & = & 4 & 9 & 16 & 25 & \ldots \\
10201
\end{array}
\end{aligned}
$$

2. Observe the $a_{k}, b_{k}, c_{k}, d_{k}$ 's for some values of $N$.
3. Try to simplify the $\phi_{k}^{f}$ 's without loosing too much.
4. Prove target result by analytically playing with $\mathcal{V}_{k}$ :

$$
\phi_{k}^{f}\left(x_{k}\right)=(2 k+1) L\left(f\left(x_{k}\right)-f_{\star}\right)+k(k+2)\left\|f^{\prime}\left(x_{k}\right)\right\|^{2}+L^{2}\left\|x_{k}-x_{\star}\right\|^{2}
$$

hence $f\left(x_{N}\right)-f_{\star}=O\left(N^{-1}\right)$ and $\left\|f^{\prime}\left(x_{N}\right)\right\|^{2}=O\left(N^{-2}\right)$.
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## Concluding remarks

Overall philosophy:
$\diamond$ numerically obtain best "fixed-horizon" potential-based guarantees,
$\diamond$ helps designing \& benchmarking proofs,
$\diamond$ before trying to prove your new crazy first-order method works; give it a try!

More examples in the paper (T. and Bach, 2019):
$\diamond$ accelerated variants (also automated parameter selection),
$\diamond$ proximal variants,
$\diamond$ stochastic variants (e.g., under bounded variance or over-parametrization),
$\diamond$ randomized block-coordinate variants,
... and probably many others (but not in the paper)!

## Thanks!

## Interested? Poster \#174

"Stochastic first-order methods: non-asymptotic and computer-aided analyses via potential functions"

