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Abstract

This paper describes a new public-key cryptosystem based on the hardness of computing higher residues modulo a composite RSA integer. We introduce two versions of our scheme, one deterministic and the other probabilistic. The deterministic version is practically oriented: encryption amounts to a single exponentiation w.r.t. a modulus with at least 708 bits and a 160-bit exponent. Decryption can be suitably optimized as to become less demanding than a couple RSA decryptions. Although slower than RSA, the new scheme is still reasonably competitive and has several specific applications. The probabilistic version exhibits an homomorphic encryption scheme whose expansion rate is much better than previously proposed such systems. Furthermore, it has semantic security, relative to the hardness of computing higher residues for suitable moduli.

1 Introduction

It is striking to observe that two decades after the discovery of public-key cryptography, the cryptographer’s toolbox still contains very few asymmetric encryption schemes. Consequently, the search for new public-key mechanisms remains a major challenge. The quest appears sometimes hopeless as new schemes are immediately broken or, if they survive, are compared with RSA, which is obviously elegant, simple and efficient.

Similar investigations have been relatively successful in the related setting of identification, where a user attempts to convince another entity of his identity by means of an online communication. For example, there have been several attempts to build identification protocols based on simple operations (see [33, 35, 36, 26]). Although the question of devising new public-key cryptosystems appears much more difficult (since it deals with trapdoor functions rather than simple one-way functions), we feel that research in this direction is still in order: simple yet efficient constructions may have been overlooked.

The scheme that we propose in the present paper uses an RSA integer \( n \) which is a product of two primes \( p \) and \( q \), as usual. However, it is quite different from RSA in many respects:

1. it encrypts messages by exponentiating them with respect to a fixed base rather than by raising them to a fixed power
2. it uses a different “trapdoor” for decryption
3. its strength is not directly related to the strength of RSA
4. it exhibits further “algebraic” properties that may prove useful in some applications.

We briefly comment on these differences. The first one may offer a competitive advantage in environments where a large amount of memory is available: such environments allow impressive speed-ups in exponentiations that do not have analogous counterparts in RSA-like operations. The second is of obvious interest in view of the fact quoted above that there are very few public-key cryptosystems available. Without going into technical details at this point, let us simply mention that the new trapdoor is obtained by injecting small prime factors in \( p - 1 \) and \( q - 1 \). In order to understand what the third difference is, we note that, if the modulus \( n \) can be factored, then both RSA and the proposed cryptosystem are broken. However, it is an open problem whether or not RSA is “equivalent” to factoring, which would mean that breaking RSA allows to factor. For this reason, the hypothesis that RSA is secure has become an assumption of its own, formally stronger than factoring. Our cryptosystem is related to another hypothesis, also formally stronger than factoring and known as the higher residuosity assumption. This may help to understand how these various hypotheses are related. Finally, we will explain the algebraic property of our scheme (called the homomorphic property) by means of an example: suppose that one wishes to withdraw a small amount \( u \) from the balance \( m \) of some account; assume further that the balance is given in encrypted form \( E(m) \) and that the clerk performing the operation does not have access to decryption. The cryptosystem that we propose simply solves the problem by computing \( E(m)/E(u) \mod n \), which turns out to be the encryption of the new balance \( m - u \).

The ability to perform algebraic operations such as additions or subtractions by playing only with the ciphertexts has potential applications in several contexts. We quote a few:

1. in election schemes, it provides a tool to obtain the tally without decrypting the individual votes (see [4])
2. in the area of watermarking, it allows to add a mark to previously encrypted data (as explained in [25]).

Still, in these contexts, it is often needed to encrypt data taken from a small set \( S \) (e.g. 0/1 votes) and it is well known that deterministic crytostems, such as RSA, fail here: in order to decrypt \( E(a) \), one can simply compare the ciphertext with the encryptions of all members of \( S \) and thus find the correct value of \( a \). In order to overcome the difficulty, one has to use probabilistic encryption, where each plaintext has many corresponding ciphertexts, depending on some additional random parameter chosen at encryption time. Such a scheme should make it impossible to distinguish encryptions of distinct values, even if these are restricted to range over a set with only two elements. This very strong requirement has been termed semantic security ([12]). As a further difference with RSA, the cryptosystem introduced in this paper, has a very natural probabilistic version, with proven semantic security.

The probabilistic homomorphic encryption schemes proposed so far suffer from a serious drawback: they have very poor bandwidth. Typically, they need something like one kilobit to encrypt just a few bits, which is a quite severe expansion rate. This may be acceptable for election schemes but definitely hampers other applications. The main achievement of the present paper is to reach a significant bandwidth, while keeping the other properties, including semantic security.

Before we turn to the more technical developments of our paper, it is in order to compare it with earlier work: it is indeed the case that the question of finding trapdoors for the discrete logarithm problem has been the subject of many papers. At this point, it is fair to mention that the probabilistic cryptosystem that we propose is actually quite close to the most general case of the homomorphic encryption schemes introduced by Benaloh in his Ph-D thesis [4]. Still, both in this thesis and in the related work ([5, 6, 7]), the security and potential applications are only investigated in a setting where the bandwidth remains small. A more recent paper by Park and Won (see [24]) describes a related probabilistic cryptosystem using a trapdoor based on injecting a single power of a small odd integer into \( p - 1 \) or \( q - 1 \) and proves its security with respect to an ad hoc statement. Thus, our paper offers the first thorough discussion of the security of a probabilistic homomorphic encryption scheme with significant bandwidth. After the completion of the present work, we have been informed that another homomorphic probabilistic encryption scheme, using moduli \( n \) of the form \( p^i q \), where \( p \) and \( q \) are primes, had been found by Okamoto and Uchiyama ([22]), achieving an expansion rate similar to ours. Finally, it should be emphasized that the deterministic version of our scheme is not simply a twist that fixes the random string in the probabilistic version: considering its practicality, we believe that, even if it is not intended to be a direct competitor to RSA, it enters the very limited list of efficient public-key cryptosystems.

The paper is organized as follows: in the next two sections, we successively describe the deterministic and the probabilistic version of our scheme, the former with a practical approach, the latter in a more complexity-theoretic spirit. We then discuss applications and end up with a challenge for the research community.

2 The deterministic version
As was just mentioned, our approach to the deterministic scheme is practically oriented: we discuss system set-up and key-generation, encryption and decryption, with performances in mind. We also carry on a security analysis at the informal level and we derive minimal suggested parameters.

2.1 System set-up and key generation

The scheme that we propose in the present paper can be described as follows: let \( \sigma \) be a squarefree odd \( B \)-smooth integer, where \( B \) is small integer and let \( n = pq \) be an RSA modulus such that \( \sigma \) divides \( \phi(n) \) and is prime to \( \phi(n)/\sigma \). Typically, we think of \( B \) as being a 10 bit integer and we consider \( \sigma \) to be at least 768 bits long. Let \( g \) be an element whose multiplicative order modulo \( n \) is a large multiple of \( \sigma \). Publish \( n \), \( g \) and keep \( p \) and \( q \) and optionally \( \sigma \) secret. A message \( m \) smaller than \( \sigma \) is encrypted by \( g^m \mod n \); decryption is performed using the prime factors of \( \sigma \) as will be seen in the next subsection.

Generation of the modulus appears rather straightforward: pick a family \( p_i \) of small odd distinct primes, with \( k \) even. Set \( u = \Pi_{i=1}^{k-1} p_i \), \( v = \Pi_{i=k+1}^{k^*} p_i \) and \( \sigma = uv \). Pick two large primes \( a \) and \( b \) such that both \( p = 2au + 1 \) and \( q = 2bu + 1 \) are prime and let \( n = pq \).

However, this generation is lengthy especially when the size of the modulus grows: \( a \) has to be chosen in the appropriate range and tested for primality as well as \( p = 2au + 1 \) until both tests succeed simultaneously. This might be a bit time-consuming. Instead, we suggest to generate \( a, b, u \), and \( v \) first (independently of any primality requirements on \( p \) and \( q \)) and use a couple of 24-bit "tuning primes" \( p' \) and \( q' \) (not used in the encryption process) such that \( p = 2au + 1 \) and \( q = 2bu' + 1 \) are primes. To avoid interferences with the encryption mechanics, we recommend to make sure that \( gcd(p'q',\sigma) = 1 \) and \( p' \neq q' \). In practice, such an approach is any 99% slower than equivalent-size RSA key-generation.

To select \( g \), one can choose it at random and check whether or it has order \( \phi(n)/4 \). The main point is to ensure that \( g \) is not a \( p_i \)-th power, for each \( i \leq k \) by testing that \( g^{2^i} \neq 1 \mod n \). The success probability is:

\[
\pi = \prod_{i=1}^{k} \left( 1 - \frac{1}{p_i} \right), \text{where \logarithm is:} \quad \ln(\pi) \approx - \sum_{i=1}^{k} \frac{1}{p_i}
\]

If the \( p_i \)s are the first \( k \) primes, this in turn can be estimated as \(-\ln(k) \) and results in the quite acceptable overall probability of \( \pi \approx 1/k \). Another method consists in choosing, for each index \( i \leq k \), a random \( q_i \) until it is not a \( p_i \)-th power. With overwhelming probability \( g = \prod_{i=1}^{k} q_i^{p_i} \) has order \( \geq \phi(n)/4 \).

2.2 Encryption and Decryption

Encryption consists in a single modular exponentiation: a message \( m \) smaller that \( \sigma \) is encrypted by \( g^m \mod n \). Note that it does not require knowledge of \( \sigma \). A lower bound (preferably a power of two) is enough but it is unclear how important for the security of the scheme is keeping \( \sigma \) secret. However, if one chooses to keep \( \sigma \) secret, necessary precautions (similar to these applied to Rabin's scheme [31] or Shamir's RSA for paranoids [34]) should be enforced for not being used as an oracle\(^1\).

---
\(^1\)For example an attacker having access to a decryption box can decrypt \( g^m \mod n \) for some \( m > \sigma \) and get \( m \mod \sigma \). This discloses (by subtraction) a multiple of \( \sigma \) and \( \sigma \) can then be found by a few re-
Also, there is actually no reason why the $p_i$s should be prime. Everything goes through, mutatis mutandis, as soon as the $p_i$s are mutually prime. Thus, for example, they can be chosen as prime powers, which is a way to increase the variability of the scheme.

Decryption is based on the Chinese remainder theorem. Let $p_i$, $1 \leq i \leq k$, be the prime factors of $\sigma$. The algorithm computes the value $m_i$ of $m$ modulo $p_i$ and gets the result by Chinese remaindering, following an idea which goes back to the Pohlig-Hellman paper [27]. In order to find $m_i$, given the ciphertext $c = g^m \mod n$, the algorithm computes $c_i = c^{\frac{\phi(n)}{p_i}} \mod n$, which is exactly $g ^{\frac{m}{p_i}} \mod n$. This follows from the following easy computations, where $y_i$ stands for $\frac{m-m_i}{p_i}$:

$$c_i = c^{\frac{\phi(n)}{p_i}} = g^{\frac{m}{p_i}} = g^{\frac{(m_i + yp_i)\phi(n)}{p_i}} = g^{\frac{m_i\phi(n)}{p_i}} y_i^{\phi(n)} = g^{\frac{m_i\phi(n)}{p_i}} \mod n$$

By comparing this result with all possible values $g^{\frac{m}{p_i}}$, it finds out the correct value of $m_i$. In other words, one loops for $j = 0$ to $p_i - 1$ until $c_i = g^{\frac{m}{p_i}} \mod n$.

The cleartext $m$ can therefore be computed by the following procedure:

```
for i = 1 to k
    let $c_i = g^{\frac{\phi(n)}{p_i}} \mod n$
    for j = 0 to $p_i - 1$
        if $c_i = g^{\frac{m}{p_i}} \mod n$ let $m_i = j$
    x = ChineseRemainder($\{m_i\}$, $\{p_i\}$)
```

The basic operation used by this (non-optimized) algorithm is a modular exponentiation of complexity $\log^2(n)$, repeated less than:

$$k \cdot \log(n) \cdot \log(k) \cdot \log^2(n) \cdot \log\log(n)$$

times. Decryption therefore takes $\log^2(n) \cdot \log(n)$ bit operations.

This is clearly worse than the $\log^3(n)$ complexity of RSA but encryption can be optimized if a table stores all possible values of $t[i,j] = g^{\frac{m}{p_i}}$, for $1 \leq i \leq k$ and $1 \leq j \leq i$: the value $m_i$ of the cleartext $m$ modulo $p_i$ is found by table lookup, once $c^{\frac{\phi(n)}{p_i}} \mod n$ has been computed. It is not really necessary to store all $g^{\frac{\phi(n)}{p_i}}$. Any hash function that distinguishes $g^{\frac{\phi(n)}{p_i}}$ from $g^{\frac{m}{p_i}}$, for $j \neq j'$ will do and, in practical terms, a few bytes will be enough, for example approximately $2|p_i|$ bits from each $[t[i,j]]$. It is even possible to use hash functions that do not discriminate values of $g^{\frac{m}{p_i}}$: the proper one is spotted by considering, by table look-up, peated trials and gods. To prevent such an action, the decryption box cannot only re-encrypt and check against the ciphertext received, as this allows a search by dichotomy. It should first check that the cleartext is in the appropriate range, e.g., $< 2^w$ with $2^w < m$, re-encrypt it and then check that it matches up with the original ciphertext before letting anything out.

hases of $g^{\frac{\phi(n)}{p_i}}$, for $\ell = 1, 2, \ldots$ until there is no ambiguity. This can be very efficiently implemented by storing hash values in increasing order w.r.t. $\ell$ and one single bit might be enough.

### 2.3 A toy example

- **key generation for $k = 6$**
  
  $p = 2121 = 2 \times 101 \times 3 \times 5 \times 7 + 1$
  
  $q = 928643 = 2 \times 191 \times 11 \times 13 \times 17 + 1$
  
  $n = 2121 \times 928643 = 19697446673$ and $g = 131$ yield the table:

<table>
<thead>
<tr>
<th>$i$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$j$</td>
<td>0</td>
<td>0001</td>
<td>0001</td>
<td>0001</td>
<td>0001</td>
<td>0001</td>
</tr>
<tr>
<td>$j$</td>
<td>1</td>
<td>1956</td>
<td>6544</td>
<td>1967</td>
<td>6273</td>
<td>6043</td>
</tr>
<tr>
<td>$j$</td>
<td>2</td>
<td>5680</td>
<td>3339</td>
<td>4988</td>
<td>7876</td>
<td>4792</td>
</tr>
<tr>
<td>$j$</td>
<td>3</td>
<td>9400</td>
<td>1765</td>
<td>8720</td>
<td>0282</td>
<td>3397</td>
</tr>
<tr>
<td>$j$</td>
<td>4</td>
<td>5479</td>
<td>6701</td>
<td>7994</td>
<td>0136</td>
<td>0702</td>
</tr>
<tr>
<td>$j$</td>
<td>5</td>
<td>6868</td>
<td>8681</td>
<td>6291</td>
<td>4886</td>
<td></td>
</tr>
<tr>
<td>$j$</td>
<td>6</td>
<td>2782</td>
<td>4681</td>
<td>0677</td>
<td>8155</td>
<td></td>
</tr>
<tr>
<td>$j$</td>
<td>7</td>
<td>9469</td>
<td>1890</td>
<td>3902</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$j$</td>
<td>8</td>
<td>8537</td>
<td>0678</td>
<td>9550</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$j$</td>
<td>9</td>
<td>7212</td>
<td>6771</td>
<td>6939</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$j$</td>
<td>10</td>
<td>7707</td>
<td>1750</td>
<td>6359</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$j$</td>
<td>11</td>
<td>8291</td>
<td>9771</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$j$</td>
<td>12</td>
<td>0678</td>
<td>0609</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$j$</td>
<td>13</td>
<td>7337</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$j$</td>
<td>14</td>
<td>6892</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$j$</td>
<td>15</td>
<td>3370</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$j$</td>
<td>16</td>
<td>3489</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

where entry $[i,j]$ contains $g^{\frac{\phi(n)}{p_i}} \mod n \mod 10000$.

- **encryption of $m = 202$**

  $c = g^m \mod n = 131^{202} \mod 19697446673 = 519690214$

- **decryption** by exponentiation, we retrieve:

  $\frac{\phi(n)}{p_1} \mod n \mod 10000 = 1966$
  
  $\frac{\phi(n)}{p_2} \mod n \mod 10000 = 3339$
  
  $\frac{\phi(n)}{p_3} \mod n \mod 10000 = 2782$
  
  $\frac{\phi(n)}{p_4} \mod n \mod 10000 = 7994$
  
  $\frac{\phi(n)}{p_5} \mod n \mod 10000 = 1890$
  
  $\frac{\phi(n)}{p_6} \mod n \mod 10000 = 3370$

wherefrom, by table lookup:

  $m \mod 3 = table(1966) = 1$
  
  $m \mod 5 = table(3339) = 2$
  
  $m \mod 7 = table(2782) = 6$
  
  $m \mod 11 = table(7994) = 4$
  
  $m \mod 13 = table(1890) = 7$
  
  $m \mod 17 = table(3370) = 15$

and by Chinese remaindering: $m = 202$.\]
2.4 Suggested parameters and security analysis

We suggest to take $\sigma > 2^{100}$ and we consider $|n| = 768$ bits as a minimum size for the modulus.

If the factorization of $n$ is found, then $a$ and $b$ become known as well as $\phi(n)$. The scheme is therefore broken. However, the scheme does not appear to be provably equivalent to factoring. Rather, it is related to the question of having oracles that decide whether or not a random number $x$ is a $p$-th power modulo $n$, for $i = 1, \ldots, k$. This is known as the higher residuosity problem and is currently considered unfeasible. Formal equivalence of this problem and the probabilistic version of our encryption scheme will be proved in the next section. Considering the basic deterministic version, we have no formal proof but we haven't found any plausible line of attack either. Also, efficient factoring methods such as the quadratic sieve (QS) or the number field sieve (NFS) do not appear to take any advantage from the side information that $u$ (resp. $v$) divides $p - 1$ (resp. $q - 1$). The same is true of simpler methods like Pollard's $p - 1$ since we have ensured that neither $p - 1$ nor $q - 1$ is smooth. Finally, elliptic curve cryptography [18] will not pull-out factors of $n$ in the range considered. Note that the requested size of $n$ (768 bits or more) makes factoring $n$ a very hard task anyway.

We now turn the size of $\sigma$. In order to avoid the computation of discrete logarithms by the baby-step-giant-step method, we have to make $\sigma$ large enough. As already stated, $2^{100}$ is a minimum. This can be achieved for example by making $\sigma$ a permutation of the first 30 odd primes, which yields $\sigma \approx 2^{100}$ as. Alternatively, one can choose a sequence of 16 primes with 10 bits. Since there are 75 such primes, this leads to a $\approx 53$-bit entropy. Adding prime powers, as stated above, will further increase these figures.

There is a further difficulty, when $\sigma$ is known. Note that

$$4ab = \frac{\phi(n)}{\Pi_{i=1}^{k} p_i} = n - p - q + 1 \sigma$$

hence $ab$ differs from $\frac{\phi(n)}{\Pi_{i=1}^{k} p_i}$ only by $e = - \frac{2^{100} - 1}{2^{100}}$. The numerator is of size $\log(n/2)$, hence, if it does not exceed the denominator by a fairly large number of bits, the value of $ab$ is basically known and decryption can be performed.

When the exact splitting of the factors of $\sigma$ into $u$ and $v$ are known, as well, the previous analysis can be pushed further. Reducing the relation $n = (2u + 1)(2v + 1)$ modulo $u$, we find that $n = 2v + 1 \mod u$ and we can calculate $d = b \mod u$. Similarly, we learn $c = a \mod v$. We get $a = ru + c$ and $b = su + d$, with $r, s$ unknown and, using the fact that $\sigma = uv$, we obtain:

$$n = (2ru + 2c + 1)(2su + 2d + 1) = 4rs\sigma^2 + 2\sigma(r(2d + 1) + s(2c + 1)) + (2c + 1)(2d + 1)$$

which is of the form

$$n = 4rs\sigma^2 + 2\sigma(a\sigma + \beta\sigma) + \gamma$$

with known $\alpha$, $\beta$, and $\gamma$. Reducing modulo $\sigma^2$, this provides the value $\delta = a\sigma + \beta\sigma \mod \sigma$. At this point, our analysis becomes quite technical and the reader may skip the following and jump to the conclusion that $n \gg \sigma^4$.

For the interested reader, we note that the pair $(r, s)$ lies in the two-dimensional lattice $L$ defined by

$$L = \{(x, y) | ax + \beta y = \delta \mod \sigma\}$$

This lattice has determinant $\sigma$. Also, it is easily seen that $a$ and $\beta$ are bounded by $2\sigma$ and $\gamma$ by $\sigma^2$. From this we get

$$rs \leq \frac{n}{4\sigma^2} \leq rs + r + s + 1 = (r + 1)(s + 1)$$

Thus, the pair $(r, s)$ is very close to the boundary of the curve $C$ with equation $xy = \frac{n}{\sigma^2}$. More precisely, the distance between the pair $(r, s)$ and the curve does not exceed $\sqrt{2}$. This defines a geometric area $A$ that includes $(r, s)$. Now, key generation usually induces constraints that limit the possible range of the parameters. For this reason, it is appropriate to replace $C$ by the line $x + y = \frac{n}{\sigma^2}$. In order to estimate the size of $A$. This leads to an approximation which is $O(\frac{\sqrt{n}}{\sigma^4})$. The number of lattice points from $L$ in this area is, in turn, measured by the ratio between the size of $A$ and the determinant, which is $\frac{\sqrt{n}}{\sigma^4}$. It is safe to ensure that this set is beyond exhaustive search, which we express by $n \gg \sigma^4$.

Note that the ratio $|n|/|r|$ is the expansion rate of the encryption, where $|n|$ denotes, as usual, the size of $n$ in bits. It is of course desirable to make this rate as low as possible. On the other hand, as a consequence of the above remarks, we see that $\frac{\sqrt{n}}{\sigma^4} - |r|$ should be large. Asymptotically, this is achieved as soon as we fix an expansion rate which is $\geq 4$. For real-size parameters, we suggest to respect the heuristic bound $\frac{\sqrt{n}}{\sigma^4} - |r| \geq 128$, which is consistent with our minimal parameters. Larger parameters allow a slightly better expansion rate.

2.5 Performances

Despite its expansion rate, the new cryptosystem is quite efficient: encryption requires the elevation of a constant 768-bit number to a 160-bit power. Several batch ([21, 23]) and pre-processing ([22]) techniques can speed-up such computations, which might be a small advantage over RSA.

Decryption is slightly more awkward since k exponentiations are needed. But this number can be reduced in a few ways:

Firstly, while computing $\phi(n)^{p_i} \mod n$ for each $i$, it is possible to first store $c = c^{4ab} \mod n$ and raise $c$ to the successive powers $\sigma / p_i$ so that (besides the first one), the remaining exponentiations involve 160-bit powers. One can further, in the square-and-multiply algorithm, share the “square” part of the various exponentiations. A careful bookkeeping of the number of modular multiplications obtained by setting $|n| = 768$ and choosing sixteen 10-bit primes $p_i$, shows that the total number of modular multiplications decreases to 2352: 912 for the computation of $c$ and 1440 for the rest. Actually, the “multiply” part can be somewhat amortized as well: we refer to [21] for a proper description of such an optimized exponentiation strategy. The resulting computing load is less than what is needed for a couple of RSA encryptions with a similar modulus.

Unfortunately, there is a drawback in reducing the value of $k$: in the 30-prime variant it is necessary to store 1718 different $(i, j)$ hash values. Hashing on two bytes seems enough and results in an overall memory requirement of four kilobytes. In the 16-prime variant, hash values of 3 bytes are necessary and the table size becomes $\approx 100$ kilobytes. As observed at the end of section 2.2, the hash table can be drastically reduced at the cost of a minute computation overhead.

Another speed-up can be obtained by separately performing decryption modulo $p$ and $q$ so as to take advantage
of smaller operand sizes. This alone, divides the decryption workfactor by four.

Finally, decryption is inherently parallel and naturally adapted to array processors since each \( m_i \) can be computed independently of all the others.

2.6 Implementation

The new scheme (768-bit \( n, k = 30 \)) was actually implemented on a 68HC05-based ST16CF54 smart-card (4,096 EEPROM bytes, 16,384 ROM bytes and 352 RAM bytes). The public key is only 96-byte long and as in most smart-card implementations, it's storage is avoided by a command that re-computes the modulus from its factors upon request (re-computation and transmission take 10 ms). For further space optimization \( g \)'s first 91 bytes are the byte-reversed binary complement of \( n \)'s last 91 bytes. Decryption (a 4,119-byte routine) takes 3,912 ms. Benchmarks were done with a 5 MHz oscillator and ISO 7816-3 T=0 transmission at 115,200 bauds.

3 The probabilistic version

3.1 The setting

We now turn to the probabilistic version of the scheme. As already explained, we adopt a more complexity-oriented approach and, for example, we view \( B \) as bounded by a polynomial in \( \log n \). The probabilistic version replaces the ciphertext \( g^x \mod n \) by \( c = x^p \mod n \), where \( x \) is chosen at random among positive integers \( < n \). Decryption remains identical. This is due to the fact that the effect of multiplying by \( x^p \) is cancelled by raising the ciphertext to the various powers \( g^{m_i} \), as performed by the decryption algorithm. Note that this version requires \( \sigma \) to be public.

The resulting scheme is homomorphic, which means that \( E(m + m') \mod \sigma = E(m)E(m') \mod n \). Probabilistic homomorphic encryption has received a lot of applications, both practically and theoretically oriented. To name a few, we quote the early work of Benaloh on election schemes ([4]) and the area of zero-knowledge proofs for NP (see [13, 3]). Known such schemes are the Quadratic Residues schemes of Goldwasser and Micali ([12]) which encrypts only one bit and its extensions to higher residues modulo a single prime (see [4]), which encrypts a few bits. As already explained in section 1, these schemes suffer from a serious drawback: a complexity theoretic analysis has to view the ciphertext as logarithmic in the size of the ciphertext. In other words, the expansion rate, i.e. the ratio between the length of the ciphertext and the length of the cleartext is huge. In our proposal, this ratio is exactly \( \frac{\log n}{\log p} \). Note that our assumption that \( \sigma \) is \( B \)-smooth, for some small \( B \), does not preclude a linear ratio. The maximum size of \( \sigma \) is \( \sum_{p \leq B} \log p \), where \( p \) ranges over primes and it is known that \( \theta(B) = \sum_{p \leq B} \log p \approx B \). Thus, even if \( B \) is logarithmic in \( n \), there are enough primes to make \( \log n \) a linear proportion of \( \log n \). This is a definite improvement over previous homomorphic schemes. Note however that, following the comments in section 2.4, it is safe to take \( \frac{\log n}{\log p} < 1/4 \).

3.2 A complexity theoretic approach

We already observed that the security of our proposal is related to the question of distinguishing higher residues modulo \( n \), that is integers of the form \( x^p \mod n \), when \( p \) is a prime divisor of \( \phi(n) \). In the rest of this section, we want to clarify this relationship in the asymptotic setting of complexity theory. In view of the remarks just made, we find it convenient to assume that the ratio \( \frac{\log n}{\log p} \) has a fixed value \( \alpha < 1/4 \).

We also fix a polynomial \( B \) in \( \log n \). The parameters which are of interest to us are pairs \((n, \sigma)\) such that \( \sigma \) is squarefree, odd and \( B \)-smooth, \( n \) is a product of two primes \( p, q, \sigma \) is a divisor of \( \phi(n) \) prime to \( \phi(n)/\sigma \) and \( \frac{\log n}{\log p} = \alpha \). We call any integer \( n \) that appears as first coordinate of such a pair \((B, \alpha)\)-dense. Distinguishing higher residues is usually considered difficult (see [4]). We conjecture that this remains true when \( n \) varies over \((B, \alpha)\)-dense integers. Towards a more precise statement, let \( R_p(n, y) \) be one if \( y \) is a \( p \)-th residue modulo \( n \) and zero otherwise. Define a higher residue oracle to be a probabilistic polynomial time algorithm \( A \) which takes as input a triple \((n, y, p)\) and returns a bit \( A(n, y, p) \) such that the following holds:

\[
Pr\{A(n, y, p) = R_p(n, y)\} \geq 1 - \frac{1}{\log n} + \frac{1}{Q}
\]

where the probability is taken over the random choices of \( A \) and its inputs, conditionally to the event that \( n \) is \((B, \alpha)\)-dense and \( p \) is a divisor of \( \phi(n) \).

Our Intractability Hypothesis is that there is no higher residue oracle. The constant \( 1 - \frac{1}{\log n} \) comes from the obvious strategy for approximating \( R_p \), which consists in constantly outputting zero. This strategy is successful for a proportion \( 1 - \frac{1}{\log n} \) of the inputs.

3.3 A security proof

The security of probabilistic encryption scheme has been investigated in [12]. In this paper, the authors introduced the notion of semantic security: given two messages \( m_0 \) and \( m_1 \), a message distinguisher is a probabilistic polynomial time algorithm \( D \), which distinguishes encryptions of \( m_1 \) from encryptions of \( m_0 \). More accurately, it outputs a bit \( D(n, \sigma, y, g) \) in such a way that, setting

\[
\theta = \frac{\log n}{\log p}
\]

where \( E(m_1) \) is the set of encryptions of \( m_1 \), the following holds:

\[
\exists Q \text{ such that, for infinitely many values of } n, \left|\theta - \theta_1\right| \geq \frac{1}{Q}
\]

Semantic security is the assertion that there is no pair of polynomial time algorithms \( F, D \) such that \( F \) produces two messages for which \( D \) is a message distinguisher.

Theorem 1 Assume that no higher residue oracle exists. Then, the probabilistic version of the encryption scheme has semantic security.

The proof of this result uses the hybrid technique for which we refer to [11]. It is technical in character and we have chosen to only include a sketch of the proof in the appendix to the present paper.

4 Applications and variants

Even if we do not expect large scale replacement of RSA by our scheme, we feel that the latter is worth some academic interest. Especially, we believe that it opens up new applications. We have not yet fully investigated those potential applications but we give some suggestions below.
### 4.1 Traceability

Our proposal could offer some help in the management of key escrowing services. Consider the variant of the Diffie-Hellman key exchange protocol, where a composite modulus $n$ is used. Such a variant has been studied by various researchers including Mc Curley in [20], where it is shown that some specific choices lead to a scheme that is at least as difficult as factoring. Assume further that the modulus $n$ and the base for exponentiations $g$ are chosen as described in section 1. It has been proposed (see e.g. [14]) that $g$ and $n$ could be defined by some kind of TTP (Trusted Third Party).

Now, the user's public key $y$ and his secret key $x$ are related by $y = g^x \mod n$. It is conceivable to leave the choice of $x$ to the user with the provision that $x \mod \sigma = ID$, where $ID$ is the identity of the user. This can be checked by the TTP upon registration of the key. Thus, we have reached a situation where the identity is embedded in the public key through a trapdoor, although the actual key is not. One should not however overestimate the resulting functionality. It could be useful in scenarios where traceability is made possible via escrowing but where confidentiality cannot be broken even with the help of the escrowing services. Alternatively, it might be used to split traceability and secret key recovery between key escrowers. Note that the above proposal requests that $\sigma$ is made public: as already observed, this does not seem to endanger the scheme.

### 4.2 Variants of the scheme

As is often the case, one can design numerous variants of the basic scheme. We will mention two because of their potential applications.

**Use of moduli with three prime factors**  
As for RSA, it is possible to embed three prime factors $p, q, r$ in the modulus in place of two. The construction is straightforward: the small odd primes $p, q$ are split into three groups thus yielding, by multiplication, three integers $u, v, w$. The three primes are then sought among integers of the form $2au + 1$ (resp. $2bu + 1$, resp. $2cu + 1$). It seems possible to keep the minimum size of $n$ to 768 bits, which allows $a, b, c$ to be around 200 bits. Following an idea of Maurer and Yakobi ([8]), we can then have a complete trapdoor for the discrete logarithm with base $g$: once the $\sigma$ part has been computed, there remains to compute the logarithm modulo $a, b$ and $c$, which is not immediate but well within the reach of current technology, since these numbers are 200 bit integers. Again, the variant could prove useful in key escrowing scenarios of, say, Diffie-Hellman keys, where it might be desirable to have a lengthy recovery of the secret key for consumer's protection.

**Multiplicative encryption**  
In this variant, $\sigma$ is made public and encryption applies to messages of length $k$, $m = \sum_{i=1}^{k} m_i d_i - 1$. In order to encrypt $m$, one computes $c = \prod_{i=1}^{k} P_i$, and apply probabilistic encryption to $c$. Of course, the bandwidth of this variant is very low: using a 768 bit modulus $n$ and choosing the first 30 odd primes for $p, q, s, t$, we obtain a 30 bit input and a 768 bit output. Allowing a larger input has drastic consequences in terms of the size of $n$. The value of $\sigma$ is close to $2^{200}$ when the first $k$ primes are used with $k = 80$ but reaches $2^{900}$ for $k = 128$ and $2^{1300}$ for $k = 160$. Using the heuristic bound mentioned in section 2.4, we get for the length of $n$ something beyond 5000 bits if $k$ is 160. This goes down to 2400 bits when $k = 80$.

As a result, the variant just described is not really practical and there is little chance that it can ever be adopted as an actual encryption scheme. On the other hand, the ciphertext $c(m)$ can be used in an encryption scheme à la El Gamal. The modulus is not prime since it is an RSA modulus, but it makes no difference on the user's side. From $h = c(m)$, he can manufacture a public key $y$ with a corresponding matching secret key $x$ of his choice $y = h^x \mod n$. The resulting cryptosystem allows ciphertext traceability in the sense of Desmedt (see [9]). Our proposal enables to trace ciphertexts by a technique similar to the one used by Desmedt, but decreases the size of the modulus from something like 10000 bits to 2500 bits. The tracing algorithm goes as follows: extract from an El Gamal encryption the part $u = h^x \mod n$ and apply the decryption algorithm, treating $u$ as a ciphertext. The decryption algorithm will basically find the original message $m$, which provides the identity of the user and from which $h$ was built. Several errors may occur due to the fact that $r$ might have some of the $p_i$'s as divisors: the corresponding decrypted values of $m_i$ will be set to 1, regardless of their original values. The correct value can be found if a sample of ciphertexts are available or, alternatively, if an error-correction capacity has been added to $m$. Such an error-correction mechanism is highly advisable anyway in view of the attacks against software key escrow reported in [15].

Note that, one can further reduce the size of the exponent. This is because 40 bits may be considered enough for tracing purposes. The value of $\sigma$ goes down to approximately $2^{100}$ and 1088 bits becomes an acceptable minimum length for the modulus.

### 5 Challenge

It is a tradition in the cryptographic community to offer cash rewards for successful cryptanalysis. More than a simple motivation means, such rewards also express the designers' confidence in their own schemes. As an incentive to the analysis of the new scheme, we therefore offer $5 \times 10^6$ to whoever will decrypt:

$$c = 133706e5618416fe35d61890fa4e51eae989449$$

$$bd0496667e987e1d4fb0493283b044bb7391f9$$

$$094461e0014695eb6798aab4dd49164dc48$$

$$6d280b067c4dc6a5cf497b7c2c7c7205212a49$$

$$d149c8746e02e3462a2ee21da36a16$$

$$g = 09b5c6a783999ed4f3eb701a5065154f7f4f1517$$

$$6d731b4397875d2e6a924415e11147059084a7b$$

$$c352ad1a1903c63a84ef7edc42c208a8d3d3bf$$

$$d3d2727b7007200e12c17d5cf9a845147c62$$

$$a9fb87882b15204e44fba6e63273416$$

$$n = 145996178d89e4f36h701a5065154f7f4f1517$$

$$d6b96ed1407e80dc161e0b39e5ff8c7bbb0b$$

$$db23744a42e7645b14b098ad0f78586e06e0$$

$$2cd4d7268657776045b19f7011bc76c0e0a$$

$$5c37e279b02d90ff96256a983751116$$

where $k = 30$ (the $i$-th odd prime) and the message is ASCII-encoded. The challenger should be the first to decrypt at least 50% of $c$ and publish the cryptanalysis method but the authors are ready to carefully evaluate $ad valorem$ any feedback they get.
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3. There are only polynomially many hybrids.

In such a situation, [11] shows that D distinguishes two neighbouring hybrids. Our hybrids are formed by considering a message $\mu_i$, such that

$$\mu_i = m_0 \bmod p_j \text{ for } j > i$$

and

$$\mu_i = m_1 \bmod p_j \text{ for } j \leq i$$

and letting $Y_i$ be uniformly distributed over the set $E(\mu_i)$ of encryptions of $\mu_i$. It is easily seen that conditions 1, 2 and 3 are satisfied. Thus, for some index $i$, $D$ significantly distinguishes $Y_i$ and $Y_{i-1}$. Set $\mu = \mu_i$, $p = p_i$ and let $\mu'$, $1 \leq j \leq p$, be the unique message such that

$$\mu' = \mu \bmod p_i \text{ for } \ell \neq i \text{ and } \mu' = j \bmod p$$

We note that, both $\mu_i$ and $m_{i-1}$ appear among the $\mu's$ and we show that $D$ cannot distinguish encryptions of any two of the $\mu's$. This will yield the desired contradiction.

Let

$$\pi_j = \Pr[D(n, \sigma, g, y) = 1| y \in E(\mu_i)]$$

and assume that some $\pi_i$ significantly exceeds the other ones. In other words, $\pi_i \geq \sup_{j \neq i} \pi_j + \frac{\delta}{\sqrt{p}}$ for some polynomial $Q$ and infinitely many values of $|n|$. We show how to predict $p$-th residuosity: given $z$, we run $D$ over a large sample $N$ of inputs $(n, \sigma, y)$ where $y = x^y z^{x^y} g^{x^y}$, with $x > n$ and $f \leq p$ chosen at random, and we average the outputs. Now, if $z$ is a $p$-th residue, then $y$ simply varies over $E(\mu_i)$, whereas, if $z$ is not a $p$-th residue, $y$ randomly varies over the union of all $E(i_j)$. Thus, in the first case, the average is close to $\pi_i$, whereas, in the second case, it is approximately $\sum_{j=1}^{p} \pi_j / p$. It is easily seen that the difference is bounded from below by $\frac{\sqrt{p}}{\sqrt{\sqrt{p}}} \delta$. Using the law of large numbers, this is enough to make the proper decision on the $p$-th residuosity, with probability as close to 1 as we wish, by using only polynomially large samples. This finishes the proof.

**Remarks.**

1. Turning the previous sketch into a complete proof involves a technical but rather long write-up: especially, a precise version of the law of large numbers has to be made explicit, e.g. by using the Chebyshev inequality. Also, the values of $\pi_i$ and $\sum_{j=1}^{p} \pi_j / p$ are not known a priori and should be approximated as well using the law of large numbers. We urge the interested reader to consult [11] for similar proofs.

2. The higher residuosity oracle that was built in the proof for the sake of contradiction uses inputs $\sigma$ and $g$ on top of $n$, $y$ and $p$. Actually, one can check that everything goes through, mutatis mutandis, if $\sigma$ is replaced by $\overline{\sigma} = \prod_{p \leq n} p$.

Thus $\sigma$ is not really needed. As for $g$, as seen in section 2.1, it can be chosen at random: a proper choice will be spotted by sampling the corresponding oracle and checking its correctness.

**Appendix: Sketch of the Security Proof.**

We show that any message distinguisher can be turned into an algorithm that recognizes higher residues. We let $D$ be a distinguisher for two messages $m_0$ and $m_1$ and start from the fact that, keeping the above notations, $\theta_0$ and $\theta_1$ are significantly distinct. We next use the hybrid technique for which we refer to [11], pp. 91-93. Hybrids consist of a sequence of random variables $Y_i$, $0 \leq i \leq k$, such that

1. Extreme hybrids collide with $E(m_0)$ and $E(m_1)$ respectively.

2. Random values of each hybrid can be produced by a probabilistic polynomial time algorithm.