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1 Introduction

Public key cryptography was proposed in the 1976 seminal article of Diffie and Hellman [6]. One year later, Rivest, Shamir and Adleman introduced the RSA cryptosystem as a first example. From an epistemological perspective, one can say that Diffie and Hellman have drawn the most extreme consequence of a principle stated by Auguste Kerckhoffs in the XIXth century : “le mécanisme de chiffrement doit pouvoir tomber sans inconvénient aux mains de l’ennemi”. Indeed, Diffie and Hellman understood that only the deciphering operation has to be controlled by a secret key : the enciphering method may perfectly be executed by means of a publicly available key, provided it is virtually impossible to infer the secret deciphering key from the public data.

Today, algorithms have replaced mechanisms and the wording “virtually impossible” has been given a formal meaning using the theory of complexity. This allows a correct specification of the security requirements, which in turn can be established by means of a security proof.

2 The RSA cryptosystem

In modern terms, a public-key encryption scheme on a message space $\mathcal{M}$ consists of three algorithms $(\mathcal{K}, \mathcal{E}, \mathcal{D})$ :
- the key generation algorithm $\mathcal{K}(k)$ outputs a random pair of private/public keys $(sk, pk)$, relatively to a security parameter $k$
- the encryption algorithm $\mathcal{E}_{pk}(m;r)$ outputs a ciphertext $c$ corresponding to the plaintext $m \in \mathcal{M}$, using random coins $r$
- the decryption algorithm $\mathcal{D}_{sk}(c)$ outputs the plaintext $m$ associated to the ciphertext $c$.

We will occasionally omit the random coins and write $\mathcal{E}_{pk}(m)$ in place of $\mathcal{E}_{pk}(m;r)$. Note that the decryption algorithm is deterministic.

The famous RSA cryptosystem has been proposed by Rivest, Shamir and Adleman [14]. The key generation algorithm of RSA chooses two large primes $p$, $q$ of equal size and issues the so-called modulus $n = pq$. The sizes of $p$, $q$ are set in such a way that the binary length $|n|$ of $n$ equals the security parameter $k$. Additionally, an exponent $e$, relatively prime to $\varphi(n) = (p - 1)(q - 1)$ is chosen,

---

1 The enciphering mechanism may fall into the enemy’s hands without drawback.
so that the public key is the pair \((n, e)\). The private key \(d\) is the inverse of \(e\) modulo \(\varphi(n)\). Variants allow the use of more than two prime factors.

Encryption and decryption are defined as follows:

\[
E_{n,e}(m) = m^e \mod n, \quad D_{n,d}(c) = c^d \mod n.
\]

Note that both operations are deterministic and are mutually inverse to each other. Thus, the RSA encryption function is a permutation. It is termed a trapdoor permutation since decryption can only be applied given the private key.

The basic security assumption on which the RSA cryptosystem relies is its one-ayness (OW): using only public data, an attacker cannot recover the plaintext corresponding to a given ciphertext. In the general formal setting provided above, an encryption scheme is one-way if the success probability of any adversary \(A\) attempting to invert \(E\) (without the help of the private key), is negligible, i.e. asymptotically smaller than the inverse of any polynomial function of the security parameter. Probabilities are taken over the message space \(\mathcal{M}\) and the random coins \(\Omega\). These include both the random coins \(r\) used for the encryption scheme, and the internal random coins of the adversary. In symbols:

\[
\text{Succ}^\omega(A) = \Pr[(pk, sk) \leftarrow \mathcal{K}(1^k), m \leftarrow \mathcal{M} : A(pk, E_{pk}(m)) = m].
\]

Formally, the assumption that RSA is one-way is stronger than the hardness of factoring. Still, it is widely believed and the only method to assess the strength of RSA is to check whether the size of the modulus \(n\) outweighs the current performances of the various factoring algorithms.

3 From Naive RSA to OAEP

The “naive” RSA algorithm defined in the previous section cannot be used as it stands: in particular, it has algebraic multiplicative properties which are highly undesirable from a security perspective. Accordingly, it was found necessary to define formatting schemes adding some redundancy. For several years, this worked by trials and errors, as shown by the subtle attack against the PKCS #1 v1.5 encryption scheme devised by Bleichenbacher [4]. In this attack, the adversary discloses the secret key of an SSL server based on the information coming form the error messages received when an incorrectly formatted ciphertext is submitted to the server. Thus, a more formal approach appeared necessary.

The starting point of the new approach is semantic security, also called polynomial security/indistinguishability of encryptions, introduced by Goldwasser and Micali [9]: an encryption scheme is semantically secure if no polynomial-time attacker can learn any bit of information about the plaintext from the ciphertext, except its length. More formally, an encryption scheme is semantically secure if, for any two-stage adversary \(A = (A_1, A_2)\) running in polynomial time, the advantage \(\text{Adv}^\text{ind}(A)\) is negligible, where \(\text{Adv}^\text{ind}(A)\) is formally defined as

\[
2 \times \Pr \left[ (pk, sk) \leftarrow \mathcal{K}(1^k), (m_0, m_1, s) \leftarrow A_1(pk), \\
\quad b \leftarrow \{0, 1\}, c = E_{pk}(m_b) : A_2(m_0, m_1, s, c) = b \right] - 1,
\]
where the probability space includes the internal random coins of the adversary, and $m_0, m_1$ are two equal length plaintexts chosen by $A_1$ in the message-space $\mathcal{M}$.

The above definition only covers passive adversaries. It is a \textit{chosen-plaintext} or \textit{CPA attack} since the attacker can only encrypt plaintext. In extended models, the adversary is given access to a decryption oracle which returns the decryption of any ciphertext $c$, with the only restriction that it should be different from the challenge ciphertext $c$. This scenario is is termed the \textit{adaptive chosen-ciphertext attack} (CCA2) [13].

The OAEP padding scheme (optimal asymmetric encryption padding) was proposed by Bellare and Rogaway [3] in 1994. It is depicted on figure 1. For a long time it was believed that OAEP achieved CCA2 security, based on an almost mathematical proof relying on the one-wayness of the RSA function. The word “almost” here refers to the use of the so-called \textit{random oracle model} which models $G$ and $H$ in figure 1 as functions which return random independant values, which is not formally correct.

4 \textbf{Rime, Fall and Repair of OAEP}

In 2001, Victor Shoup [16] showed by means of a subtle counter-example, the the proof of Bellare and Rogaway only applied in the restricted attack setting where the adversary can query the decryption oracle before it receives the challenge ciphertext $c$ (sometimes referred as CCA1). It did not necessarily mean that OAEP was itself flawed. In any case, a new proof was needed.

Surprisingly, the repaired proof appeared shortly afterwards in [8]. Albeit based on the same methodology, it is significantly different and uses additional algebraic tools, notably two-dimensional lattices, which did not appear in the earlier proof. Thus, the multiplicative properties of RSA, which motivated the quest for formatting schemes, help for the security proof. It should also be noted that alternative formatting schemes, with a more direct security proof have been recently designed. However, OAEP is a widely used standard [15] and it is unclear whether it will be replaced by these challengers.
5 Conclusion

The lesson to learn from the above is that cryptography should proceed with care. Twenty-five centuries were needed before the discovery of public key cryptography by Diffie and Hellman. It took twenty-five more years to understand how RSA could be correctly practiced. No cryptographic algorithm can be designed and validated in twenty-five minutes or twenty-five hours, not even twenty-five days.
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