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ABSTRACT

We consider the evaluation of first-order queries over classes of databases that are nowhere dense. The notion of nowhere dense classes was introduced by Nešetřil and Ossona de Mendez as a formalization of classes of "sparse" graphs and generalizes many well-known classes of graphs, such as classes of bounded degree, bounded tree-width, or bounded expansion. It has recently been shown by Grohe, Kreutzer, and Siebertz that over nowhere dense classes of databases, first-order sentences can be evaluated in pseudo-linear time (pseudo-linear time means that for all ε there exists an algorithm working in time O(n1+ε), where n is the size of the database). For first-order queries of higher arities, we show that over any nowhere dense class of databases, the set of their solutions can be enumerated with constant delay after a pseudo-linear time preprocessing.

In the same context, we also show that after a pseudo-linear time preprocessing we can, on input of a tuple, test in constant time whether it is a solution to the query.

1 INTRODUCTION

Query evaluation is one of the most central tasks of a database system, and a vast amount of literature is devoted to the complexity of this problem. Given a database D and a query q, the goal is to compute the set q(D) of all solutions for q over D. Unfortunately, the set q(D) might be much bigger than the database itself, as the number of solutions may be exponential in the arity of the query. It can therefore be insufficient to measure the complexity of answering q on D only in terms of the total time needed to compute the complete result set q(D). One can imagine many scenarios to overcome this situation. We could for instance only want to compute the number of solutions or just compute the k most relevant solutions relative to some ranking function.

We consider here the complexity of the enumeration of the set q(D), i.e., generating one by one all the solutions for q on D. In this context two parameters play an important role. The first one is the preprocessing time, i.e. the time it takes to produce the first solution. The second one is the delay, i.e. the maximum time between the output of any two consecutive solutions. An enumeration algorithm is then said to be efficient if these two parameters are small. For the delay, the best we can hope for is constant time: depending only on the query and independent from the size of the database. For the preprocessing time an ideal goal would be linear time: linear in the size of the database with a constant factor depending on the query. When both are achieved we say that the query can be enumerated with constant delay after linear preprocessing.

Constant delay enumeration after linear preprocessing cannot be achieved for all queries over all databases (this is known modulo an assumption in parameterized complexity theory, since the evaluation of boolean FO queries is AW[1]-complete [10]). But for restricted classes of queries and databases, several efficient enumeration algorithms have been obtained. This is the case for instance for free-connex acyclic conjunctive queries over arbitrary databases [5], first-order (FO) queries over classes of databases of bounded degree [11, 19], monadic second-order (MSO) queries over classes of databases of bounded tree-width [4, 21], and FO queries over classes of databases of bounded expansion [20].

In some scenarios only pseudo-linear preprocessing time has been achieved. A query can be enumerated with constant delay after pseudo-linear preprocessing if for all ε there exists an enumeration procedure with constant delay (the constant may depend on ε) and preprocessing time in O(|D|1+ε), where |D| denotes the size of the database. This has been achieved for FO queries over classes of databases of low degree [12] or of local bounded expansion [29].

A special case of enumeration is when the query is boolean. In this case the preprocessing computes the answer to the query. In order to be able to enumerate queries of a given language efficiently, it is therefore necessary to be able to solve the boolean case efficiently.

It has been shown recently that boolean FO queries can be evaluated in pseudo-linear time over nowhere dense classes of databases [16]. The notion of nowhere dense classes was introduced in [24] as a formalization of classes of "sparse" graphs and generalizes all the classes mentioned above [25]. Among classes of databases that are closed under subdatabases, the nowhere dense classes are the largest possible classes enjoying efficient evaluation of FO queries [22] (modulo an assumption in parameterized complexity theory). It has also been shown that over nowhere dense classes of databases, counting the number of solutions to a given FO query can be achieved in pseudo-linear time [17].

Main result. In this paper we show that enumeration of FO queries on nowhere dense classes of databases can be done with constant delay after pseudo-linear preprocessing. This completes the picture of the complexity of FO query evaluation on nowhere dense classes and, due to the above mentioned result of [22], on all classes that are closed under subdatabases. We also show that for
any nowhere dense class of databases, given a FO query \( q \) and a database \( D \) in the class, after a pseudo-linear time preprocessing we can test in constant time whether an arbitrary input tuple belongs to the result set \( q(D) \).

**Proof method.** Our algorithms for enumerating and testing are based on the following ingredients. Instead of Gaifman’s normal form (which usually serves as a starting point for algorithmic meta-theorems) we use a normal form provided by [17]. This normal form works efficiently only in the nowhere dense case and requires using explicit distance predicates in the formulas. However, it has the advantage of controlling the quantifier-rank of the local formulas. Towards evaluating local formulas we use the result that one can compute in pseudo-linear time a representative “cover” of the database by means of neighborhoods [16]. We also make use of the game characterization of nowhere dense classes [16] showing that any neighborhood can be decomposed in finitely many steps. Then, a local formula is evaluated within a neighborhood of the cover by induction on the number of remaining steps in the game until the neighborhood is trivial. The enumeration for a combination of local formulas is then done following a scheme already present in [29]: Enumeration requires precomputing pointers that allow to jump from one solution to the next one. We use a pointer mechanism similar to the one used in [29] for the local bounded expansion case.

**Technical challenges.** Constant delay enumeration after pseudo-linear preprocessing was already achieved for FO queries over classes of databases having bounded expansion [20] or local bounded expansion [29]. The nowhere dense case is significantly harder. The bounded expansion case was solved using a quantifier elimination procedure reducing all FO queries to the quantifier-free ones. It seems unlikely that such a quantifier elimination procedure exists for databases with local bounded expansion [29]. The nowhere dense case is significantly harder. This was enough for databases with local bounded expansion and the neighborhood covers needed for solving the boolean case [16]. This was enough for databases with local bounded expansion, as the neighborhoods had bounded expansion and FO queries could then be evaluated on them. For the nowhere dense case we need a significantly more complicated argument using further tools: the game characterization of [16] and the Rank-Preserving Normal Form Theorem of [17].

**Organization.** The rest of the paper is structured as follows. Section 2 provides basic notations, Section 3 gives an overview of our proof, Section 4 presents our main algorithm, and Section 5 concludes the paper. Some additional examples can be found in the appendix.

## 2 PRELIMINARIES AND MAIN RESULT

By \( \mathbb{N} \) we denote the non-negative integers, and we let \( \mathbb{N}_{>1} := \mathbb{N} \setminus \{0\} \). By \( \mathbb{R}_{>0} \) we denote the set of positive reals. For \( m, n \in \mathbb{N} \) we let \( [m, n] := \{i \in \mathbb{N} : m \leq i \leq n \} \), and we let \( \{m\} := \{1, m\} \).

Throughout this paper, \( \epsilon \) will always be a positive real number, and \( \ell, r, s, i, j, k \) will be elements of \( \mathbb{N} \). For a tuple \( \mathcal{X} \) of arity \( k \), we will write \( x_i \) to denote its \( i \)-th component (for \( i \in [k] \)).

**Structures and first-order queries.** A relational schema is a finite set of relation symbols, each having an associated arity. A finite relational structure \( \mathcal{A} \) over a relational schema consists of a finite set, the domain of \( \mathcal{A} \), together with an interpretation of each relation symbol \( R \) of arity \( k \) of the schema as a \( k \)-ary relation over the domain, denoted \( R(\mathcal{A}) \). A database is a finite relational structure.

A structure \( \mathcal{B} \) is a substructure of \( \mathcal{A} \) if the domain of \( \mathcal{B} \) is included in the domain of \( \mathcal{A} \) and each relation of \( \mathcal{B} \) is included in the corresponding relation of \( \mathcal{A} \). We say that a class \( C \) of structures (or databases) is closed under substructures (or subdatabases) if for every structure \( \mathcal{A} \) in \( C \) and every substructure \( \mathcal{B} \) of \( \mathcal{A} \) we have that \( \mathcal{B} \) is in \( C \).

If \( \mathcal{A} \) is a structure with domain \( A \) and \( B \subseteq A \) is a subset of its domain, we denote by \( \mathcal{A}[B] \) the substructure of \( \mathcal{A} \) induced by \( B \), i.e., \( \mathcal{A}[B] \) is the structure \( \mathcal{B} \) with domain \( B \) and \( R(B) = R(\mathcal{A}) \cap B_k \) for each relation symbol \( R \) of arity \( k \).

We fix a standard encoding of structures as input, see for example [1]. We denote by \( |\mathcal{A}| \) the size of (the encoding of) \( \mathcal{A} \), while \( |\mathcal{A}| \) denotes the size \( |A| \) of its domain. Without loss of generality we assume that the domain \( A \) comes with a linear order. If not, we arbitrarily choose one, for instance the one induced by the encoding of \( \mathcal{A} \). This order induces a lexicographical order among the tuples over \( A \).

A query is a first-order formula. We assume familiarity with first-order logic, FO, over relational structures (cf., e.g., [1, 23]). We use standard syntax and semantics for FO. In particular we write \( q(\mathcal{X}) \) to denote the fact that the free variables of the query \( q \) are exactly the variables in \( \mathcal{X} \). The length of \( \mathcal{X} \) is called the arity of the query. The size of a query \( q \) is the number of symbols needed to write down the formula and is denoted by \( |q| \).

We write \( \mathcal{A} \models q(\mathcal{A}) \) to indicate that \( \mathcal{A} \) is a solution for \( q \) over \( \mathcal{A} \). We write \( q(\mathcal{A}) \) to denote the set of tuples \( \mathcal{A} \) such that \( \mathcal{A} \models q(\mathcal{A}) \).

A sentence is a formula with no free variable, i.e. of arity 0. It is either true or false over a structure and therefore defines a property of structures, i.e., a boolean query. Given a relational structure \( \mathcal{A} \) and a sentence \( q \), the problem of testing whether \( \mathcal{A} \models q \) is called the model checking problem. Often, the problem is restricted to a particular class \( C \) of relational structures.

**Model of computation and complexity.** As usual when dealing with linear time, we use Random Access Machines (RAM) with addition, multiplication and uniform cost measure as a model of computation.

All problems encountered in this paper have two inputs: a structure \( \mathcal{A} \) and a query \( q(\mathcal{X}) \). However, they play different roles as \( |\mathcal{A}| \) is often very large while \( |q| \) is generally small. We adopt the data complexity point of view [31]. When we say linear time we mean in time \( O(|\mathcal{A}|) \), the constants hidden behind the “big \( O \)” depending on \( q \), on the class \( C \) of structures under investigation, and possibly on further parameters that will be clear from the context. We say that a problem is solvable in pseudo-linear time if, for all \( \epsilon \), it can be solved in time \( O(|\mathcal{A}|^{1+\epsilon}) \). In this case, the constant factor also depends on \( \epsilon \). If a subroutine of a procedure depending on \( \epsilon \) produces an output of size \( O(|\mathcal{A}|^\epsilon) \) we will say that the output is pseudo-constant.

**Distance and neighborhoods.** Fix a structure \( \mathcal{A} \) of domain \( A \). The Gaifman graph of \( \mathcal{A} \) is the undirected graph whose set of
vertices is \( A \) and whose edges are the pairs \((a, b)\) such that \( a \) and \( b \) occur in a tuple of some relation of \( \mathcal{A} \). Given two elements \( a \) and \( b \) of \( A \), the distance between \( a \) and \( b \) is the length of a shortest path between \( a \) and \( b \) in the Gaifman graph of \( \mathcal{A} \). The notion of distance extends to tuples in the usual way, i.e., the distance between two tuples \( \overline{a} \) and \( \overline{b} \) is the minimum of the distances between \( a_i \) and \( b_j \) over all \( i, j \).

For a positive integer \( r \), we write \( N^r_\mathcal{A}(a) \) for the set of all elements of \( A \) at distance at most \( r \) from \( a \). The \( r \)-neighborhood of \( a \) in \( \mathcal{A} \), denoted \( N^r_\mathcal{A}(a) \), is the substructure of \( \mathcal{A} \) induced by \( N^r_\mathcal{A}(a) \). Similarly, for a tuple \( \overline{a} \) of arity \( k \) we let \( N^r_\mathcal{A}(\overline{a}) := \bigcup_{i \in [k]} N^r_\mathcal{A}(a_i) \), and we define \( N^r_\mathcal{A}(\overline{a}) \) as the substructure of \( \mathcal{A} \) induced by \( N^r_\mathcal{A}(\overline{a}) \).

**\( \text{FO}^* \) and \( q \)-rank.** As the classical version of Gaifman’s locality theorem [15] is not powerful enough for our needs, we will use another local normal form, recently introduced in [17]. This normal form is computed for a syntactic extension of first-order logic called \( \text{FO}^* \). In \( \text{FO}^* \) we are allowed to use atoms of the form \( \text{dist}(x, y) \leq d \) for any constant \( d \), and when evaluated in a structure \( \mathcal{A} \), \( \text{dist}(x, y) \) is interpreted as the distance between \( x \) and \( y \) in the Gaifman graph of \( \mathcal{A} \).

Allowing to use these distance-atoms does not increase the expressive power of first-order logic, as these atoms can clearly be expressed in \( \text{FO} \), but it will lead to a different notion of quantifier-rank. Following [16], we say that a \( \text{FO}^* \) query \( \varphi \) has \( q \)-rank at most \( \ell \), where \( q \) and \( \ell \) are in \( \mathbb{N} \), if it has quantifier-rank at most \( \ell \) and each distance-atom \( \text{dist}(x, y) \leq d \) in the scope of \( i \leq \ell \) quantifiers satisfies \( d \leq (4q)^{q+\ell-i} \). We also define (as in [16] and [17])

\[
f_q(\ell) := (4q)^{q+\ell}.
\]

**Nowhere dense classes of undirected graphs.** For an undirected graph \( G = (V, E) \) we let \( |G| = |V| \) and \( |G| = |V| + |E| \). Thus, similarly as for databases, \( |G| \) denotes the size of the graph’s domain, and \( |\mathcal{G}| \) is the size of a reasonable encoding of \( G \).

Given an undirected graph \( G \) with a linear order on its vertices, and two of its vertices \( a, b \), we say that \( b \) is weakly \( r \)-accessible from \( a \) if there exists a path of length at most \( r \) between \( a \) and \( b \) such that \( b \) is smaller than \( a \) and all other vertices on the path. A class \( C \) of undirected graphs is nowhere dense if for all \( r \) and \( e \), there is a number \( N \). such that for all graphs \( G \) of \( C \) with \( |G| > N \), there is a linear order on the vertices of \( G \), such that for all vertices \( a \) of \( G \), the number of vertices weakly \( r \)-accessible from \( a \) is bounded by \( |G|^e \) [25]. This is a robust notion, and there exist many equivalent definitions [16, 24, 25]; in Section 3 we will use the game characterization of [16]. It is known, for example, that any class of graphs that (locally) excludes a minor or that is of (local) bounded expansion, is nowhere dense.

Nowhere dense classes are “sparse” in the following sense: For every nowhere dense class \( C \) of undirected graphs there is a function \( f \) such that for every \( e > 0 \) and every \( G \) in \( C \), if \( |G| \geq f(e) \), then \( |G|^e \leq |G|^{e+1} \) (see [26]).

In the special case where for all integers \( r \) there is a constant \( c_r \) such that for all graphs \( G \) of \( C \), and all vertices \( a \) of \( G \) the number of vertices weakly \( r \)-accessible from \( a \) is bounded by \( c_r \), the class \( C \) is said to have bounded expansion. These constants were the keys to the constant delay enumeration algorithm for \( \text{FO} \) queries over classes of bounded expansion [20]. As we no longer have them in the nowhere dense case, we need a different strategy.

**From databases to colored graphs.** We define \( c \)-colored graphs as structures over the schema \( \sigma_c := \{ E, C_1, \ldots, C_c \} \) where \( E \) is a binary relation and \((C_i)_{i \leq c} \) are unary relations. A colored graph is an \( c \)-colored graph for some integer \( c \).

A class \( C \) of colored graphs is defined to be nowhere dense if the class \( C' \) consisting of the underlying undirected graphs of all elements of \( C \) is nowhere dense.

Our main enumeration algorithm works for \( \text{FO} \)-queries on nowhere dense classes of colored graphs. By using standard techniques, this extends to all relational structures, as we now explain.

Given a database \( D \) over a schema \( \sigma \), we define its adjacency graph \( A(D) \) as the relational structure whose domain is \( D \cup T \) and \( T \) is the set of tuples occurring in a relation of \( D \). We have one unary relation \( P_R \) per relation \( R \) of \( \sigma \) containing all tuples \( t \) of \( R(D) \). We have \( k \) binary relations \( E_1, \ldots, E_k \) where \( k \) is the maximal arity of relations in \( \sigma \). For \( a \in D \) and \( t \in T \), we have \( A(D) \models E_i(x, t) \) if and only if the element \( a \) is the \( i \)-th element of the tuple \( t \).

The colored graph version \( A'(D) \) of the adjacency graph \( A(D) \) is defined as follows.

The colors of \( A'(D) \) are the “vertex colors” \( P_R \) of \( A(D) \) and \( k \) further colors \( (C_i)_{i \leq k} \), where \( k \) is the maximal arity of the relations in \( \sigma \). The domain of \( A'(D) \) is the domain of \( A(D) \) plus one node per edge of \( A(D) \):
For every \( E_i \)-edge \((a, t)\) of \( A(D) \), we add in \( A'(D) \) a new node \( v \) of color \( C_i \) and such that \((a, v)\) and \((v, t)\) are \( E \)-edges in \( A'(D) \). In particular, \( A'(D) \) is a colored graph of schema \( \{E, C_1, \ldots, C_k, P_{R_1}, \ldots, P_{R_m}\} \) if \( D \) is a database of schema \( \sigma = \{R_1, \ldots, R_m\} \) consisting of \( m \) relations of maximum arity \( k \).

Henceforth, we will identify the schema of \( A'(D) \) with the schema \( \sigma_c \) of \( c \)-colored graphs for \( c = k + m \).

The following straightforward lemma reduces relational structures to colored graphs.

**Lemma 2.1.** Let \( \varphi(x) \) be a \( \text{FO} \) query over some schema \( \sigma \) and let \( k \) be the maximal arity of the relations in \( \sigma \). In time linear in the size of \( \varphi \), we can compute a \( \text{FO} \) query \( \psi(T) \) over \( \sigma_c \), such that for every database \( D \) over \( \sigma \), \( \varphi(D) \equiv \psi(A'(D)) \).

The lemma is a consequence of the fact that

\[
A'(D) \models \exists t \left( P_R(t) \land \bigwedge_{i \leq j} \exists z(C_i(z) \land E(a_i, z) \land E(z, t)) \right).
\]

Let \( C \) be a class of relational structures. We say that \( C \) is nowhere dense if the class \( A'(D) : D \in C \) is nowhere dense. Note that because \( A'(D) \) is a 1-subdivision of \( A(D) \), the class \( \{A'(D) : D \in C\} \) is nowhere dense iff the class consisting of the Gaifman graphs of \( A(D) \) for all \( D \in C \) is nowhere dense; see [25] for further details.

We could have used another definition for nowhere dense classes of structures, using their Gaifman graphs instead of their adjacency graphs. For a fixed schema this would result in the same notion, but when the schema is not fixed our definition is more general [18].

A consequence of Lemma 2.1 is that the model checking, enumeration, counting, and testing problems for \( \text{FO} \)-queries reduce to the colored graph case. In the remaining part of the paper we
will therefore only consider classes of colored graphs. The reader should keep in mind, though, that the results stated over colored graphs extend to relational structures.

**Enumeration.** An enumeration algorithm for a colored graph $G$ and a query $q$ is divided into two consecutive phases:
- a preprocessing phase, and
- an enumeration phase, outputting one by one and without repetition the elements of the set $q(G)$.

The *preprocessing time* of the enumeration algorithm is the time taken by the preprocessing phase. Its *delay* is the maximum time between any two consecutive outputs. One can view an enumeration algorithm as a compression algorithm that computes a representation of $q(G)$, together with a streaming decompression algorithm.

We aim for enumeration algorithms with constant delay and pseudo-linear preprocessing time. By this we mean that for all $\epsilon$, there is a preprocessing phase working in time $O(|G|^{1+\epsilon})$ and an enumeration phase with constant delay. Note that the multiplicative constants, for both the preprocessing phase and the delay, may depend on $q$ and $\epsilon$.

An enumeration phase with constant delay may use a constant amount of memory while preparing the next output. Hence it may use a total amount of memory that is linear in the output size. Our enumeration algorithms will have the property that, apart from the memory used for storing the data structure (of pseudo-linear size) that is produced during the preprocessing phase, the entire enumeration phase only uses a constant amount of extra memory. In other words, our enumeration algorithm can be seen as a finite state automaton running on the index structure produced by the preprocessing phase.

All our enumeration procedures will output their tuples in lexicographical order. We will see that this is useful for queries in disjunctive normal form.

**Our main result.** We now state our main theorem.

**Theorem 2.2.** Let $q(\overline{x})$ be a first-order query and $C$ a nowhere dense class of colored graphs. There is an algorithm which, on input of a colored graph $G \in C$, enumerates $q(G)$ lexicographically, with constant delay after a pseudo-linear preprocessing phase. Moreover, after this preprocessing, if we are given a tuple $\overline{a}$, we can decide in constant time whether $\overline{a} \in q(G)$.

### 3 PROOF SKETCH

When given a $c$-colored graph $G$, we will always write $V$ for its domain, i.e. the set of its nodes, and $E$ for the set of its edges. For a $v \in V$ we will often write $G \setminus \{v\}$ instead of $G[V \setminus \{v\}]$. For $c' > c$, a $c'$-expansion of a $c$-colored graph $G$ is a $c'$-colored graph $G'$ which coincides with $G$ in its domain, its edge set, and its first $c$ unary relations $C_1, \ldots, C_c$.

Throughout the remainder of this paper, we will briefly write "graphs" instead of "colored graphs".

In this section we describe the proof idea and introduce notions that are needed for the proof of Theorem 2.2. They are illustrated using a running example that forms a sketch of the proof.

The proof of Theorem 2.2 proceeds by induction on the number of free variables. Theorem 3.1 below takes care of the base cases, arity 0 and 1.

**Theorem 3.1** (Grohe, Kreutzer, Siebertz [16]). Let $q$ be a first-order query with at most one free variable and $C$ a nowhere dense class of graphs. There is an algorithm that, on input of $G \in C$ computes $q(G)$ in pseudo-linear time.

**Example** (1-A). Consider the distance 2 query:

$$q(x, y) := \exists z \left( E(x, z) \land E(z, y) \right)$$

To enumerate all pairs $(a, b)$ such that $G \models q(a, b)$, we first use Theorem 3.1 to compute the list of all a such that $G \models \exists y q(a, y)$. It remains to construct an index structure such that, on input an element $a$ in this list, we can enumerate with constant delay all $b$ such that $G \models q(a, b)$.

It is well-known that first-order queries are local in the sense that whether or not a tuple belongs to the query result $q(G)$ only depends on the $r$-neighborhood of the tuple, where the radius $r$ depends only on the query, but not on $G$. It is therefore tempting to precompute the $r$-neighborhoods of all nodes. Unfortunately, this cannot be done in pseudo-linear time as the sum of the sizes of those neighborhoods might be too big. To overcome this situation we use a neighborhood cover that selects a small but sufficiently representative set of neighborhoods [2, 3, 28] and that has been utilized for FO query evaluation already in [13, 16, 29].

**Definition 3.2** (Neighborhood cover). Given a graph $G$ and a number $r \in \mathbb{N}$, an $r$-neighborhood cover of $G$ is a collection $X$ of subsets of $V$ such that

$$\forall a \in V \exists X \in X \text{ with } N^G_r(a) \subseteq X.$$  

For $r, s \in \mathbb{N}$, an $(r, s)$-neighborhood cover of $G$ is an $r$-neighborhood cover of $G$ satisfying

$$\forall X \in X \exists a \in V \text{ with } X \subseteq N^G_s(a).$$

The number $r$ is called the radius of the neighborhood cover, and the sets $X \in X$ are called bags.

The degree $\delta(X)$ of the cover is the maximal number of bags that intersect at a given node, i.e.

$$\delta(X) := \max_{a \in V} \| \{ X \in X : a \in X \} \|.$$  

Given a neighborhood cover of radius $r$ of $G$ containing $m$ bags, we fix an arbitrary order among the bags and denote them with $X_1, \ldots, X_m$. In the sequel, by computing a neighborhood cover of radius $r$ with $m$ bags, we mean the following: To every integer $i \in m$ we associate the content of the $i^{th}$ bag $X_i$ of the cover so that, given $i$ we can later access in constant time to $X_i$. Additionally, to every element $a$ we choose arbitrarily a bag $X_i$ containing its $r$-neighborhood and compute a function associating $i$ to $a$. The bag $X_i$ is later denoted $X(a)$.

Neighborhood covers with small degree can be computed efficiently on nowhere dense classes of graphs:

**Theorem 3.3** ([16]). Let $C$ be a nowhere dense class of graphs. Then there are a function $f_C : \mathbb{N} \times \mathbb{R}_{>0} \rightarrow \mathbb{N}$ and an algorithm that, given an $\epsilon > 0$, an $r \in \mathbb{N}$, and a $G \in C$ whose domain $V$ is larger than $f_C(r, \epsilon)$, computes in time $f_C(r, \epsilon) \cdot |V|^{1+\epsilon}$ an $(r, 2r)$-neighborhood cover of $G$ with degree at most $|V|^\epsilon$.

We will also make use of the following notion of kernel that has been utilized for FO query evaluation already in [13, 16, 29].
Definition 3.4 (Kernel). If $X$ is a neighborhood cover of $G$ with radius $r$, we define for all $X \subseteq X$ and $p \subseteq r$, the $p$-kernel of $X$ as the set $K_p(X) := \{ a \in V : N^G_p(a) \subseteq X \}$.

Lemma 3.5 ([16]). Assume $X$ is a neighborhood cover of $G$. Given a bag $X$ and a number $p$, we can compute $K_p(X)$ in time $O(p \cdot |G[X]|)$.

Let’s get back to our running example.

Example (1-B). The radius of the relevant cover depends on the query. For our query $q$ from Example (1-A), we have for all nodes $a, b$ that

$$G \models q(a, b) \iff N^G_2(a) \models q(a, b).$$

Therefore if we compute a $(2, 4)$-neighborhood cover $X$ of $G$, since $N^G_2(a) \subseteq X(a)$, we have that for all nodes $a$ and $b$:

$$G \models q(a, b) \iff G[X(a)] \models q(a, b)$$

and

$$G[X(a)] \models q(a, b) \iff \bigvee_{x \in X(a)} G[x] \models q(a, b).$$

Hence, modulo a pseudo-linear preprocessing, given an element $a$, to enumerate all $b$ at distance 2 from $a$, it is enough to restrain our attention to the bag $X(a)$ of $a$. We will see later how this will be useful.

As illustrated by our running example, we will reduce the problem to enumerating the query results inside a bag of the cover. The following game characterization of nowhere dense classes of graphs will give us a second inductive parameter that will decrease when diving within a bag (recall that our first inductive parameter is the number of free variables).

Definition 3.6 (Splitter game [16]). Let $G$ be a graph and let $\lambda, r \in \mathbb{N}_{\geq 1}$. The $(\lambda, r)$-splitter game on $G$ is played by two players called Connector and Splitter, as follows. We let $G_0 := G$ and $V_0 := V$. In round $i+1$ of the game, Connector chooses a vertex $a_{i+1} \in V_i$. Then Splitter picks a vertex $b_{i+1} \in N^G_{\lambda}(a_{i+1})$. If $V_{i+1} := N^G_{\lambda}(a_{i+1}) \setminus \{b_{i+1}\} = \emptyset$, then Splitter wins the game. Otherwise, the game continues with $G_{i+1} := G_i[V_{i+1}]$. If Splitter has not won after $\lambda$ rounds, then Connector wins.

This is not exactly the same definition as the one in [16], where several nodes can be removed in one step, but it is easy to show that it is equivalent to it [30]. We say that Splitter wins the $(\lambda, r)$-splitter game on $G$ if she has a winning strategy for the game.

Theorem 3.7 ([16]). A class $C$ of graphs is nowhere dense if, and only if, for every $r \in \mathbb{N}_{\geq 1}$, there is a $\lambda(r) \in \mathbb{N}_{\geq 1}$, such that for every $G \in C$, Splitter wins the $(\lambda(r), r)$-splitter game on $G$.

Our second inductive parameter will be the number of remaining rounds for Splitter before she wins the game starting with parameters $(\lambda(r'), r')$ when given an $(r'/2, r')$-neighborhood cover of $G$ for a suitable number $r'$.

Example (1-C). For our running example, we have already computed a $(2, 4)$-neighborhood cover $X$ of $G$. Let then $\lambda$ be such that Splitter wins the $(\lambda, 4)$-splitter game on $G$. Assume that $\lambda = 1$. Then $G$ is edgeless and any naive algorithm will work. Assume now that $\lambda > 1$. Let $X$ be a bag of $X$. By definition, there is an element $u$ such that $X \subseteq N^G_2(u)$. Let $v$ be Splitter’s answer if Connector picks $u$ in the game’s first round. Then, by definition, Splitter wins the $(\lambda - 1, 4)$-splitter game on $G \setminus [N^G_2(v) \setminus \{v\}]$. In particular, Splitter wins the $(\lambda - 1, 4)$-splitter game on $G' := G \setminus \{v\}$. Hence we can use an inductive argument within $G'$. For this we compute a new query $q'(x, y)$ such that for all $a, b$ such that $X(a) = X, G \models q(a, b) \iff G' \models q'(a, b)$. Recall that we already know for such pairs $a, b$ that $G \models q(a, b) \iff G[X] \models q(a, b)$. It therefore remains to encode the removal of the node $v$, and this can be done by recoloring the nodes adjacent to $v$. Let $R_1, \ldots, R_4$ be new (and materialized) unary predicates such that:

$$w \in R_1(G') \iff G \models E(w, v)$$

$$w \in R_2(G') \iff G \models E(v, w)$$

$$w \in R_3(G') \iff G \models q(w, v)$$

$$w \in R_4(G') \iff G \models q(v, w).$$

The new query $q'(x, y)$ is then defined as a disjunction of the following queries:

$$q(x, y) \lor (R_1(x) \land R_2(y))$$

$$q(x, y) \lor (R_3(x) \land y = v)$$

$$q(x, y) \lor (R_4(y) \land x = v).$$

The first disjunct takes care of the general case, the second one for when the unique node connecting $x$ and $y$ is $v$, the third case when $y = v$ and the last one. As $v$ is not part of $G'$, the case $R_3(x) \land y = v$ should be understood as listing all $x$ in $G'$ such that $G' \models R_3(x)$ and then outputting the pair $(x, v)$. Similarly for the last case.

The following lemma generalizes the idea of the example by rewriting a query into an equivalent one when a node is removed. The lemma is present in a similar form in [17]; its proof is straightforward. For a tuple $\bar{a}$ and a set $I$ of indices, we denote by $\bar{a}_I$ the projection of $\bar{a}$ onto its components whose indices belong to $I$. By $\bar{a}_I$ we denote the projection of $\bar{a}$ onto its components whose indices are not in $I$. Recall from Section 2 the notion of $\text{FO}^+$-formulas of $q$-rank at most $\ell$.

Lemma 3.8 (Removal Lemma). Let $k, q, \ell \in \mathbb{N}$. There is an algorithm which takes as input a number $c \in \mathbb{N}$, a $c$-colored graph $G$, a $k$-ary query $\varphi(\bar{x}) \in \text{FO}^+[\sigma_c]$ of $q$-rank at most $\ell$, a set of free variables $\bar{y} \subseteq \bar{x}$, and a node $v \in V$, and which produces

- a number $c' \geq c$,
- a query $\varphi'(\bar{x} \setminus \bar{y}) \in \text{FO}^+[\sigma_{c'}]$ of $q$-rank at most $\ell$,
- a $\sigma_{c'}$-expansion $H$ of $G \setminus \{v\}$,

such that for all tuples $\bar{b}$ over $V$ where $I := \{i \leq k : b_i = v\} = \{i \leq k : z_i \in \bar{y}\}$ we have

$$G \models \varphi(\bar{b}) \iff H \models \varphi'(\bar{b}_I).$$

Moreover, the running time of this algorithm is linear in the size of $G$, and

- $c'$ only depends on $c, q, \ell$,
- $\varphi'$ only depends on $c, q, \ell, \varphi, \bar{y}$,
- $H$ only depends on $c, q, \ell, G, v$.

For our proof it is important that the radius of the neighborhood cover, and therefore the number of rounds Splitter needs in the game, are fixed once and for all at the beginning of the induction. It is well-known that this radius depends on the quantifier-rank of the formula. Unfortunately, the classical Gaifman Normal Form Theorem [15] does not control the quantifier-rank of the local
formulas it generates. As we would like to use it inductively for the queries derived by Lemma 3.8, the radius may change during the induction — and we don’t want this to happen. As a remedy, we use a locality theorem based on q-rank instead of quantifier-rank. It has the advantage that it preserves the q-rank within the local formulas. It was first introduced in [16] for unary queries. Here, we need a stronger variant for queries of arbitrary arities, proved in [17]. For formulating the theorem, we need the following notation.

An \((r,q)\)-independence sentence is an FO\(^+\)-sentence of the form

\[
\exists z_1 \cdots \exists z_k \left( \bigwedge_{1 \leq i < j \leq k} \text{dist}(z_i, z_j) > r' \land \bigwedge_{1 \leq i \leq k} \psi(z_i) \right)
\]

where \(k' \leq q\) and \(r' \leq r\) and \(\psi(z)\) is quantifier-free.

Given a graph \(G\) and a tuple \(\vec{a} = (a_1, \ldots, a_k) \in V^k\), for all \(r \in \mathbb{N}\) we define the \(r\)-distance type of \(\vec{a}\) as the undirected graph \(\tau_G^r(\vec{a})\) whose nodes are \([1, k]\), and where \((i, j)\) is an edge iff \(G \models \text{dist}(a_i, a_j) \leq r\). The set of all possible distance types with \(k\) elements is denoted \(\mathcal{T}_r^k\).

For a colored graph \(G\), a neighborhood cover \(X\) of \(G\), a number \(r \in \mathbb{N}\), and a tuple \(\vec{a}\) of nodes of \(G\) we say that a bag \(X \times V^r\) covers \(\vec{a}\) if \(N^r_G(\vec{a}) \subseteq X\).

**Theorem 3.9** (*Rank-Preserving Normal Form*) Let \(q, k \in \mathbb{N}\) such that \(k \leq q\). Let \(c : q \rightarrow k\), \(r : f_q(c)\). For every \(c \in \mathbb{N}\) we can compute a \(c' \geq c\) such that the following is true for \(\sigma := \sigma_{c'}\) and \(\sigma^* := \sigma_c\). For every FO\(^+\)\(\sigma\)-formula \(\varphi(X)\) of q-rank at most \(\ell\) where \(X = (x_1, \ldots, x_k)\), and for each distance type \(r \in \mathcal{T}_\ell^k\) we can compute a number \(m_r \in \mathbb{N}\) and, for each \(i \leq m_r\),

- A Boolean combination \(\xi_i\) of \((r,q)\)-independence sentences of schema \(\sigma^*\)
- For each connected component \(I\) of \(r\) an FO\(^+\)\(\sigma^*\)-formula \(\psi_{\tau,I}(\vec{a}_I)\)

such that the following holds:

For all \(c\)-colored graphs \(G\) and all \(k\)-neighborhood covers \(X\) of \(G\), there is a \(\sigma^*\)-expansion \(G^*\) of \(G\) (which only depends on \(G, X, q, \ell\)) with the following properties, where \(V\) denotes the domain of \(G\) and \(G^*\):

- For all \(\vec{a} \in V^k\) and for \(r := \tau^r_G(\vec{a})\) we have:
  
  \(G \models \varphi(\vec{a})\) if and only if there is an \(i \leq m_r\) that satisfies the following condition
  
  \((*)\): \(G^* \models \xi_i\) and for every connected component \(I\) of \(r\) there is an \(X \in X\) that r-covers \(\vec{a}_I\) and \(G^*[X] \models \psi_{\tau,I}(\vec{a}_I)\).

- For all \(\vec{a} \in V^k\) and for \(r := \tau^r_G(\vec{a})\), there is at most one \(i \leq m_r\) such that the condition \((*)\) is satisfied.

- For all \(\vec{a} \in V^k\), all connected components \(I\) of \(r := \tau^r_G(\vec{a})\), all \(X, X' \in X\) that both r-cover \(\vec{a}_I\), and all \(i \leq m_r\),
  
  \(G^*[X] \models \psi_{\tau,I}(\vec{a}_I) \iff G^*[X'] \models \psi_{\tau,I}(\vec{a}_I)\).

Furthermore, for every nowhere dense class \(C\) of colored graphs, there is an algorithm which, when given as input a \(G \in C\), a \(k\)-neighborhood cover \(X\) of \(G\) of degree at most \(|V|^r\), and for all \(L \subseteq V\), there is a preprocessing algorithm working in time \(O(|V|^{1+k\varepsilon})\) allowing us, when given a node \(b\) and a set \(S\) of at most \(k\) bags of \(X\), to compute in constant time the bag

\[
\text{SKIP}(b, S) := \min \left\{ b' \in L : b' \geq b \land b' \notin \bigcup_{X \in S} K_r(X) \right\}
\]

(recall from Definition 3.4 that \(K_r(X)\) is the \(r\)-kernel of \(X\)).

**Proof.** The lemma was proved already in [29], but in order to make the current paper a bit more self-contained let us recapitulate the proof details here.

From now on we fix \(\varepsilon, r, G, X\) and \(L\) as in the statement of the lemma.

We assume that all kernels have already been computed. This is without loss of generality modulo a preprocessing of time \(O(|G|^{1+2\varepsilon})\) using Lemma 3.5.

The domain of the \(\text{SKIP}(\cdot, \cdot)\)-function is too big (recall that there can be a linear number of bags) so we cannot compute it during the preprocessing phase. Fortunately, computing only a small part of it will be good enough for our needs. For each node \(b\) we define
by induction a set $SC(b)$ of sets of at most $k$ bags. We start with $SC(b) = \emptyset$ and then proceed as follows.

- For all nodes $b$ of $G$ and for all bags $X$ in $X$ with $b \in K_r(X)$, we add $\{X\}$ to $SC(b)$.
- For all nodes $b$ of $G$, for all sets $S$ of bags from $X$, and all bags $X$ of $X$, if $|S| < k$ and $S \in SC(b)$ and $\text{skip}(b, S) \in K_r(X)$, then we add $\{S \cup \{X\}\}$ to $SC(b)$.

In the preprocessing phase we will compute $\text{skip}(b, S)$ for all nodes $b$ of $G$ and all sets $S \in SC(b)$. Before explaining how this can be accomplished within the desired time constraints, we first show that this is sufficient for deriving $\text{skip}(b, S)$ in constant time for all nodes $b$ and all sets $S$ consisting of at most $k$ bags of $X$.

**Claim 3.11.** Given a node $b$ of $G$, a set $S$ of at most $k$ bags of $X$, and $\text{skip}(c, S')$ for all nodes $c > b$ of $G$ and all sets $S' \in SC(c)$, we can compute $\text{skip}(b, S)$ in constant time.

**Proof.** We consider two cases (testing in which case we fall can be done in constant time as the kernels have been computed and $S$ has size bounded by $k$).

**Case 1:** $b \in L$ and $b \not\in \bigcup_{X \in S} K_r(X)$. In this case, $b$ is $\text{skip}(b, S)$ and we are done.

**Case 2:** $b \not\in L$ or $b \in \bigcup_{X \in S} K_r(X)$. In this case, let $c$ be the smallest element of $L$ strictly bigger than $b$. If there is no such $c$ then $\text{skip}(b, S) = \emptyset$ and we are done. Otherwise, we proceed as follows.

If $c \not\in \bigcup_{X \in S} K_r(X)$, then $c$ is $\text{skip}(c, S)$ and we are done. Otherwise, we know that $c \in K_r(X)$ for some $X \in S$. Therefore $\{X\} \in SC(c)$. Let $S'$ be a maximal (w.r.t. inclusion) subset of $S$ in $SC(c)$. Since $\{X\} \in SC(c)$, we know that $S'$ is non-empty.

We claim that $\text{skip}(c, S') = \text{skip}(b, S)$. To prove this, let us first assume for contradiction that $\text{skip}(c, S') \neq \text{skip}(b, S)$ for some $Y \in S$. By definition, this implies that $Y = \emptyset$ and we are done. Otherwise, we proceed as follows.

If $c \not\in \bigcup_{X \in S} K_r(X)$, then $c$ is $\text{skip}(b, S)$ and we are done. Otherwise, we know that $c \in K_r(X)$ for some $X \in S$. Therefore $\{X\} \in SC(c)$. Let $S'$ be a maximal (w.r.t. inclusion) subset of $S$ in $SC(c)$. Since $\{X\} \in SC(c)$, we know that $S'$ is non-empty.

We claim that $\text{skip}(c, S') = \text{skip}(b, S)$. To prove this, let us first assume for contradiction that $\text{skip}(c, S') \neq \text{skip}(b, S)$ for some $Y \in S$. By definition, this implies that $Y = \emptyset$ and we are done. Otherwise, we proceed as follows.

Finally, we have available all technical notions and results that we need for presenting our constant-delay algorithm for enumerating the result of first-order queries.

## 4 MAIN ALGORITHM

This section is devoted to the proof of Theorem 2.2. Let $C$ be a fixed nowhere dense class of colored graphs. Then, also the class $C'$ consisting of the Gaifman graphs of all elements in $C$ is nowhere dense. W.l.o.g. we assume that $C'$ is closed under taking subgraphs and that $C$ is the class of all colored graphs (with arbitrarily large numbers of colors) whose Gaifman graph is in $C'$.

We prove Theorem 2.2 by induction on the arity $k$ of the given query $\varphi$. Theorem 3.1 takes care of the induction base for $k = 0$ and $k = 1$, as precomputing the list of solutions is enough for our needs. For the induction step let us consider some arity $k \geq 2$ (that is fixed throughout the remainder of this section) and assume that the statement of Theorem 2.2 has already been proven for all queries of arity $< k$.

Now let us fix an arbitrary number $q \in \mathbb{N}$ with $q \geq k$, let $\ell := q - k$, and let $r := f_q(\ell)$. Note that this is the same choice of parameters as for the Rank Preserving Normal Form Theorem 3.9. Our goal is to show that the statement of Theorem 2.2 is true for all $k$-ary queries $\varphi$ of $q$-rank at most $\ell$. We prove the following, where $X = (x_1, \ldots, x_{k-1})$ is a $(k-1)$-ary tuple of variables and $x_k$ is a further variable.

**Proposition 4.1.** For all $\varepsilon > 0$ and all FO'-queries $\varphi(X, x_k)$ of arity $k$ and $q$-rank at most $\ell$ there exists an algorithm which, upon input of a colored graph $G \in C$, performs a preprocessing in time $O(\ell^{\ell+\varepsilon})$, such that afterwards

- upon input of a tuple $(\overline{a}, b) \in V^k$, we can test in constant time whether $G \models \varphi(\overline{a}, b)$, and
- upon input of a tuple $\overline{a} \in V^{k-1}$ we can enumerate with constant delay and increasing order all nodes $b \in V$ such that $G \models \varphi(\overline{a}, b)$.

Before turning to the proof of this proposition, let us first argue that the proof of Theorem 2.2 is completed by an easy application of the proposition: Let $\varphi(X, x_k)$ be a first-order query of arity $k$ and of $q$-rank at most $\ell$. For a fixed $\varepsilon > 0$, upon input of a $G \in C$ perform the preprocessing phase of the algorithm provided by Proposition 4.1 for the query $\varphi(X, x_k)$. Furthermore, since $\psi(\overline{X}) : = \exists x_k \varphi(\overline{X}, x_k)$ is a query of arity $k-1$, by our induction hypothesis the statement of Theorem 2.2 already holds for $\psi(\overline{X})$. Thus, after $O(\ell^{\ell+\varepsilon})$ preprocessing time we can enumerate with constant
delay and in lexicographical order all $\overline{a} \in V^{k-1}$ such that $G \models \exists x_{k} \varphi(\overline{a}, x_{k})$. For each such $\overline{a}$ we use the enumeration procedure provided by Proposition 4.1. This allows us to enumerate, with constant delay and lexicographical order, all tuples $(\overline{a}, b)$ with $G \models \varphi(\overline{a}, b)$.

The remainder of this section is devoted to the proof of Proposition 4.1.

To this end, consider the particular number $2kr$. For every $\lambda \in \mathbb{N}_{\geq 1}$, let $C_{\lambda}$ be the subclass of $C$ consisting of all colored graphs $G$ such that Splitter wins the $(\lambda, 2kr)$-splitter game on the Gaifman graph of $G$. Clearly, $C_{\lambda} \subseteq C_{\lambda+1}$ for every $\lambda \in \mathbb{N}_{\geq 1}$. Since $C$ is nowhere dense, by Theorem 3.7 there exists a number $\Lambda = \lambda(2kr) \in \mathbb{N}$ such that $C = C_{\Lambda}$. Thus,

$$C_{1} \subseteq C_{2} \subseteq \cdots \subseteq C_{\Lambda} = C.$$

We proceed by induction on $\lambda$ such that $G \in C_{\lambda}$. The induction base for $\lambda = 1$ follows immediately, since by definition of the splitter game every $G \in C_{1}$ has to be edgeless, and thus a naive algorithm will work. For the induction step consider a $\lambda \geq 2$ and assume that the statement of Proposition 4.1 already holds for all colored graphs in $C_{\lambda-1}$.

We fix an $\epsilon' > 0$ and an FO*-query $\psi(\overline{x}, x_{k})$ of arity $k$ and $q$-rank at most $\ell$. Our goal throughout the rest of this section is to provide an algorithm which upon input of a $G \in C_{\lambda}$ performs a preprocessing phase using time $O(|V|^{1+\epsilon'})$, such that afterwards

- upon input of a tuple $(\overline{a}, b) \in V^k$ we can test in constant time whether $G \models \varphi(\overline{a}, b)$, and
- upon input of a tuple $\overline{a} \in V^{k-1}$ we can enumerate with constant delay and increasing order all nodes $b \in V$ such that $G \models \varphi(\overline{a}, b)$.

Recall that the constant (delay or time) may depend on $\epsilon'$, $\varphi$, $\lambda$, $k$, $q$, $\ell$, $r$, $C$, but not $G$.

When $G \models \varphi(\overline{a}, b)$ we say that $b$ is a matching solution for $\overline{a}$ with respect to $\varphi$, or, simply, a matching solution, when $\varphi$ is clear from the context.

We first describe the preprocessing phase, then the testing procedure, and afterwards the enumeration procedure. While describing these, we also provide a runtime analysis and a correctness proof.

### 4.1 The preprocessing phase

Consider the query $\varphi(\overline{x}, x_{k})$ with $\overline{x} = (x_{1}, \ldots, x_{k-1})$. Define $\epsilon := \epsilon' / k$.

Let $G \in C_{\lambda}$ be the input and let $n := |V|$ be the size of the domain $V$ of $G$. The preprocessing phase is composed of the following steps:

1. For every $k' < k$ and every $\tau' \in \mathcal{T}_{k'}$, consider the $k'$-ary query $\rho_{\tau'}(x_{1}, \ldots, x_{k'-1})$ defined as the conjunction of the atomic dist$(x_{i}, x_{j}) \leq r$ for all edges $[i, j]$ of $\tau'$ and the conjunction of the formulas dist$(x_{i}, x_{j}) > r$ for all $i, j \in \{1, \ldots, k'\}$ with $i \neq j$ for which $\tau'$ does not contain the edge $[i, j]$. Note that for every $\overline{a} \in V^{k'}$ we have $G \models \rho_{\tau'}(\overline{a})$ iff $\tau' \models t_{\rho_{\tau'}}(\overline{a})$.

Since $k' < k$, by our induction hypothesis, the statement of Theorem 2.2 holds for the query $\rho_{\tau'}$. Therefore, we can spend time $O(|V|^{1+\epsilon'})$ to perform the preprocessing phase provided by Theorem 2.2 for this query. Henceforth, for each $k' < k$ and each $\tau' \in \mathcal{T}_{k'}$, this will enable us upon input of a tuple $\overline{a} \in V^{k'}$, to test in constant time whether $G \models \rho_{\tau'}(\overline{a})$, i.e., whether $t_{\rho_{\tau'}}(\overline{a}) \models \tau'$.

2. Let $f_{C}(2kr, \epsilon)$ be the number provided by Theorem 3.3. If $n \leq f_{C}(2kr, \epsilon)$, we use a naive algorithm to compute the query result $\varphi(G)$ and trivially provide the functionality claimed by Proposition 4.1.

From now on, consider the case where $n > f_{C}(2kr, \epsilon)$.

3. Using the algorithm provided by Theorem 3.3, we compute a $(kr, 2kr)$-neighborhood cover $X$ of $G$ with degree at most $n^{\epsilon}$. Furthermore, in the same way as in [16, 17], we also compute for each $X \in \mathcal{T}_{k'}$ a list of all $b \in V$ satisfying $X(b) = X$, and we compute a node $u_{X}$ such that $X \subseteq N_{G}^{2k'}(u_{X})$.

In addition, we use Lemma 3.5 to compute for every $X \in \mathcal{T}_{k}$ the $r$-kernel $K_{r}(X) = \{a \in X : N_{G}^{r}(a) \subseteq X\}$. All this can be done in time $O(n^{1+\epsilon})$.

4. Let $\sigma$ be the schema of $G$ and use the algorithm provided by Theorem 3.9 upon input of $\varphi, G, X$ to compute in time $O(n^{1+\epsilon'})$ the schema $\sigma^{*}$, the $\sigma^{*}$-expansion $G^{*}$ of $G$, and for each $\tau \in \mathcal{T}_{k}$ the number $m_{\tau}$, the FO$^{*}[\sigma^{*}]$-sentences $\xi(\tau)$ and the FO$^{*}[\sigma^{*}]$-formulas $\psi^{\tau}_{i,j}(G^{*})$ of $q$-rank at most $\ell$, for each $i \leq m_{\tau}$ and each connected component $J$ of $\tau$.

Afterwards, we proceed in the same way as in [16, 17] to compute, within total time $O(n^{1+\epsilon'})$, for every $X \in \mathcal{T}_{k}$ the structure $G^{*}[X]$, and we let $G_{X}^{*}$ be the expansion of $G^{*}[X]$ where the new unary relation symbol $K$ is interpreted by the $r$-kernel $K_{r}(X)$.

Note that $G_{X}^{*}$ has domain $X$ and belongs to the class $C_{\lambda}$. Since $X$ has degree at most $n^{\epsilon}$, we have $\sum_{X \in \mathcal{T}_{k}} |X| \leq n^{1+\epsilon}$.

5. By the Rank-Preserving Normal Form Theorem 3.9 we have for all $\overline{a} = (a_{1}, \ldots, a_{k-1}) \in V^{k-1}$ and all $b = a_{k} \in V$ that $G \models \varphi(\overline{a}, b)$ if and only if there is a $\tau \in \mathcal{T}_{k}$ and an $i \leq m_{\tau}$ such that:

   (a) $\tau = \tau_{i}^{\rho_{\tau}}(\overline{a}, b)$
   (b) $G^{*} \models \xi(\tau)$
   (c) $G^{*}[X(b)] \models \psi^{\tau}_{i,j}(\overline{a})$, where $J$ is the connected component of $\tau$ with $k \in J$.

Note that for $b = a_{k}$ the bag $X(b)$ $r$-covers the tuple $\overline{a}_{J}$, since $k \in J$ is a connected component of $\tau$, and $X$ is a $kr$-neighborhood cover of $G$.

(d) For all connected components $J$ of $\tau$ with $k \notin J$ we have $G^{*}[X(\overline{a}_{J})] \models \psi^{\tau}_{i,j}(\overline{a})$, where $X(\overline{a}_{J})$ is defined to be $X_{(d_{\min}(t))}$: note that this bag $r$-covers $\overline{a}$.

Using Theorem 2.1, we can test in time $O(|V|^{1+\epsilon})$ for every $\tau \in \mathcal{T}_{k}$ and $i \leq m_{\tau}$ whether $G_{X}^{*} \models \xi(\tau)$. We continue by performing the following preprocessing steps for all $\tau \in \mathcal{T}_{k}$ and every $i \leq m_{\tau}$ such that $G_{X}^{*} \models \xi(\tau)$. If there is no such $\tau$ and then we can safely stop as there is no solution $(\overline{a}, b)$ with $G \models \varphi(\overline{a}, b)$.

6. For every connected component $I$ of $\tau$ with $k \notin I$ the arity of the query $\psi^{\tau}_{i,j}(\overline{a})$ is strictly smaller than $k$. By our induction hypothesis, the statement of Theorem 2.2 holds for this query. We let $\epsilon := \epsilon'/(1+\epsilon)$. For each $X \in \mathcal{T}_{k}$ we use time $O(|X|^{1+\epsilon'})$ to perform the preprocessing phase provided by Theorem 2.2 for the query $\psi^{\tau}_{i,j}(\overline{a})$ and the colored graph $G_{X}^{*}$. The total running time spent for this is of order at most

$$\sum_{X \in \mathcal{T}_{k}} |X|^{1+\epsilon'} \leq \left( \sum_{X \in \mathcal{T}_{k}} |X| \right)^{1+\epsilon'} \leq (n^{1+\epsilon'})^{1+\epsilon'} \leq n^{1+\epsilon'}.$$
Here, the first inequality holds since \((x + y)^{1+\epsilon} = x(x + y)^\epsilon + y(x + y)^\epsilon \geq xx^\epsilon + yy^\epsilon = x^{1+\epsilon} + y^{1+\epsilon}\) is true for all reals \(x, y, \epsilon \geq 0\); the second inequality is true since \(X\) has degree at most \(n\); and the third inequality is true since \(\epsilon \leq \epsilon/(1+\epsilon)\) and \(\epsilon \leq \epsilon'/k \leq \epsilon'/2\).

Having performed this preprocessing will henceforth enable us, upon input of a tuple \(\bar{y}\) of elements in \(X\), to test in constant time whether \(\psi^* \models [X] \models \bar{y}\).

7. Let \(J\) be the connected component of \(\pi \in [J]\) and note that \(x_k\) is the last variable in the tuple \(\bar{y}_J\). Let \(z_1, \ldots, z_{k-\ell}\) be new variables and consider for each \(p \in \{0, \ldots, k-\ell\}\) the query

\[
\psi^i_{\pi,p}(z_1, \ldots, z_p, \bar{y}) := \psi^i_{\pi,p}(\bar{y}) \land K(x_k) \land \bigwedge_{p \in \{1, \ldots, p\}} \text{dist}(x_k, z_p) > r. \]

Note that the query \(\psi^i_{\pi,p}\) has \(q\)-rank at most \(\ell\).

The idea of this query is to make sure that \(\psi^i_{\pi,p}(\bar{y})\) is satisfied and that the nodes of \(\overline{X}\) that are not in \(\overline{J}\) but fall in the bag \(X(x_k)\) are sufficiently far away from \(x_k\). Since we don’t know how many more will be there, we anticipate all possibilities (by considering every \(p \leq k-\ell\)). Note that the arity of the query \(\psi^i_{\pi,p}\) is \(k\) for \(p = k-\ell\), and it is smaller than \(k\) for smaller \(p\).

For every \(X \in X\) we would like to provide the following functionality: Upon input of a tuple of \(p+\ell\) elements \(c_1, \ldots, c_p, \bar{y}\) in \(X\) we want to be able to test in constant time whether \(G^* \models \psi^i_{\pi,p}(c_1, \ldots, c_p, \bar{y})\). And upon input of a tuple of \(p+\ell\) elements \(c_1, \ldots, c_p, \bar{y}\) we want to be able to enumerate with constant delay all \(b = a_k\) in \(X\) such that

\[
G^* \models \psi^i_{\pi,p}(c_1, \ldots, c_p, \bar{y}) \implies X_{\pi,p}(b). \]

But as the query’s arity \(p+\ell\) might be as large as \(k\), we do not have available the statement of Theorem 2.2 for this query. As a remedy, we perform the following steps 8–10 which make use of our second inductive assumption, stating that Proposition 4.1 already holds for the class \(\mathcal{C}_{\ell-1}\) and for queries of arity up to \(k\).

8. Recall that in step 3 we have already computed for every \(X \in \mathcal{X}\) a node \(u_X\) whose \(2k\)-neighborhood contains \(X\). Since \(G \in \mathcal{C}_{\ell-1}\), we know that Splitter wins the \((\lambda, 2k)\)-splitter game on the Gaifman graph of \(G\). For every \(X \in \mathcal{X}\) we now compute a node \(u_X\) that is Splitter’s answer if Connector plays \(u_X\) in the first round of the \((\lambda, 2k)\)-splitter game on the Gaifman graph of \(G\). From [16] we know that the nodes \((u_X)_{X \in \mathcal{X}}\) can be computed within total time \(O(n^{1+\epsilon'})\).

9. Let \(p \in \{0, \ldots, k-\ell\}\), let \(k' := p+\ell\) and let \(\bar{y} = (z_1, \ldots, z_k) := (z_1, \ldots, z_{k-\ell}, \bar{y})\). Recall that \(k \in J\) and \(x_k\) is the last variable of the tuple \(\bar{y}_J\), hence \(x_k = z_{k-\ell}\). For every set \(\bar{y}\) of variables from \(\overline{X}\), we proceed as follows. For every \(X \in \mathcal{X}\) we apply the Removal Lemma 3.8 to the colored graph \(G^*\), the query \(\psi^i_{\pi,p}(\bar{y})\), the variables \(\bar{y}\), and the node \(u_X\). This yields a query \(\psi^i_{\pi,p}(\bar{y})\) of \(q\)-rank at most \(\ell\) and an expansion \(H_X^*\) of \(G^* \setminus \{v_X\}\) by unary predicates, such that for all \(k'\)-tuples \(\bar{z}\) over \(X\) where \(l \leq k': b_l = \psi_{\pi,z}(l \leq k': z_l \in \bar{y}) \models l\) we have

\[
G^* \models \psi^i_{\pi,p}(\bar{y}) \iff H_X^* \models \psi^i_{\pi,p}(\bar{y}). \]

All this can be achieved in total time \(O(n^{1+\epsilon'})\) (by a similar reasoning as in step 6).

10. By our choice of the node \(\psi_X\) we know that Splitter wins the \((\lambda-1, 2kr)\)-splitter game on the Gaifman graph of \(H_X^*\). Hence, \(H_X^*\) belongs to \(\mathcal{C}_{\ell-1}\), for every \(X \in \mathcal{X}\). Using our induction hypothesis of Proposition 4.1 for \(\epsilon' = \epsilon/(1+\epsilon)\), we can thus spend total time at most \(O(n^{1+\epsilon'})\) to perform for every \(X \in \mathcal{X}\) the preprocessing phase that allows us to test with constant time and to enumerate with constant delay the results of queries on \(H_X^*\), provided that the queries have arity at most \(k\) and \(q\)-rank at most \(\ell\). Here, we carry this out for the queries \(\psi^i_{\pi,p}(\bar{y})\), for all \(\bar{y} \subseteq X\).

Note that henceforth, this will allow us to do the following for every \(X \in \mathcal{X}\):

- If \(x_k \notin \overline{y}\), then when given an assignment \(\overline{y}\) in \(X \setminus \{v_X\}\) to the variables \(\bar{y} \subseteq (\overline{y} \cup \{x_k\})\), we can enumerate with constant delay and in increasing order all assignments \(b \in X \setminus \{v_X\}\) to the variable \(x_k = z_k\) such that \(H_X^* \models \psi^i_{\pi,p}(\bar{y}, b)\).
- If \(x_k \notin \overline{y}\), then when given an assignment \(\overline{y}\) in \(X \setminus \{v_X\}\) to the variables \(\bar{y} \subseteq (\overline{y} \cup \{x_k\})\) and an assignment \(b \in X \setminus \{v_X\}\) to the variable \(x_k = z_k\), we can test in constant time whether \(H_X^* \models \psi^i_{\pi,p}(\bar{y}, b)\).
- If \(x_k \notin \overline{y}\), then when given an assignment \(\overline{y}\) in \(X \setminus \{v_X\}\) to the variables \(\bar{y} \subseteq X\), we can test in constant time whether \(H_X^* \models \psi^i_{\pi,p}(\bar{y})\).

The next two steps are only performed when \(J = \{k\}\); otherwise the preprocessing stops here. Note that if \(J = \{k\}\), then the tuple \(\bar{y}_J\) only consists of the variable \(x_k\). Furthermore, for a tuple \(\overline{y} = (a_1, \ldots, a_{k-1})\) and \(a_k = b\), the tuple \(\bar{y}_J\) consists of the single element \(b\).

11. Compute the set

\[
L^i_{\pi,J} := \{ b \in v \mid G^*[X(b)] \models \psi^i_{\pi,J}(b) \}.
\]

This can be achieved in total time \(O(n^{1+\epsilon'})\) as follows. Choose \(\epsilon := \epsilon/(1+\epsilon)\). For each \(X \in \mathcal{X}\) use the algorithm provided by Theorem 3.1 to compute in time \(O(|X|^{1+\epsilon})\) the result of the unary query \(\psi^i_{\pi,J}\) on the colored graph \(G^*_X\) and let \(L_X\) be the intersection of this query result with the list of all elements \(b\) with \(X = X\) (recall that we already precomputed this list in step 3). By the same reasoning as in step 6, the total time used for computing \((L_X)_{X \in \mathcal{X}}\) is at most \(O(n^{1+\epsilon'})\). Furthermore, \(L^i_{\pi,J}\) is the disjoint union of the sets \(L_X\) for all \(X \in \mathcal{X}\).

12. Compute the skip pointers with respect to the set \(L := L^i_{\pi,J}\) and \(K_X(X)\) for all \(X \in \mathcal{X}\) as in Lemma 3.10. By Lemma 3.10 this is done in time \(O(n^{1+k\epsilon'})\). This concludes the preprocessing phase. Note that the total time spent by this preprocessing phase is \(O(n^{1+\epsilon'})\), as desired.

4.2 Testing

We now describe how, upon input of a tuple \((\overline{z}, b) \in V^k\), we can test in constant time whether \(G \models \phi(\overline{z}, b)\). Let \((a_1, \ldots, a_{k-1}) = \overline{z}\) and \(a_k = b\). From step 5 of the preprocessing phase we know that \(G \models \phi(\overline{z}, b)\) if and only if there exists a \(\tau \in T_k\) and an \(i \leq m_\tau\) such that:

\[
\text{...}
\]
We now describe how, upon input of a tuple whose indices belong to Section 4.2 are satisfied.

From the statement made at the end of step 9 of the preprocessing phase, we know that to enumerate all these nodes delay.

As there are only a constant number of pairs $(\tau, i)$, we will enumerate all corresponding solutions concurrently and use this to obtain a global enumeration in lexicographical order with constant delay.

We now consider a fixed pair $(\tau, i)$. Let $\tau'$ be the subgraph of $\tau$ induced on $[1, \ldots, k-1]$, and use the functionality provided by step 1 of the preprocessing phase to test in constant time whether $G^\tau(\bar{a}) = \tau'$. If this is not the case, we know that for this $\tau$, the condition of item (1) cannot be satisfied by any $b \in V$. Therefore, we can safely enumerate the empty set.

Otherwise, i.e., if $G^\tau(\bar{a}) = \tau'$, we proceed as follows.

By step 5 of the preprocessing phase, we can look up in constant time whether $G^\tau \models \xi^\tau_i$. We thus know if item (2) is satisfied. Furthermore, using the functionality provided in step 6 of the preprocessing phase, we can test in constant time for all connected components $I$ of $\tau$ with $k \not\in I$, whether $G^\tau(\bar{a}_I) \models \psi^I_{\tau, I}(\bar{a}_I)$. Afterwards, we know if item (4) is satisfied.

If one of the items (2) or (4) is not satisfied, we know that there is no matching solution for this $\bar{a}$ and $(\tau, i)$, and we can therefore safely enumerate the empty set.

Otherwise, i.e., if the items (2) and (4) are satisfied, we let $J$ be the connected component of $\tau$ with $k \in J$, and we proceed with the two following cases.

Case I: $J = \{k\}$.

In this case, every matching solution $b$ for this $\bar{a}$ and this $(\tau, i)$ has to be of distance $r$ to every element in $\bar{a}$. Consider the bags $X(a_1), \ldots, X(a_{k-1})$, let $\kappa := |\{X(a_v) : v \in [1, \ldots, k-1]\}|$, and let $X_1, \ldots, X_{\kappa}$ be a list of these bags. Clearly, $\kappa \leq k - 1$, and for each component $a_v$ of $\bar{a}$, there is exactly one $\kappa$ such that $X(a_v) = X_{\kappa}$.

For each $\kappa \leq k'$, we
- let $p_{\kappa}$ be the number of elements in $[a_1, \ldots, a_{k-1}]$ that belong to $X_{\kappa}$, and we let $\kappa := (c_{\kappa, 1}, \ldots, c_{\kappa, p_{\kappa}})$ be a list of all these elements.
- Let $\bar{g}$ consist of the variables $x_v$ for all $v \in [1, \ldots, k]$ such that $a_v = v_{X_{\kappa}}$.
- Let $c'_{\kappa, 1}, \ldots, c'_{\kappa, p_{\kappa}}$ be the elements of $c_{\kappa, 1}, \ldots, c_{\kappa, p_{\kappa}}$ that are not equal to $v_{X_{\kappa}}$.
- Let $\bar{a}'_{\kappa}$ be the tuple obtained from $\bar{a}_J$ by removing all components whose entry is $v_{X_{\kappa}}$.

We execute simultaneously in parallel the following $2k' + 1$ enumeration procedures:

- For each $\kappa \in [1, \ldots, k']$ we want to enumerate all $b \in X_{\kappa} \setminus \{v_{X_{\kappa}}\}$ that are far away from all the nodes in the list $\bar{a}_v$.
- For each $\kappa \in [1, \ldots, k']$ we want to enumerate all $b \in X_{\kappa} \setminus \{v_{X_{\kappa}}\}$ such that $G^\kappa := \psi^I_{\tau, p_{\kappa}}(\bar{a}_{\kappa}, b)$. Note that these are exactly all the nodes $b \in K_r(X_{\kappa}) \setminus \{v_{X_{\kappa}}\}$ that satisfy the items (1) and (3).

From the statement made at the end of step 9 of the preprocessing phase, we know that to enumerate all these nodes $b$, we can use the functionality provided by the first bullet of step 10 of the preprocessing phase: We enumerate, with constant delay and in increasing order, all $b \in X_{\kappa} \setminus \{v_{X_{\kappa}}\}$ such that $H^\kappa := \psi^I_{\tau, p_{\kappa}}(\bar{a}_{\kappa}, b)$. Note that these are exactly all the nodes $b \in K_r(X_{\kappa}) \setminus \{v_{X_{\kappa}}\}$ that satisfy the items (1) and (3).

- For each $\kappa \in [1, \ldots, k']$ we want to check if $G^\kappa \models \psi^I_{\tau, p_{\kappa}}(\bar{a}_{\kappa}, b)$ holds for the particular node $b := v_{X_{\kappa}}$, and if so, we want to output this node (otherwise, we enumerate the empty set).
By the statement made at the end of step 9 of the preprocessing phase, this check can be performed by using the functionality provided by the third bullet of step 10 of the preprocessing phase: We simply check in constant time if 
\[ H_{i}^{*} \models \psi_{i}^{*}, \nu, x_{i} \models (\bar{c}_{i})_{t_{i}}. \]

- Using the functionality provided by step 12 of the preprocessing phase, we enumerate with constant delay and in increasing order the set
\[
\{ b \in L : b \notin \bigcup_{k \leq k'} K_{r}(X_{k}) \}
\]

where \( L := L_{t_{r}, i} \) is the set computed in step 11 of the preprocessing phase.

It should be clear that every \( b \) that is enumerated by this process is a matching solution for \( \bar{a} \) and \((r, i)\). Let us now argue that our enumeration process produces all matching solutions for \( \bar{a} \) and \((r, i)\): Note that any matching solution \( b \) for \( \bar{a} \) and \((r, i)\) is either in the canonical bag \( X(a_{r}) \) of one of the elements \( a_{r} \) in \( \bar{a} \), or it is outside all these bags. In the first case, \( b \) is produced by one of the enumeration procedures of the first two bullets. In the second case, \( b \) is enumerated by the skip pointers. Therefore, all matching solutions \( b \) will eventually be enumerated.

Case II: \( \{ k \} \subset \emptyset \)

W.l.o.g. let us assume that \( 1 \notin J \) and that \( \{1, k\} \) is an edge in \( r \).

Regarding item (3), note that the Rank-Preserving Normal Form Theorem 3.9 tells us that instead of the bag \( X(b) \) we can use any bag \( X \) that \( r \)-covers \( X_{f} \).

We define:
- \( X := X(a_{1}) \). Note that every \( b \in V \) that satisfies item (1) belongs to \( X \) and, moreover, \( X \) \( r \)-covers \( \bar{a} \) for \( \bar{a} = (a_{1}, \ldots, a_{k-1}) \) and \( a_{k} := b \).
- Let \( p \) be the number of elements of \( \{a_{1}, \ldots, a_{k-1}\} \) that belong to \( X \) but not to the tuple \( X_{f} \). Let \( c_{1}, \ldots, c_{p} \) be the list of all these elements.
- Let \( c_{1}', \ldots, c_{p}' \) be the elements of \( c_{1}, \ldots, c_{p} \) that are not equal to \( v_{X_{f}} \).
- Let \( \Gamma := J \setminus \{ k \} \).
- Let \( \bar{a}_{r} \) be the tuple obtained from \( \bar{a} \) by removing all components whose entry is \( v_{X_{f}} \).
- Let \( \bar{y} \) consist of the variables \( y_{r} \) for all \( r \in \{1, \ldots, k-1\} \) such that \( a_{r} = v_{X} \).

Since all matching \( b \) must be close to \( a_{1} \) in this case, it suffices to run in parallel the following two enumeration procedures:

- We want to check if \( G_{r}^{*} \models \psi_{r, p}^{*}(c_{1}, \ldots, c_{p}, \bar{a}_{r}, b) \) holds for the particular node \( b := v_{X_{f}} \), and if so, we want to output this node (otherwise, we enumerate the empty set).

From the statement made at the end of step 9 of the preprocessing phase, we know that this check can be performed by using the functionality provided by the third bullet of step 10 of the preprocessing phase: We simply check in constant time if 
\[ H_{X}^{*} \models \psi_{r, p}^{*}(c_{1}, \ldots, c_{p}', \bar{a}_{r}', b). \]

This concludes the description of the enumeration procedure. While describing this procedure, we have already verified that it outputs exactly those \( b \in V \) for which \( G \models \varphi(\bar{a}, b) \).

As we execute concurrently a constant number of enumeration processes and since all of them produce solutions in increasing order and with constant delay, we can ensure that no tuple is produced twice even if several sub-procedures share some solutions. This completes the proof of Proposition 4.1 and hence also completes the proof of Theorem 2.2.

5 CONCLUSION

We have shown how to efficiently enumerate the results of first-order queries over any nowhere dense class of databases. We achieved constant delay enumeration after a pseudo-linear time preprocessing. We also showed that after a pseudo-linear preprocessing we can, on input of an arbitrary tuple, test in constant time whether it is a solution to the query.

We did not mention the size of the constant factor. Already for boolean queries the constant factor is a tower of exponentials whose height depends on the size of the query. Moreover, an elementary constant factor is not reachable if the class of structures contains all trees (unless \( \text{FPT} = \text{AW}[\ast], \) cf. [14]).

An improvement of our work would be to extend the results in a dynamic setting that avoids recomputing from scratch the index built during the preprocessing phase. For instance, the index structure allowing for constant delay enumeration can be updated in constant time in the setting of FO queries over classes of databases of bounded degree [8] and in the setting of q-hierarchical unions of conjunctive queries over arbitrary databases [7, 9]. In the nowhere dense case, constant update time seems unrealistic, as already for boolean queries over trees the best we can do so far are logarithmic time updates [6].

It seems plausible that there exists an index structure, computable in pseudo-linear time and allowing for constant delay enumeration and logarithmic time updates. Preliminary results were obtained in this direction for very simple structures such as words [27]. Generalisation to more complex structures remains for future work.
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In this appendix, we present three examples that highlight the importance of specific information that is computed during the preprocessing phase described in Section 4.1.

In our example queries, we write \( \dist(y; z; x) > r \) as a shorthand for the conjunction of the distance atoms \( \dist(y, x) > r \) and \( \dist(z, x) > r \). The variable \( y \) will play the role of the variable \( x \_2 \) in Section 4.1, where \( k \) is the arity of the considered query.

**First example.** Our first example highlights the importance of using \( r \)-kernels \( K_r(X) \) for the bags \( X \) of a neighborhood cover \( X \).

Consider the query \( \psi(x, y) \) that returns all pairs of nodes \( (x, y) \) that are far away from each other and for which there is a blue node close to \( y \) but far from \( x \). I.e., \( \psi(x, y) = \exists z \left( B(z) \land \dist(y; z; x) < r \land \dist((y; z; x)) > r \right) \).

Assume that during a preprocessing phase we have computed a 3r-neighborhood cover \( X \) and the set \( L = \{ b \in V : \exists z \left( B(z) \land \dist(b; z; x < r) \right) \} \).

Now, let us assume we are given a tuple \( (a, b) \), and we want to test if this tuple is a solution to the query.

In case that \( b \notin X(a) \), we know that \( \dist(a, b) > 3r \), and hence \( (a, b) \) is a solution to the query if and only if \( b \notin L \). Thus, for \( b \notin X(a) \), testing if \( G \models \psi(a, b) \) boils down to testing if \( b \notin L \).

However, in case that \( b \in X(a) \), we won’t be able to conclude with just the information on \( X \) and \( L \), regardless of any further precomputation on \( X(a) \), because the blue nodes \( z \) that’s close to \( b \) and far from \( a \) (and hence witnesses that \( (a, b) \) is a solution to the query) might be outside the bag \( X(a) \); see Figure 1 for an illustration.

To solve this issue, we use the \( r \)-kernels \( K_r(X) \) for all bags \( X \in X \) and make sure that these are computed during the preprocessing phase as well. Then, for a given tuple \( (a, b) \) we know the following.

If \( b \in K_r(X(a)) \), then \( N^c_r(a, b) \subseteq X(a) \), and hence, \( G \models \phi(a,b) \iff G(\psi(a)) \models \phi(a,b) \), and a suitable precomputation within \( X(a) \) can yield the desired result.

On the other hand, if \( b \notin K_r(X(a)) \) then, since \( N^c_r(a) \subseteq X(a) \), we have \( G \models \dist(a, b) > 2r \), and therefore, \( G \models \phi(a,b) \iff b \in L \).

**Second example.** Our second example highlights the importance of the queries \( \psi^k_{r, p} \) defined in step 7 of the preprocessing phase. We
consider the query $\varphi(x_1, x_2, x_3, y) := E(x_1, y) \land \bigwedge_{i \in \{2,3\}} \text{dist}((x_1, y); x_i) > r$

Assume that during a preprocessing phase we have computed a $kr$-neighborhood cover $X$ for some number $k \geq 2$. In some cases, this is enough for our needs: If we are given a tuple $(a_1, a_2, a_3, b)$ with $a_2 \notin X(a_1)$ and $a_3 \notin X(a_1)$, then $G \models \varphi(a_1, a_2, a_3, b)$ if and only if $G \models E(a_1, b)$, and this can be checked easily.

But if $a_2$ or $a_3$ (or both) falls into $X(a_1)$, we need something more. The problem is that we don’t know in advance which situation will occur. Fortunately, there is only a constant number of possibilities, and we can perform an adequate preprocessing for each of them. Each situation is associated to one of the following queries

\[
\psi_1(z_1, x_1, y) := E(x_1, y) \land \text{dist}((x_1, y); z_1) > r \\
\psi_2(z_1, z_2, x_1, y) := E(x_1, y) \land \bigwedge_{i \in \{2,3\}} \text{dist}((x_1, y); z_i) > r,
\]

and these correspond to the queries $\psi^2_{i, p}$ in step 7 of the preprocessing phase.

We now have that $G \models \varphi(a_1, a_2, a_3, b)$ if and only if one of the following is true:

- $a_2 \notin X(a_1)$ \& $a_3 \notin X(a_1)$ \& $G[X(a_1)] \models E(a_1, b)$
- $a_2 \notin X(a_1)$ \& $a_3 \in X(a_1)$ \& $G[X(a_1)] \models \psi_1(a_3, a_1, b)$
- $a_2 \in X(a_1)$ \& $a_3 \notin X(a_1)$ \& $G[X(a_1)] \models \psi_1(a_2, a_1, b)$
- $a_2 \in X(a_1)$ \& $a_3 \in X(a_1)$ \& $G[X(a_1)] \models \psi_2(a_2, a_3, a_1, b)$

In each of these cases, we made progress as we can now restrict our attention to one bag and do not have to consider the entire graph.

**Third example.** Our last example illustrates the use of the Rank-Preserving Normal Form Theorem 3.9. Consider the query

$\varphi(y) := \forall z \left( (\text{dist}(y, z) \leq 2 \land B(z) \rightarrow E(y, z) \right)$.