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Résumé

L’interprétation abstraite est un cadre tres général permettant 1'utilisation stre
d’approximations d'un point de vue sémantique. Cette théorie est utilisée princi-
palement dans I'analyse de programmes et permet la conception de programmes
calculant automatiquement les propriétés de programmes. Ces analyseurs s’ap-
puient sur des structures de données permettant de représenter ces propriétés.
Ces structures de données sont des objets fondamentaux de 1’analyse, car elles
déterminent la précision et la complexité de celle-ci. Les structures de données
classiques peuvent étre peu adaptées a cet usage, car elles ne sont pas concues
pour tirer avantage des possibilités d’approximation. C’est pourquoi différentes
représentations ont été développées spécifiquement pour 'interprétation abstrai-
te. Par exemple, dans le cas des ensembles d’entiers, on peut utiliser une représen-
tation basée sur 'utilisation des polyhedres convexes, ou encore sur 1'utilisation
de congruences.

Les arbres sont des objets fondamentaux en informatique : ils sont présents
des que l'on considere des structures non linéaires. Les structures classiques pour
représenter les ensembles d’arbres sont les automates d’arbres. On en utilise par-
fois des variantes, comme les grammaires d’arbres, mais ces variantes sont souvent
moins efficaces a cause de I'introduction de noms de variables. Les automates
d’arbres ont une complexité élevée, surtout les automates d’arbres infinis, et les
ensembles d’arbres qu’ils permettent de représenter sont limités : ils n’autorisent
pas la représentation d’ensembles de la forme f(a",b", "), n € N qui présentent
des relations entre les sous-arbres.

Le résultat principal de cette these est une nouvelle représentation des ensem-
bles d’arbres plus expressives que les automates d’arbres, adaptée aux techniques
d’approximation et mettant en ceuvre un principe de partage permettant une
meilleure compacité et une meilleure efficacité des algorithmes associés. Cette
représentation, les schémas d’arbres, permet de décrire des ensembles contenant
des arbres infinis et avec une notion de relation entre les sous-arbres. Ce résultat
est obtenu par extraction d’une structure, le squelette du schémas, qui exprime
le partage préfixe maximum de I’ensemble. Cette structure est ensuite enrichie
de liens représentés par des relations. Cela permet donc d’extraire ’aspect rela-
tionnel des ensembles d’arbres.

Puisque les ensembles représentés peuvent étre infinis, et les arbres eux-meémes
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infinis, il a fallu représenter aussi des relations infinies. Ces relations sont tres
importantes dans les schémas d’arbres : ce sont elles qui déterminent leur pou-
voir expressif, et ce sont aussi les facteurs prédominants de leur complexité. La
facon la plus efficace connue de représenter des relations finies est 1'utilisation de
BDDs. Les représentations de relations infinies développées dans cette these sont
des extensions des BDDs avec un pouvoir expressif comparable aux ensembles
de mots infinis de Biichi. Une nouvelle classe de relations infinies permettant
une représentation efficace a été définie. Elle permet I'approximation précise
d’un grand nombre de relations infinies. Elle permet entre autres l'expression
d’ensembles équitables.

La séparation entre ’aspect structurel et I'aspect relationnel des ensembles
d’arbres a permis d’envisager l'introduction de nouvelles contraintes dans les
schémas d’arbres. Ces contraintes sont basées sur 1'utilisation de compteurs. Les
compteurs peuvent étre utilisés pour déterminer automatiquement quelles boucles
grossissent et de quelle facon elles grossissent a l'intérieur d’une séquence de
schémas d’arbres. Cette information est utile pour concevoir des outils d’approxi-
mation supplémentaires.

Les schémas d’arbres sont donc de nouvelles structures de données disponibles
en interprétation abstraite qui devraient permettre des analyses plus fines et plus
rapides.
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Chapter 1

Introduction

1.1 Motivations

1.1.1 Abstract Interpretation

Abstract interpretation [CC77, Cou78, CC92b] is a formalized framework de-
signed to deal with approximations, specially useful for the static analysis of
programs. This framework is very general and can be applied to a great variety
of problems. In fact, a lot of works have been achieved, either based on abstract
interpretation or trying to improve different parts of the framework. Because
abstract interpretation is so general, there have been theoretical advances and
researches to improve the possible applications of abstract interpretation.

When we try to apply abstract interpretation techniques, we must consider
the objects manipulated during the process. This question is crucial to the imple-
mentation because it determines the accuracy and the complexity of the compu-
tation. But in many cases, the objects that are available from classical computer
science may be inadequate, because they don’t take advantage of the possibility
of approximation. Thus some specific objects and their manipulation have been
defined to be used in abstract interpretation. Usually, they cannot represent any
possible object but they come with approximation mechanisms. If we consider for
example sets of numbers or tuples of numbers, Patrick Cousot and Nicolas Halb-
wachs presented in [CHT78] a representation based on convex polyhedra. Philippe
Granger proposed the use of congruences in [Gra89].

1.1.2 Representation of Sets of Trees

Finite and infinite trees are present in a way or another in most parts of computer
science. In [Knu97], Donald E. Knuth describes the trees as “the most important
nonlinear structures that arise in computer algorithms”. They can be seen as
the underlying structure of many different kind of objects such as words, graphs
—provided we can distinguish a node [Eng94, EV94]—, and of course non linear
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data structures. In program semantics, they appear as control flow graphs or
traces of execution. Even a set of trees can be seen as a tree.

Alas, representing sets of trees is difficult. In the case of finite trees, au-
tomata techniques can be implemented but they lack some natural approxima-
tion method. When it comes to infinite trees —a necessary step to represent
graphs, for example— we can only find theoretical description of automata, but
no realistic implementation is available. When someone needs sets of trees in an
abstract interpretation, he will have to restrain his analysis to linear structures,
such as in [Deu92|, or to very crude approximations losing any relation between
different parts of the trees as in [HJ90, Hei92].

1.2 Goal of the Thesis

The goal of this thesis is to provide a set of tools to manipulate sets of possibly
infinite trees in abstract interpretation. The user of this set of tools should only
care about basic operations over sets of trees, such as intersection, projection,
etc. The set of tools would then take care of computing those operations using
an efficient internal representation of sets of trees.

As representing sets of possibly infinite trees is a difficult task, some opera-
tions on sets of trees will require the use of automatic approximation. In order
to make things easier for the user, operations of explicit approximation will be
provided, as well as algorithms to decide whether there is an approximation that
seems to suit the current iteration on the set of trees. In order to give the possi-
bility to trade between accuracy and complexity options to force more automatic
approximations should be available.

1.3 Guiding Ideas

In order to fulfill our objectives, the representation of sets of trees is to combine
two main qualities: efficiency and expressive power.

1.3.1 High Expressive Power for the Representation

All experiments in abstract interpretation indicate that the later we approximate
the more accurate the final result. In order to approximate as late as possible,
automatic approximation should be reduced to a minimum. It means that for
every representation used in an abstract interpretation, we must try be able to
represent the largest set of object possible. In this thesis, we try in every area
of the representation to go as far as possible in the expressive power without,
hopefully, jeopardizing the efficiency of the representation.
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1.3.2 Uniqueness

The efficiency of a representation lies in its compactness and in the complexity
of the algorithms using the objects. This is a matter of balance, so we cannot
use algorithms from data compression for example, because, although the com-
pactness of compressed objects is very good, their manipulation would be very
difficult. The notion of uniqueness, on the other hand, seems to deal with every
aspect of the efficiency of the representation.

The representation of an object is said to be unique if no other representation
represents this object in the same frame. A typical example of non-uniqueness is
the use of variable names: they produce at least as many possible representation
for a given object as the number of possible variable names. Striving after the
uniqueness of a representation is moving towards a better compactness of this
representation. Actually, if it is not unique, then the representation contains
some redundancy.

The problem with uniqueness is that it may require a lot of computation to
find a kind of normal form (the minimal state representation when possible). Our
argument is that, in most case, the gain in most algorithms makes up for this
overhead. It is particularly true if we need equality testing or emptiness testing.

1.3.3 Formal Definitions

Because it deals with the essence of approximation from a very theoretical point of
vue, abstract interpretation is a mathematical model. It is very well formalized,
and this formal presentation of the model allows a very high confidence in its
correctness and a genericity of the results. The drawback —or the advantage—
is that any extension or application of abstract interpretation should be very
formal too.

In our case, a formal definition is an advantage, because we have to deal
with infinite structures and infinite behavior. Experience shows that in this case,
informal presentation and intuitive proofs can lead to wrong results.

1.4 Overview of the Thesis

After this presentation, the thesis starts with a recall of basic mathematical
background and the associated notations. The following fields are presented:
words, trees, graphs, relations and abstract interpretation. If the reader is already
familiar with one of these fields, he can skip it and use the summary of the
notations in appendix A when necessary.

Chapter 3 gives the basic algorithms on regular trees that are extended later
to insure good sharing properties.

Chapter 4 studies the efficient representation of relations. It gives new classes
of infinite relations that can be represented by decision diagrams. The expressive
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power of these relations is essential in the representation of sets of trees.

Chapter 5 describes the representation at the heart of the thesis, tree schem-
ata. Tree schemata and their use of relations are formally described. In the next
chapter, some algorithms on tree schemata are presented as a guideline to use
them.

Chapter 7 presents some extensions to basic tree schemata. This extensions
take advantage of the way relations are used in tree schemata. The most useful
extension is the incorporation of loop counters which allow more precise approx-
imation by numerical analysis.

Finally, chapter 8 presents briefly some possible applications of tree schemata
and the last chapter concludes.



Chapter 2

Preliminary Definitions

In this chapter, we introduce some basic definitions over mathematical objects
that will be used in the thesis. These presentations are quite succinct because
most of them are very well-known in computer science. They are mainly given
to set the notations over these objects. Most of these notations are summarized
in appendix A.

2.1 Basic Notations

The set of natural numbers will be denoted N. If n € N, then
def

m={ieN|0<i<n}

If, moreover, m € N,
n,m[={ieN|n<i<m)

The cartesian product of two sets £/ and F' is denoted E x F'. The cartesian
product of a set family (E;);c; is denoted &),.; E;.

2.1.1 Functions

Let E and F be two sets, and f C E X F. The set f is said to be a function, and
we write f: E'— F'| if and only if Va € E, there is at most one b in F' such that
<a,b> € f. We write f(a) =b. We say that f is a function from E to F'. The

domain of f is denoted dom(f) = {a € F'| 3b € F, f(a) = b}. The image of f is
denoted im(f) = {be F| Ja € E, f(a) = b}.
If f: E—E, the element x € FE is called a fizpoint of f if f(z) = x.

2.1.2 Orderings

Let E be a set. A partial ordering < on E is a subset of F x E such that
Va,b,c € E, <a,a> € < (reflexivity), (<a,b> € < and <b,a> €<)=a=1b>

5
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(antisymmetry), and (<a,b> €< and <b,c> €<) = <a,c> €< (transi-
tivity). When using partial orderings, we use the infix notation: a < b for
<a,b> €<.

Every partial ordering < corresponds to a strict partial ordering denoted <
defined as < = {<a,b> €<| a#b}. A total ordering < on E is a partial
ordering on F such that Va,b € F, a <bor b <a.

Let E be a set partially ordered by <. Let F' C E. The element a € F is an
upper bound of F if Vb € F, b < a. It is said to be the least upper bound of F,
denoted lub<(F'), if it is an upper bound of F'; and for all b that is also an upper
bound of F', a < b. Note that lub<(F) is not always defined, but when it exists,
it is unique. We define dually the greatest lower bound of F' (glb_(F)).

A complete lattice is a set E and a partial ordering < on F such that for all
F C E, lub<(F) and glb_(F') exist.

2.1.3 Equivalences

Let E be a set. An equivalence = on E is a subset of F x E such that Va,b,c €
E, <a,a> €= (reflexivity), <a,b> €= <b,a> €= (symmetry), and
(<a,b> €= and <b,c> €=)= <a,c> €= (transitivity). As for partial
orderings, we use the infix notation: <a,b> €= is denoted a = 0.

Equivalences define equivalence classes. Let = be an equivalence on E. The
equivalence classes of = are the sets in {{b| a = b} | a € E}. Note that equiva-
lence classes cannot be empty because of the reflexivity property.

2.2 Words

Let A be a set of letters. Then A* is the set of finite words made of letters from
A, and A" the set of non-empty words over A. The empty word will be written
e. The word consisting of a single letter a of A is written a. If u and v are words
over A, then their concatenation will be denoted w.v or wv. |u| is the length of
u. |e| = 0.

If (w;)ies is a family of words with total ordering <; on I, their concatenation
following the order of their indexes is written @;’I w;. If I =0, then this is e.
This operation can be extended to families of sets of words in the following way:
LyLs = {u1u2 ‘ U € Ll, U € LQ}

If L € A*, we can define the set of all finite concatenations of elements of L,
in any orders. This set is written L*. Formally,

Ld:fU{é)uj

1€N Jj<i

Vj<i,uj€L}
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2.2.1 Orderings on Words

There is a canonical ordering on A*, the prefix relation < defined as:
Vu,v € A, u <08 Juy € AT, v =uy

A subset M of A* is said to be prefiz closed if and only if Vu € M,Vv € A*, v <
u=ve M.

An ordering <4 on A can be extended to A* by means of the alphabetic
ordering, <% defined as:

Vu,v € A u <3 v u<ovViwe A a,be Ajwa S uANwb=vAa<ab

If <4 is total, then <% is total.

2.2.2 Infinite Words

The set of infinite words made of letters from A is written A“. An infinite word
can be seen as a function from N to A, so we write u(i) for the i letter of u.
A® = A*UA“. A subset of A% is also called a language. The prefix ordering can
be extended to A® by Yu € A*, Vv € A®, u < v < Ju; € A®, v = uu,. Using
this ordering, we can define the infinite closure of sets of finite words (the same
as the adherence of [BN80]). The infinite closure of the set of words L C A%,
: — .
written L is defined by:

LT {xeA|{uel|u=<uz} isinfinite}

If L C A*, we define L“ as L*. An infinite word w is said to be ultimately
periodic if there is a finite word v and a finite word v such that w = u.v".

2.2.3 Automata on Words

Let A be a set of letters. We can define many different automata to recognize
sets of finite or infinite words of A. All these automata have a common structure,
which we call an automaton in general, that is a set of states, () and a transition
set £ C @ x A x . An automaton is said to be finite if E is finite. Two
transitions (p,a,q) and (p/,d’,q’) are said to be consecutive if ¢ = p’. A path is
a sequence of consecutive transitions. The label of a path is the sequence of the
letters of its transitions. The first state of the first transition of a path is called
its origin. If the path is finite, the last state of its last transition is called its end.
If the path p is infinite, we write In(p) the set of states that appear in an infinite
number of transitions of p. This set is called the set of infinitely repeated states
of p.

A Biichi automaton [Biic60] is a finite automaton plus a set of initial states /
and a set of final states F'. We write A = (Q, FE, I, F). A recognizes any infinite
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word that is the label of a path of A with origin in [ and such that there is a
state of F' in the set of infinitely repeated states of the path. We write L¥(.A)
this set of infinite words. A Biichi automaton can be used to recognize a set of
finite words: L*(\A) is the set of words labeling path of A with origin in / and
end in F.

2.3 Trees

Let F be a set of labels. A tree ¢ labeled by F' is a function of pos(t) — F' such
that pos(t) is a prefix closed non-empty subset of N*. The domain of t, pos(t),
defines the shape of the tree. The elements of pos(t) can also be called the paths
of the tree. t(¢) is called the root of t.

2.3.1 Arity

The set of labels F' is said ranked if it is associated with an arity function Arp :
F — N. A tree t labeled by F' is said to respect the arity of F' whenever the
following property holds:

Vp € pos(t),Vn € N, p.n € pos(t) < n < Arp(t(p))

In this thesis, every tree labeled by a ranked set will be assumed to respect its
arity. The set of trees labeled by the ranked set F' (and respecting its arity) will
be denoted H(F).

2.3.2 Subtrees

Let p € pos(t). The subtree of t rooted at p, denoted 2, is defined by:
pos(ty) = {q € N*| pq € pos(t)}

Vg € pos(ty), tp (2) = t(pg)

A subtree is a child of t if there is an < € N and this subtree is ¢};.The tree t is a
father of this tree.

The notion of subtrees defines an ordering on H(F'), denoted <. The formal
definition of this ordering is:

Vu,t € H(F),u <t & Ip € pos(t),u =ty

If au<tort<u wesay that u and t are parent .
The set of subtrees of a tree t is denoted Subtrees(t).
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2.3.3 Infinite Trees

A tree t is said to be infinite as soon as pos(t) is infinite.

A tree t is regular [Tho90] if and only if the number of its distinct subtrees is
finite (or Subtrees(t) is finite). If ¢ respects an arity function, then it is the case
if and only if:

AN € N,Vp € pos(t), |p| > N = 3q,q1 € pos(t), ¢ <1 2 p and ty = tig

Proof: Suppose t is regular. We just have to take N the number of distinct
subtrees of £. Conversely, if ¢ satisfies the formula, we show that whatever ¢,
Jg € pos(t) such that |¢| < N and t = t). Thus, the number of distinct
subtrees of t is bounded by n, where n is the maximum arity of the labels. [

2.3.4 Substitutions in Trees

We present different notions of substitution in trees. Let ¢ and u be trees and p
a path of pos(t). The substitution of ¢ by u at position p, denoted g\, is the
tree v defined by:

pos(v) = {q € pos(t) | p A qtU{pq| q € pos(u)}

v(g) = if Ir € pos(u), ¢ = pr then v(r)
else t(q)

If now P is a set of paths, the substitution of ¢ by u at positions P, denoted tp\,,
is the tree v defined by:

pos(v) = {q € pos(t) | Vp € P,p A ¢} U | {pa| q € pos(u)}

v(q) = ifIr e pos(u), Ip € P, ¢ = pr then v(r)
else t(q)
If s is another tree, the substitution of s by w in ¢, denoted t[s\u] is defined by:

def

t[S\U] = t{pEpos(t) |t[p]:s }\u

We can also define substitutions with respect to a label f, which replaces
every node labeled by f by u.
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2.3.5 Recursive Functions on Trees

Basically, trees are recursive, so most functions defined on trees will be recursive.
The recursive definition can be written as a fixpoint equation of the form:

fo=F{te), Q f(tn)

1<Arp(t(e))

Depending on F and its domain, this equation can have many solutions or even
no solution at all. We know from [Tar55] that if F is monotone on a complete
lattice then the set of fixpoints of F is non-empty and is a complete lattice.
In that case, the usual convention is to consider the least fixpoint of F as the
semantics of the equation.

In the case of an infinite tree though, this convention will often lead to un-
interesting results, that is the image of any infinite trees by the least fixpoint of
F is the bottom of the lattice. Thus the convention we follow in this thesis is
to consider the greatest fixpoint as the semantics of the equation, including for
finite trees.

2.3.6 Representation of a Tree

Finite trees have been very commonly used in computer science for years. It
is not surprising that a very efficient way of representing trees is known and
widely used (see for example [Knu97], Sect. 2.3). This method merely consists in
representing a tree as a set of paths associated with their labels and then share the
prefix parts of the paths. Thus, a tree is represented by its root and by arrows
associated with each possible suffix of €, starting from the root and pointing
towards representations of the subtrees corresponding to the suffix. When it
comes to representing objects, an illustrated example is often easier to understand
than an exhaustive explanation:

( c — f f
0 — g 0 1
00 — a g/ \/ f
th=<x 1 — f  will be represented by Ol 0/ \!
10 — a a a g
11 — g 0]
110 — a a

\

Usually, the values associated with the arrows are omitted. The convention is
that the arrows are ordered from left to right according to their values. Even the
arrows can be replaced by mere lines, with the convention that the tree is read
top-down .
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The qualities of this representation lie in its simplicity and in its ease of use.
Most algorithms just go through the representation using local informations only.

This representation is often easily improved by sharing the end of the paths
(see [AHUS83] for example). In fact, a part of the path can be shared if its labels
can be shared too. This amounts to share the common subtrees. At the expense of
the maintenance of a global information (the set of already encountered subtrees),
this technique allows an appreciable gain of space and time. In our example,

f
go/ &} “/fxl
ty = Ol 0/ \! would be represented by ¢ f
a a g

0] 0% >0<1>

Moreover, this optimization allows for a very natural representation of infinite
regular trees [Col82]. Thus:

(10)*  — f f
tp=4q (10)°0 — a  will be represented by 9/ \!
1(01)* — g a g )°

The problem with this representation is that classical techniques for sharing in
finite trees do not apply to infinite trees. In this thesis, a new technique has been
devised that allows this representation to be canonical. It is described in length
in chapter 3.

Other optimizations are possible, but the added complexity seems too heavy
for a generic use of the trees.

!
In the sequel, a generic tree from H(F') will be denoted ¢ \ , where f € F

to - tn—1

is the root of the tree, n is the arity of f and (¢;);<, are the children of the root.

2.4 Graphs

A directed graph G is a set of nodes G and a set of edges G¥ c GV x GV.
The empty graph (i.e. GY = ()) is denoted )¢. A finite Graph is a graph with a
finite set of nodes. A path from the node N to the node M of G¥ is a word over
G¥ such that the first letter of the word is of the form (N, N'), the last letter of
the word, (M’, M), and each consecutive letter of the word, (N7, Na)(Na, N3). A
directed graph is said to be strongly connected if and only if, for all nodes N and
M of the graph, there is a path of the graph from N to M. If p is a path from
N to M, we write N.p = M.
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A symmetric graph! is a graph whose set of edges is symmetric. That is
G is symmetric if and only if V(N, M) € G¥, (M,N) € G¥. The underlying
symmetric graph of a directed graph is the graph with the same set of nodes and
with a set of edges defined by: if (N, M) is an edge of GF, then (N, M) and
(M, N) are edges of the underlying symmetric graph of G. A graph is said to be
connected if and only if its underlying symmetric graph is strongly connected.

A graph is said to be labeled if there is a function from its set of nodes to a
set of labels.

A subgraph H of a graph G is a graph such that HY c GV and HF =
{(N,M) e G¥| N and M € H"}.

2.4.1 Multi-edge Graphs

A multi-edge graph G is a set of nodes GV, a set of edges names G* and a set of
edges GF C GN x GV x G¥. The underlying directed graph of a multi-edge graph
is the directed graph defined by G and G where we forget the third component
of the edges. A multi-edge graph is strongly connected (respectively connected)
if and only if its underlying directed graph is strongly connected (respectively
connected). A path of a multi-edge graph is a word over its set of edges such
that when forgetting the third component of its letters, we obtain a path of the
underlying directed graph. The word over the set of edges names obtained from
a path of the graph is called the label of the path. If N is a node of a multi-edge
graph, w a word over the set of edges names, we write N.w for the set of nodes
M such that w is the label of a path from N to M.

2.4.2 Walking Through a Graph

Many algorithms on graphs proceed by “walking through” the graph, that is they
go from nodes to nodes of the graphs, following the edges. The most popular way
of going through a graph is the depth first search [Tar72]. Whatever the way of
going through a graph, some common notions arise from the notion of visiting
nodes sequentially. The root of a subgraph of the graph analyzed by the algorithm
is the first node of the subgraph visited by the algorithm. The return edges of
the graph are those edges that go from a node N visited by the algorithm to a
node that is already visited when it reaches V.

2.5 Relations

Let I be a set of indexes, and (E;);cr a set family. A relation R on this family is
a subset of @),.; L, the cartesian product of the family. The elements of I are
also called the entries of the relation.

'Sometimes, a symmetric graph is said to by simply a graph, as opposed to directed graphs.
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2.5.1 Projection

Let e € Q,c; Ei. If I =0, e is denoted <>. If I # 0, then let j € I. The
projection of e according to its j** component is denoted e(j)- In the same way, if

R is a subset of )., E;, its projection according to its ' component is denoted
Ry:

el

Ry ={z€ B |Fe€Ro=c;}

Let J C I. The projection of e according to J is denoted likewise by e(y. In the
same way,

R(J)Clzef{ZEG@Ej

jeJ

HGGR,I’ZB(J)}

Dually, we will write e(g;) for e\ ), as I is known from e.

2.5.2 Support Set of a Relation

Let R be a relation on (E;);c;. The set family (F;);cr is called the support set of
R if and only if R C @, Fi and Vi € I,Vx € F;,3e € R, e(;y = x. The support
set of a relation R is denoted Support(R). It is unique, as

Support(R) = ® {ew ]| e€ R}

el

A relation is said to be square if it is equal to its support set.

2.5.3 Boolean Operations on Relations

Let R be a relation and D D Support(R). The negation of R with respect to D
is defined by:

-pR={ecD|e¢R}

When D is clear from the context, it can be omitted.

Let R and S be two relations. Let R be a relation on ), ; £; and S on
R Fj. We define extend(R, S) = @y, Bi U Fi with E; = 0 if ¢ ¢ T and
F,=0ifi ¢ J. Then:

RiARy = {e € extend(R, S) | ey € R and ey € S}

RIVR, & {e € extend(R, S) | ey € Ror ey € S}
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2.5.4 Projection According to a Value

Let J C I. Let e € Q,.; Ei. Let R be a relation on (E;);c;. The projection 2 of
R according to e is the relation R.;_. defined by:

Rj—e=q 7€ ®Ez Jy e R, yen=xANyu) =e
i€l\J

In the case where J = {j}, we can write R.;_, = R.jy=e. If J is clear from

the context, we write R(e) for R.j_..

If there is a family (F});ex isomorphic to (E;);es, and the isomorphism o is
clear from the context, we will write R.;—. for R.;—s ().

The set of all possible projections according to a value of R is defined by
AllProj(R) £ { R .| JCI and e€ @, ,Ei}.

icJ

2.5.5 Independent Decomposition

Let I = I, Ul and I; NI, = (). A relation R can be independently decomposed
in R,y and Rp,), written R = R(;,) A R(1,), if and only if:

Ve € ®E¢, e€e R (6(11) € R(h) Ner) € R(]z))

i€l

2.6 Abstract Interpretation

The way abstract interpretation deals with semantic approximations ([CouT78,
CC92b, Cou96]) is through the use of semantic domains and the relationship
between them. Given two semantics, one is called the concrete semantics and
the other one the abstract semantics which is an approximation of the concrete
one. In the case of program analysis, the most concrete semantics is the stan-
dard semantics which describes all the possible behaviors of programs. A first
approximation is the collecting semantics which contains the behaviors of inter-
est. Thus, when comparing those two semantics, the standard semantics is the
concrete one, and the collecting semantics the abstract one. Other more abstract
semantics may be introduced, compared to which the collecting semantics will be
the concrete semantics.

2.6.1 Soundness and Galois Connections

The properties of the different semantics are taken from sets called semantic
domains. So we have a concrete semantic domain P° and an abstract seman-
tic domain P*. The most basic way of describing the relationship between the

2This is also called cofactor in [BHMSV84].
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concrete and the abstract semantics is the soundness relation, S, a relation on
P’ x Pt <c,a> € S means that a is a sound approximation of c.

Because we can have many sound approximation for a given property, we need
to know more about these approximations, about their accuracy. This informa-
tion is given by a partial ordering on the properties, the approximation ordering,
denoted <’ for the concrete domain, and <* for the abstract one. The approxi-
mation ordering must be compatible with the soundness relation: if <c,a> € S,
then, a<'a’ = <c,a/> € S and ¢<’c = <,a> € S. If there is a best ab-
straction for all concrete properties, then we can define an abstraction function,
« which maps every concrete property to its best abstraction. Dually, if there is
a greatest concrete property that is soundly approximated by a given a for any
a, then there is a concretisation function ~.

If we have an abstraction function and a concretisation function, the relation-
ship between the semantics can be described by a Galois connection:

(P, <) 0 (P <)

It means that (P°, <) and (P*, <*) are partially ordered sets and that o : P° — P*
and 7 : P¥— P are such that: Ya € P*, Ve € P°, a(c)<fa & c<’y(a). When o
is surjective, we say that we have a Galois insertion.

2.6.2 Fixpoints and Iteration Sequences

The semantics of a program will often be described in terms of fixpoint of a
semantic function, F'. In order to insure the existence of such a fixpoint and to
characterize it constructively ([CC79]), we suppose that the semantic domains are
complete lattices for some partial orderings, the computation orderings, denoted
" and C*, which can be different from the approximation orderings. In this case,
the least fixpoint of F” : P” —P’, a monotonic function for T, is the limit of the
concrete iteration sequence:

Ut e (Fbﬂ) for all 5 ordinal

A e . .. .
) |_| F 0 where )\ is a limit ordinal®
B<A

What we try to compute, now, is a sound approximation of the least fixpoint
of F”. It can be performed by the abstract iteration sequence over the abstract
semantic function F* defined as: F#(a) = a(F’(y(a)). Note that the least fixpoint
of this function may be less precise than the abstraction of the least fixpoint of

the concrete semantic function.

3Note that 0 is a limit ordinal. The least upper bound of the empty set is called the infinum
of the lattice.
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2.6.3 Dynamic Approximation of Fixpoints

The approximation of the concrete fixpoint by the abstract iteration sequence
is a static approximation: we choose the abstract domain for a whole class of
programs and it determines a priori the approximation. But the more precise
these approximations, the more precise the result. In fact, experiments show
that we get better results by choosing a more precise abstraction, which can lead
to unpractical abstract iteration sequences, and then dynamically approximate
the abstract iteration sequence. In abstract interpretation, this is performed by
means of a widening operator.

A widening operator V is a partial function: p(P*)— P* such that VE* C P,
if V(E*) exists, Ve € P°, if Ja € E* such that <c,a> € S, then <c, VE*> € S.

The abstract iteration sequence with widening is:

AL g {FW F* (FW>} for all 8 ordinal
pr g {FW ‘ 5 < )\} where A is a limit ordinal

The limit of the abstract iteration sequence with widening is a post fixpoint
of F*. Thus it is a sound approximation of the least fixpoint of F”.



Chapter 3

Sharing Regular Trees

Sharing common substructures is one of the leading ideas of efficient representa-
tions. It allows more compact representations and reuse of intermediate results.
It is always involved in a way or another when representing infinite structures.

In general, sharing mechanisms use a dictionary mechanism to know whether
a given substructure has already been encountered. These mechanisms only work
for acyclic structures, as they need to start on a basic substructure that does not
depend on some other substructure. So, these classical mechanisms would not ap-
ply to infinite regular trees. In this chapter, we present a new sharing mechanism
that can be applied to any structure, even cyclic or connected structures.

We present first the classical sharing mechanism, that is used for finite trees.
Then we present the new mechanism on strongly connected graphs, which are the
essence of the difficulty in the sharing of infinite regular trees. This mechanism
is then used together with the classical one to build the shared representation
of any infinite regular tree. We end this chapter with the description of some
algorithms on this representation.

3.1 Classic Sharing

3.1.1 General Framework

The main problem of sharing is to store intermediate substructures when building
a structure in such a way that it is easy to know whether this substructure
has been encountered already, and where it is stored. In order to do this, we
use keys extracted from the structures, which are linked —through a dictionary
mechanism— to the places where these structures are stored. For this process
to be valid, the keys must properly discriminate between the structures. We
suppose we have a structure (and substructure) universe, . We describe the
possible semantic equality between structures by an equivalence class = on U. A

17
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key k is a wvalid key with respect to = if:
Vu,v €U, u=v < k(u) = k(v)

In this way, if two structures are equivalent, they are stored in the same place:
we keep just one representative of the equivalence class.

3.1.2 Structures for the Trees

In our paradigm, each regular tree t labeled on F' is represented by a node of a
labeled multi-edge graph G, with set of labels F' and set of edges names N. In the
computer representation, the idea is that each node of those graphs corresponds
to a memory location. Thus, the structure universe for the trees will be the nodes
of such graphs. We define =, the semantic equivalence on the nodes: N =; M if
and only if N and M represent the same tree.

Let N be a node of G; with label f of arity Arp(f) = n. As defined in
chapter 2, there are n edges from N to nodes N; whose name is i in GF. As

!
a shortcut, we will write IV is labeled by ¢ ~ . As the outgoing edges of a
No - Np-—1

particular node are uniquely determined by their names, there is at most one
path labeled by a given word of N* starting from a given node. Thus, if p is
a word of N* and N a node, N.p is either empty or a singleton. When it is a
singleton, we will identify the singleton and its element.

Each node of the graph G, represents a subtree of t. The graph is said to be
of mazximal sharing if the number of its nodes is the number of different subtrees
of t. In fact, the graph G, is part of a wider graph defined by a dictionary D,
which links any subtree of ¢, and possibly of some other trees, to their nodes.

3.1.3 Finite Trees

In the case of finite trees, sharing is easy and widely used. The dictionary mech-
anism used to link the keys to the nodes is usually a hash table! ([Knu73],
Sect. 6.4). The keys are built as follows: first, sharing the leaves is easy, as
the label of the node can be its key. Then, if the keys of (;);<, are known, they

!
are linked to the nodes (N;);<,,. The key for v ~ is (f, (Vi)i<n). Each time
to

ctp_1
a key is not present in the dictionary, it is associated with a new unique node,
which is linked to the nodes (N;);<,, by edges labeled by the corresponding i. The
key defined by this mechanism is valid for =; by induction on the height of the
trees represented by the nodes. The graphs resulting of this building mechanism
are of maximal sharing due to the validity of the keys.

! An interesting alternative to hashing is proposed in [CP95]. It is used in [KR96].
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3.2 Sharing Strongly Connected Graphs

The main difference between the representations of finite and infinite (regular)
trees, is that the graphs representing infinite trees contain strongly connected
subgraphs. Finding the best representative and a key for such subgraphs is
difficult, as we can’t use any recursion mechanism. We are thus forced to use
non-local informations.

3.2.1 Maximal Sharing Strongly Connected Graphs
Equivalence of Graph Nodes

In order to achieve maximal sharing, we need to know constructively when two
nodes represent the same tree. The following simple algorithm decides the equiv-
alence of two nodes, which can be in the same graph or not. Let N and M be two
graph nodes. The two nodes represent the same tree if and only if eqTree(N, M)
holds true. A similar algorithm was already sketched in [Knu97] for “List struc-
tures” representing infinite trees (exercise 2.3.5-12).

eqTree(N, M):
S 0
return(eqTreeRec(N, M))

eqTreeRec(N, M):
if {N,M} € Sor N = M then return(true)

f g
N is labeled by v ~ and M is labeled by ¢
No - Np—1 Mo~ Mym—1

if f = g then
S «— SU{{N,M}}
return(/\,_, eqTreeRec(NN;, M;))
else return(false)

Proof: N represents the tree u and M the tree v. If eqTree(N, M) is false,
then there is a path p such that u(p) # v(p) and so u # wv.

If u # v, then there is a path p such that u(p) # v(p). We try to prove that
there is such a path that is reached by eqTree(IN, M). If it is the case, then
eqTree(N, M) = false.

First we restrict the set of eligible paths to Acyclic(M, N) = {p |Vq < ¢’ <
p, {M.q, N.q} # {M.¢', N.q'}}. Any path that is reached by eqTree(NN, M) is in
Acyclic(M, N). Note that Acyclic(M,N) is a finite set, and so orders on this
set are well founded. Let p be a path such that u(p) # v(p) of minimal length.
If p is not in Acyclic(M, N) then there is ¢ < ¢ < p such that {M.q, N.q} =
{M.¢',N.q'}. Let p = ¢'pr- {ugg,vg} = {ugg), vigr}s and uggy(pr) # vign(p1), so
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ufg(p1) # vjg(p1) which means that u(gp1) # q(gp1). But |gpi| < |p|. Thus p is
in Acyclic(M, N), and so Acyclic(M, N) contains at least one path such that u

and v differ on that path.

Let py be the least path of Acyclic(M, N) for <% such that u(py) # v(py). If
ps is not reached by eqTree(N, M), then there is a ¢ < py,q € Acyclic(M,N)
such that, either N.g = M.q, or there is a ¢ <§ ¢,qr € Acyclic(M,N) such
that {N.q, M.q} = {N.qs, M.qs}. Let p; be such that p; = gp;. In the first
case, Uy = Vg, and so u(p1) = vig(p1), which means that u(p) = v(p). In
the second case, {ujg, vig} = {u),Vig,}- But ¢f <§ ¢, and ¢ A ¢ because
q € Acyclic(M,N), so qgsp1 <% ¢, and so ¢gp1 <% gpi. By minimality of py,
this means that ¢gpy & Acyclic(M, N). So, there are r < r" =< ggp; such that
{M.r,Nor} = {M.2',No'}. We take for r the least such path for <. Because
qr € Acyclic(M, N), we cannot have both r and 7’ prefix of ¢;. Because p; €
Acyclic(M, N), we cannot have both r and " suffix of ¢;. Thus, r < ¢ < 7.
Because py € Acyclic(M,N), r £ ps, so r A q. Let ¢sp1 = r'p;. We have
{Uprpa)s Virpal} = {Uipj)> Vipp1 s but this time rpy € Acyclic(M,N). As r < gy,
r A qand qr <§ ¢, r <§ ¢, and so rps <§ py. This contradicts the minimality
of py. It proves that py is reached by eqTree(N, M) and so that eqTree(N, M)
holds false. 0

Finding the Graph of Maximal Sharing

A graph is of maximal sharing if and only if there is no couple of nodes, N; and
N,, such that N7 # Ny and N; and N, represent the same subtree. One way
of finding the graph with maximal sharing equivalent to a given graph is to test
every pair of nodes with eqTree, and each time the result of the algorithm is
true, merge the two nodes. The eqTree algorithm is quite efficient in practice,
despite its quadratic worst case complexity. But testing every pair of nodes leads
to a quadratic complexity in any case. It is possible to be more efficient by using
a partitioning algorithm based on the same principle as Hopcroft’s automata
minimization algorithm [Hop71]. As the graph we partition represents a tree,
it is not the most general problem, and so we present a simpler algorithm than
[CC82].

The following algorithm modifies a graph into an equivalent graph (i.e. repre-
senting the same tree) with maximal sharing. The node G is a node of the graph
to be modified. It is also a node of the resulting graph.

share(G):
Blocks is a function which associates with every integer the empty set
BCount « 0
D« 0
initiateBlocks(G)
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MaxArity is the maximal arity of the labels in the graph
for i « 0 to MaxArity —1 do
a <+ the block with the greatest number of incoming edges labeled by i
ToTest(i) « [BCount|\{a}
while Ji such that ToTest(i) # () do
take a a out of ToTest(7)
k < BCount — 1
for b < Oto k£ do
Blocks(BCount) « { N € Blocks(b) | IM € Blocks(a), N —' M}
if Blocks(BCount) # () and Blocks(BCount) # Blocks(b) then
for 5 « 0to MaxArity—1 do
if the number of nodes leading (labeled by 7) to the block b is
greater than the number of nodes leading to the block BCount
and b ¢ ToTest(j) then add b to ToTest(j)
else add BCount to ToTest(j)
BCount « BCount + 1
for a « 0 to BCount —1 do
if |Blocks(a)| > 1 then
if G € Blocks(a) then N «— G
else N is any node in Blocks(a)
VM € Blocks(a), M # N do
every edge O —' M is replaced by O —! N
remove M from GV

initiateBlocks(V):
if N ¢ D then
add N to D

!
N is labeled by v
NO Nn—l

if 3¢ < BCount such that Blocks(i) contains a node labeled by f then
add N to Blocks(i)

else
Blocks(BCount) «— {N}
BCount «— BCount + 1

for i < Oto n—1 do initiateBlocks(N;)

The algorithm first creates a partition (represented by Blocks) according to
the labels of the nodes, and then progressively refines it until we get the coarsest
congruence which refines the initial partition. With an adequate representation of
the different sets involved, this algorithm yields an nlogn worst case complexity.
To compute efficiently the best partitions, we can compute the inverse of the
graph (the sets of nodes which are linked to a given node) during the initial
traversal of the graph. In practice, we also mark the blocks containing only
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one element, which cannot be refined further, and when a block contains two
elements, we use the eqTree algorithm to refine it or merge the two elements
(and possibly many other during the process). It seems to give faster results in
practice.

Example:

3.2.2 Keys of Strongly Connected Graphs

When using the graphs, it is efficient to use as a key of a node its label and the
nodes of its neighbors, as for finite trees. The problem with strongly connected
graphs is that some nodes must be chosen arbitrarily, because the nodes of a
strongly connected graph all depend on each other. So the simple key that is
the label of the node and the neighbor nodes is not enough to know if a given
strongly connected graph have already been encountered elsewhere. So we give
another key which is valid for strongly connected graphs with maximal sharing.

As we use the graphs to represent trees, we always distinguish one node of the
graph, which is the root of the tree. This node may be any node of the graph, so
we must compute a key for each node of a given graph, each of them linked to
that node. The pointed graph is first transformed into a finite tree which then
gives a unique key as defined above. The tree associated with a given node is
labeled by the labels of GV and elements of N*. The arity of the elements of N*
is 0. The elements of N* are the smallest (for <) paths without cycle that lead
from the root to a given node. In a sense, they represent these nodes when we
loop in the graph. The tree is computed through the following algorithm:

treeKey(N):
S is a partial function from GV to N* and dom(S) = 0
return(treeKeyRec(g, N))

treeKeyRec(p, N):
if N € dom(S) then return(S(N))
add N —pto S

f
N is labeled by v \
NO - Nn—l
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for i «— Oto n—1 do t; « treeKeyRec(p.i, N;)

f
return( VAR )
to - tn-1
1

Example: The keys of the two nodes of C k1 C ko D are respectively
0 0 1

k1 ko
/N VAN

e ]{32 and ]{?1 £
/N / N\
€ 1 0 €

As with any key, treeKey defines an equivalence. This equivalence relates
isomorphic graphs, that is, graphs with a one to one node equivalence. This
equivalence is included in =; but is not equal to =;. Thus, treeKey is not a valid
key for =; on any graph. But the point is that the two equivalences are indeed
equal when restricted on graphs with maximal sharing:

Property 3.1 Whatever M and N, nodes of graphs with mazimal sharing,
treeKey(M) = treeKey(N) & M =, N .

Proof: The difficult point is M =, N = treeKey(M) = treeKey(N). Suppose
there are M and N nodes of graphs with maximal sharing such that M =, N
and treeKey(M) # treeKey(N). Let t); = treeKey(M) and ty = treeKey(N).
Because t); # ty, there is a path p such that ¢y;(p) # tn(p). But if ty(p) is a
label of the graph, t,/(p) is the label of M.p, and the same holds for N. Because
M =, N, M.p and N.p have the same label, so at least one of t);(p) or ty(p) is
not a label of the graphs (and so is in N*), say t/(p). It means there is a ¢ < p
such that M.q =, M.p. So N.q =; N.p, but by maximal sharing of N, N.q and
N.p must be the same node, and so ty(p) = ¢ =ty (p). O

Because we can find an equivalent graph with maximal sharing for strongly
connected graphs, we have a valid key mechanism for any strongly connected
graph: we first apply share, then treeKey.
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3.3 Regular Trees

3.3.1 Informal Presentation

We present the sharing of regular trees in algorithmic form. The idea of this
algorithm is to use the classical sharing algorithm combined with the algorithm for
strongly connected graphs. As any regular tree is not either finite or represented
by a strongly connected graph, we must follow a kind of decomposition algorithm.
This decomposition algorithm allows the procedure to be incremental.

First, we apply the classical algorithm as much as we can on finite subtrees of
the tree we want to represent. Each finite subtree being associated with a node
by the classical algorithm, they can be considered as a leaf of a new tree.

In this new tree, we eliminate the leaves by incorporating them into the labels
of their fathers. This is coded by what we call partial keys, which are labels
associated with the nodes of their children that are leaves of this tree. A partial
key is considered as a new label of lesser arity than the label it is based on. This
encoding in partial key gives another new tree with no finite subtree.

A tree with no finite subtree contains a subtree represented by a strongly con-
nected graph. We associate a node with this subtree through a specific algorithm
based on the algorithm devised in the preceding section. This algorithm is quite
involved to efficiently reduce cycles. Then we can iterate on a new tree where
this subtree is considered as a leaf labeled by its node. This new tree contains at
least one finite subtree, so we can iterate our algorithm.

This process is iterated until we can build the key of the root. It is a finite
process because at each iteration, we associate a node with a new subtree, and
the number of distinct subtrees of a regular tree is finite by definition.

3.3.2 Algorithm

D is the dictionary linking keys to nodes of a graph representing a tree. A partial
key k is a name name(k) € F and a partial function from [Arpg(name(k))] to
nodes. Dg is the dictionary linking keys obtained by treeKey to nodes of the
graph representing the strongly connected graph.

We suppose that we can sometimes know if two subtrees are equals, but we
may allow that sometimes two isomorphic subtrees won’t be recognized as equals.
In order for the algorithm to terminate, this should only happen a finite number
of times. For example, the tree is represented with no maximal sharing, and
there is a finite number of representatives for a given subtree. Because we allow
a previous representation of trees that does not share, we must use the share
algorithm to reduce the strongly connected graphs. This tolerance is useful in
some algorithms manipulating shared regular trees.

The algorithm is illustrated on a full example section 3.3.5, page 32.
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representation(t):
(N, S,G) « represent(t,{t})
return(N)

f
represent( VAR ,T):
to - tn_1

f
t— v\

tO . tn71
k is the partial key such that name(k) = f and dom(k) = ()
S is a partial function from trees to sets of nodes and numbers and dom(S) = ()
N is a new node
for i — Oton—1 do
if ¢, € T then add t;— (N,i) to S
else (NV;,S;,G;) « represent(t;, T U{t;})
if dom(S;) = 0 then add i — N; to k
else add S; to S
1w0if dom(S) = () then
if k € dom(D) then return(D(k),S, %)
else
Let N be labeled by f and N.i <« N;
add k— N to D
return(N, S, (%)
else
GN — Ui<n Gi\/'
add N labeled by k to GV
20 add {(N, NZ,Z) | dom(Sl) 7& (Z)} to GE
if t € dom(S) then
while S(¢) #( do
take (M, 1) out of S(t)
add (M, N,i) to G¥
delete t from dom(S)
if dom(S) = () then return(representCycle(N),S, (%)
else return(N, S, G)

representCycle(N):
[; is the key obtained from treeKey(V)
if [; € dom(D¢) then return(Dg(ly))
Dg and Dp are two empty node dictionary
b « shareWithDone(/N)
if 0 then
add ll —>D3(N) to DG
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return(Dg(N))
else
share(N)
10 [y is the key obtained from treeKey (V)
if [, € dOm(Dg) then
add l; — D¢g(ls) to D¢
return(Dg(l2))
else
add {; = N to Dg
VM e GV do
M is labeled by m
m' is m completed by the children of M in G.
add m’— M to D
20 I' is the key obtained from treeKey(M)
add ' — M to Dg
return(N)

shareWithDone (V)
if N € dom(Dg) then return(false)
add N to Dg
N is labeled by ¢
No - Nn—1
Vi € dom(k) do if tryShare(N,k(i),i,k(i)) then return(true)
for i < Oto n—1 do if shareWithDone(JV;) then return(true)
return(false)

tryShare(N, M, i, O)
if M € dom(Dp) then return(false)
add M to DD
if N and M have the same label and M.i = O then
D¢ is an empty node dictionary
if compareWithDone(/N, M) then
replace Dg by D¢
return(true)
f
VAR
Mo -~ M1

tryShare(N, M;, 1, O)>

M is labeled by

return(\/ i<n
compareWithDone(N, M)
if N € dom(D¢) then
if D¢(N) = M then return(true) else return(false)
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N is labeled by by extending the partial key k labeling N

VAN
No - Nn—1

g
M is labeled by M\Z }:4

0 m—1
if f =g then
add N— M to D¢
for : < Oton—1 do
if i € dom(k) then if N; # M, then return(false)
else if compareWithDone(N;, M;) = false then return(false)
return(true)
else return(false)

3.3.3 More Remarks to Understand the Algorithm
Global Algorithm

The represent function is evaluated on a tree t and a set of trees T". Its result is
a node N, a partial function S and a graph G. t is the subtree that we examine.
In particular we have to decide whether or not to associate it with a new node.
T is the set of trees that contains ¢ and the subtrees that have been encountered
so far. It is used to detect cycles in the tree. Each cycle that we detect and
that is not resolved by the use of the algorithm on strongly connected graphs is
stored in S. If there are unresolved cycles, that means that we are in a strongly
connected part of the tree, and we must build the graph representing this part.
It is the role of the graph G. N is the node that is associated with the subtree ¢.
If there is no unresolved cycle, this node is the final one.

When we identify an independent subgraph in the representation of the tree,
we call representCycle. The first task of this algorithm is to verify that the
graph has not been encountered yet. This is performed using the treeKey,
shareWithDone and share procedures. Finding out whether a given graph has
already been encountered is quite a difficult task. It is performed in four steps.
First, we verify, using the treeKey algorithm, whether the graph in its form has
already been encountered. If it is the case, it is stored in D¢, and we can retrieve
it from this dictionary. If not, we must then fold the cycles in the graph in order
to have a normal form. There are two sources of cycle unfolding: a cycle can be
unfolded by cycle growth, or by root unfolding. For example, consider the cycle

b
a:b. af (\a is an example of cycle growth, and a—>b:a is an example of
Ny
root unfolding. The second step determines whether there is root unfolding. It
is performed using the shareWithDone algorithm. If this step was not successful,
we must go to the third step. This third step uses the share procedure to reduce
cycle growth, and then, the graph being in normal form, we use the treeKey
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algorithm again.

representation(t) is the node representing ¢ in the graph defined by D.
It is easy to see that this graph is of maximal sharing, assuming there is no
duplication of strongly connected graph representation. If there are p; and ps
such that ty,| = t,,], if p1 < p2 then when ¢}, is reached, it is already present
in 7', and so no new node is created. If the paths don’t compare for <, then for
example p; <§ p2 and the nodes for Zj,) and all its subtrees are already indexed
in D, thus no new node is added in D when the key for ¢, is computed.

Algorithm to Avoid Duplication of Strongly Connected Subgraphs

As we described in the global algorithm remarks, avoiding duplication of strongly
connected subgraph is performed in four steps. The first step? using treeKey is
performed to avoid unnecessary work before any transformation of the strongly
connected subgraph. The unnecessary work is avoided only if the same node
of the same strongly connected subgraph have already been encountered. The
second use of this algorithm?, performed on a normal form of the graph, decides
whether the graph has already been encountered. This is because the first time
a graph is constructed, every key of every node of the graph in normal form is
computed and associated via Dg with its unique representation. We could not
store every key for any node in any form of the graph (and so the first use of
treeKey could not decide whether the graph had already been encountered in
an other form) because the number of such forms is infinite. It is obvious when
considering cycle growth. But even when considering root unfolding, the number
of tree keys can be infinite too, because the root itself can be a cycle.

Example: Root unfolding with a strongly connected root that can be as big as
we want, even after cycle growth reduction.

1
a b b b bi)l = OC@CbSl
0

O

The order in which we fold the subgraph is important. It is a consequence of
the represent algorithm. In the case of root unfolding, the cycle of this unfolding
has already been treated by the algorithm, and so it is uniquely represented. All

2first lines of representCycle.
3lines 10 to 13 of representCycle.
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we have to do, then, is to return the node in this cycle that is equivalent to the
node we are considering. There is no need to check for cycle growth. If there is
no root unfolding, then we can reduce cycle growth with the share algorithm,
and have a graph in normal form. If later on we come to a node of an equivalent
graph with no root unfolding, we will find the same tree key, because the partial
values associated with the nodes will be the same due to the uniqueness of the
representation.

The algorithm determining whether there is root unfolding is based on some
properties of the graph to reduce the complexity of the computation. The basic
idea is to compare every node of the graph we consider with every node that
is reachable, and already computed, from this graph. These nodes are accessed
through the partial keys labeling the graph. As in the algorithm, we call G the
graph we are considering. H is the graph already computed and stored in D that
is reachable from the partial keys of G. shareWithDone(/V) determines whether
a node N of G is equivalent to a node of H. If it is the case, then there is root
unfolding. If not, there is no root unfolding. It is enough to verify this property
for one node to treat the entire graph G because G is strongly connected. Suppose
N is equivalent to M in H. Then, whatever the legible path p, N.p is equivalent
to M.p. Because H has been treated already, any M.p is in H, and because G is
strongly connected, any node of G is a N.p.

There is a kind of reciprocal property that is exploited too: for some subsets
of HY | if no node of the subset is equivalent to a particular node of G, then they
are not equivalent to any node of G. A subset of H” is said to be closed if and
only if, for every legible path p, for every node N in the subset, N.p is in the
subset.

Property 3.2 VF C H" such that F is closed, if AN € GV such that VM € F,
N and M represent different trees, then it is the case whatever N € GV .

Proof: Let F' be such a subset and N a node of G. If N is not equivalent to
any node in F, then, suppose there is a M € GV and a O € F such that M is
equivalent to O. As G is strongly connected, there is a p such that M.p = N.
So, N would be equivalent to O.p, which is in F'. This proves that no element of
GY is equivalent to any element of F. O

Because of these properties, we can compare only the nodes of G with the
nodes that are reachable from their partial keys and not already encountered.
That is what shareWithDone does, calling tryShare for every node in G. The
nodes in G that have already been visited are stored in Dg. tryShare takes the
node N of G to be compared with the node M of H, and the label i and N.i.
These last two arguments serve to avoid too much calls to compareWithDone.
We exploit the property that, as N.i is in HY and the representations in H are
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unique, if N is equivalent to M, then N.o = M.i. The nodes of H that have
already been visited are stored in Dp. We know by the property proved above
that no element of Dp is equivalent to a node of G.

When the equality is possible, tryShare uses compareWithDone to compare
the two nodes. The first node is in G and the second one in H. Because the
representation in H is unique, a given node of GG can be equivalent to at most
one element of HY. Thus we can use a dictionary (D¢) to store the pairs of
already compared nodes: {N, M} with N € G and M € H" has already been
compared if and only if Do(N) = M. To perform the comparison, we have to
extend the partial key labeling N, but the nodes which come from the partial
key are in HY, and so they can be directly compared to M, because of the
uniqueness of the representation in H. If compareWithDone is true, then every
node of GG is mapped in D¢ to a node of H to which it is equivalent. Dg takes
the value of Dg, so that the node which is equivalent to the initial node with
which shareWithDone was called can be easily found.

This algorithm leads to a quadratic worst case complexity. An alternative
would be to use the classical partitioning Hopcroft algorithm on the whole graph,
including the already shared part. This algorithms gives an nlog(n) worst case
complexity. But as for eqTree, the worst case is rare, and in practice, the algo-
rithm presented here seems to work faster. A possible explanation lies in the fact
that the partitioning algorithm is badly suited to take advantage of the parts
of the graph that are already shared. The algorithm presented here is more
incremental.

3.3.4 Proof of the Algorithm

The algorithm returns the node of a graph. We must prove that this graph
represents the good tree, and that it is a graph of maximal sharing.

Equivalence and Partial Keys

During its execution, the algorithm manipulates graphs labeled by partial keys.
In order to show the correctness of the result, we must give the exact meaning
of these graphs, and in particular define the corresponding equivalence. This
equivalence, denoted =, shows when two graphs represent the same tree.

The idea of partial keys is that their name corresponds to the label of the
tree, and the partial function to subtrees which have already been treated by the
algorithm. So we have a kind of a progression ordering on keys: k; <, ko &
name(k;) = name(ky) and Vi € dom(ky), ko(i) = k(7).

The partial keys can be forgotten so that we give an equivalent graph labeled
on F', and with no notion of progression. Considering a graph G labeled by a
set of partial keys K¢, the new graph G’ is defined as: G’V = GNUthe nodes
of the graphs in Kg, and G’ = G’ U{(N,i,M) | N € G" labeled by k and



3.3. REGULAR TREES 31

k(i) = M }Uthe edges of the graphs in K. The equivalence with partial keys is
defined as the transitive and symmetric closure of =, augmented by the G =, G".

Correctness

The property proving the correctness is the following: if represent(¢,7 U {t})
returns (N, (), 0%), then N represents t. Considering that we already showed ear-
lier that the algorithm terminates, we will prove it by induction on the recursive
calls to represent. The three first return points in represent (lines 11, 15 and
26) fall into the property, whereas for the fourth one (line 27), the function S is
not empty. So we need only prove the property on the three first return points.

Lines 11 and 15, the partial function .S is empty, so the test line 6 have always
been false, and each call to represent returned a value of the form (N;, ), 0¢), so by
induction, each N; represent correctly ¢;. The line 11 corresponds to a case which
have already been encountered. Line 15, the node NN is linked to the different /V;,
so it is a correct representation of t.

Line 26 depends on representCycle, which has four return point. The prop-
erty of representCycle(/V) is that it returns a node M of a graph with no partial
keys and such that N =, M. The first return point, line 2, supposes that there
is a M such that M =,, N which has already been treated. M =,, N implies
M =; N, so it is correct to return the same result as for M. The second return
point, line 7, supposes that shareWithDone has detected a node M = Dg(N)
which represents the same tree as N and which is already a unique representa-
tion of the tree. So returning M is correct. The third return point, line 13, comes
after a call to share, so N is now the node of another graph which is equivalent
(for =) to the initial one. The third return point supposes that there have al-
ready been a node M such that M =, N which has already been encountered,
so it is correct to return the same result as for M. The last return point returns
N, which is of course correct.

The last point to make the link between representCycle and represent
is to prove that line 26 of represent, the node N represents t. When we call
representCycle, the partial function S is empty. It means that every bit of
information stored line 6 have been used and translated in the graph G (lines
22-25). The nodes in the partial keys come from calls to represent with return
value (M, (), )¢) and so are correct by hypothesis. The rest of the graph is directly
derived from the tree.

Dictionaries and Maximal Sharing

In order to ensure the uniqueness of the representation, we use two dictionaries:
D and D¢. For every new node created which definitely represents a tree, an
entry in D is created with for a key the label of the node and the nodes of its
children (line 14 of represent, and line 19 of representCycle). The problem is



32 CHAPTER 3. SHARING REGULAR TREES

that this kind of key is not valid for =, with infinite trees. So the dictionary Dg
stores the key obtained by treeKey for every node which definitely represents a
tree, and which is in a loop of the graph (line 21 of representCycle).

When we use the results stored in the dictionaries, we don’t create any new
node, so we cannot duplicate anything. We just have to see that the new nodes
effectively created do not duplicate any other one stored in D. We go through
the different opportunities for duplication, and suppose it is the first time a
duplication occurs. If no such first time is possible, then no duplication ever
occurs.

Line 14 of represent, we know that the key £ is not in D. Moreover, each

!
one of the N; composing the key is unique by hypothesis. So if a tree v v had

to - tn_1
already been encountered, the key (f, (N;);<,) would already have been encoun-
tered.

Line 22 of representCycle, we know that the key treeKey(share(/N)) has
never been encountered before. Because such a key is valid for strongly connected
graphs, it means that no other node M such that M =; N have been encountered
before. But the problem is that we have a partial key semantics on these graphs,
and =,C=, so we could have M #, N but M =,; N in effect representing the
same tree. Because M #; N, there is a path p such that M.p and N.p don’t have
the same label, k), and ky. But as N and M represent the same tree, kj; and
kny must have the same name, so their only possible difference is in the partial
function. It mean there is an ¢ such that one of the keys is defined on 7 and not
the other key (if both of them were defined on i, their value would be the same
on i, as the nodes in partial keys are unique representations). By construction,
the nodes M and N are in strongly connected graphs. So if one of the keys is
not defined on i, there is a ¢ such that M.pig = M or N.pig = N. If t is the
tree represented by both nodes, it means that ), = t. Suppose k) is defined
on i, then there is a node reachable from kj;(7) which represents the same tree
as M, and as such it would have been found by shareWithDone. So the graph
defined by M would never have gone beyond the line 7 of representCycle. It
means that another representative is stored for the cycle (we go on like this until
we find one which is equivalent to NV, which means that the test line 11 could not
have been false). If ky is defined on i, by the same argument, we could not have
been beyond the line 7, and so no new node is created.

3.3.5 Example

We present the algorithm to represent regular trees on an example. Let us con-
sider the graph of figure 3.1, where each node is assigned a number. We will
write t; for the tree represented by the node [J;. We will describe each call to
represent on each ¢;. The return result of this algorithm, (N, S, G) are described
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Figure 3.1: Example

by a framed node N in a graph and possibly a finite function. If there is no such
function, it means that the domain of S is empty and the graph G is empty. If
there is such a function, then G is the graph containing N and S is the function.

In some graphs, we will draw partial keys. In these cases, the actual edges of
the graph are represented by plain lines, and the nodes which are linked by the
partial keys are associated with those keys by dotted lines.

represent(ty, {f1}):

line 21 G = OCfv iD ‘j2 and S ={t;—(05,0)}

0( K s
1 a<’>

PN oI,
line 26 calls representCycle Ony g1 ‘5 | and returns 0( 1\2
0( N g )ra
g-1) at

represent(ty, {t1,12}):

f

line 21 G = 1l 2 and S = {t2—> (Dz, 0)(D3, O)}

g iDv:Aa
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o[£, o[£,
line 26 calls representCycle 0( - 2 and returns 0( N2
95 11@ g \1\a

represent(ts, {t1,%,t3}):
line21 G=g¢g and S ={ty—(030),t3— (03, 1)}
line 27 returns [g], D 1 and  {to — (O5,0)}

represent(ty, {t1,%2,t4}):

line 14 D becomes {a— 0,4}
line 15 returns [a],

represent(ts, {t1,%5}):
line21 G=g¢g and S={t1—(050),t;—(0Os1)}
line 27 returns 8], D 1 and  {t; — (0O5,0)}

represent(ts, {t1,%s}):

line 11 returns [a],

o[,
representCycle 0‘( 252 :
e
g 1 a

line 4 shareWithDone returns false, because the only node already in a partial
key is [a],, and it is not equivalent to any node in the graph.

line 9 share does not modify the graph which is already of maximal sharing.

line 22 before returning, Dg and D have been modified.

f g
. N L,
D¢gisnow { ¢ g o« =0y, f & —04
Ly Yd
e 1 0 € a

f g
and D is I\, —0s, /N =05, a—04
0, O3 Oy Oy O
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]

0 .-

_ 0( 1
shareWithDone OCf’ g)’iD 2
0( K :
g 1 at

line 4 calls tryShare([J;, 0y, 0,;) and returns true with Dg = {{J; — O,
Os —0s} (line 6 of tryShare).

3.4 Algorithms on Shared Regular Trees

Trees are structures which are designed for algorithms, and usually, algorithms on
trees are quite easy to describe. The main problem with shared regular trees, is
that when an algorithm transforms a tree, its result must be shared. The second
problem, of course, is the possibility for a regular trees to be infinite.

The basic property of shared regular trees, its main quality, lies in the equality
testing. Two trees are equal if and only if they are represented by the same node.

3.4.1 Easy Algorithms

Subtrees

Considering a tree t and a path p of the tree, finding the representation of the
subtree f, is nearly immediate. We just have to follow the graph representing ¢
according to p, and the resulting node is the representation of ¢y, with maximal
sharing. This is because the property of being of maximal sharing is a global
property of the graph and does not depend on the particular node that represents
either ¢ or .

Determining whether a tree ¢; is a subtree of ¢y is easy too. We just have to
compare the node representing ¢; with every node in Gy,. t; is a subtree of ¢, if
and only if it is represented by a node of Gy, .

Root Construction

Considering a label f and Arp(f) trees (t;),,, represented by the nodes (1V;)

<n?

f
we want to represent the tree ¢ \ . The dictionary is called D. If the key

tO - tn—l

/
[, (Ni);-,, is in D, then the corresponding node represents t¢ ? and is sharing
0 n—1

(because, as we said above, any node of the dictionary represents a tree with
maximal sharing). If the key is not in the dictionary, then there is no node
representing this tree, and so we must use a new node and associate the key
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with the new node in the dictionary. Again, this node represents the tree with
maximal sharing, without any additional work.

3.4.2 Generic Memoizing Algorithms

An algorithm is memoizing [Mic68] if it keeps a private dictionary mapping pre-
vious arguments to the results of the computation on them. Because in the case
of shared regular trees equality testing is so easy, memoizing is well adapted, and
it is the best technique to exploit this structure.

Tree Map

We present a schematic generic algorithm using memoizing on a simple tree. This
algorithm, treeMap, applies a function F to a shared regular tree. We require
that F be a function that takes a label f and Arg(f) values and gives a value.
Moreover, there should be a tractable fixpoint computation strategy of F. We
define a fixpoint equation Fq as being of the form:

X1 — f(fl,UP,..., {Ll_l)

Xm = f(fvarOm"wU;me_l)

where X; are variables and U7 are cither a value or one of the variables. A fixpoint
computation strategy of F is a function fixpoint, from fixpoint equations to
vectors of values such that fixpoint(Eq) is a solution of Eq. Usually, the
complexity of the fixpoint algorithm is more than linear. The tree map algorithm
decompose the regular tree so that the fixpoint algorithm is applied to smaller
parts of the trees, and as few times as possible.

The algorithm builds fixpoint equations through the use of partial values. A
partial value is either a value, InCycle or InEvaluation. The current state of
the computation is stored in the dictionary D,,., which links some nodes to a
partial value. The current state of the computation defines the fixpoint equation
with equations Xy = F(fx,U%,...,UN""), N being nodes of the graph labeled

In )
by ¢ and Uk is Dpem(N;) if it is a value, and Xy, otherwise. This

Ny ""N"N*1
fixpoint equation defines a relation between nodes of the graph: M «—p N if
Xy depends on Xj;. The fixpoint computation strategy applied to a node N is
considered as restricted to those variables X, that are reachable from X in the
fixpoint equation. We will write fixpoint(N) for the family of values indexed
over the set of nodes M such that M «~p N solution of this fixpoint equation.

mem

treeMap(N, F):

f
N is labeled by v \
NO - Nn—l
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add N — InEvaluation to D,
for 1 < 0ton—1 do
if N; € dom(Dep,) then
‘/z' A Dmem(Ni>
if V; = InEvaluation then Cycle, « {N;} else Cycle;, « )
else (V;,Cycle,) « treeMap(N;, F)
Cycle « |J,.,Cycle;
if every V; is a value then
V f(f,‘/(),...,vn_l)
replace the value of N by V in D, e
return(V, ()
else if Cycle = {N} then
(Var)m—p,p,n  fizpoint z(N)
replace the value of every M such that M «—p__ N by Vi in Dpem
return(Vy, )
else
replace the value of N by InCycle in Dyem
return(InCycle, Cycle\{N})

Tree Substitution

Tree substitution consists in replacing any subtree labeled by a given label z by a
tree t given by the substitution. It is a typical example of memoizing algorithm,
and it can be expressed using treeMap and the function F defined as:

F(x,No,...,Np—1) = N, the node representing ¢

f
F(f,No,...,Np—1) = thenode labeled by v N~  if f#x

NO - Nn—l

The fixpoint equations of F are solved using the algorithm presented in repre-
sent.

Tree substitution is one of the basic operations on trees. It is the reason why
we give the description of its algorithm. As the algorithm is not very different
from the representation algorithm, we first give the simple modifications to
give to this algorithm to obtain the tree substitution.

The only necessary modification is a test at the beginning of the algorithm to
see whether the label of the current tree is x. If it is the case, we can return the
substitute tree with an empty graph. Because the representation algorithm
does not require that we always know when two subtrees are equal, no more
modification is needed to compute the tree substitution.

In addition, we can use another optimization: because the tree is already
shared, if a subtree does not contain x, then it does not need to be changed. It
is an information that is easy to propagate while exploring the tree to perform
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the substitution. We add a new result to represent, a boolean value b. If we
come to an x, b is true. Else, b is true if and only if the result of represent
on one of its children is true. Children of ¢ that are in T' don’t participate to
the computation of this value. As soon as b and S are computed?, we can exploit
them: if b is false and dom(S) C {t}, then there is no need to modify the subtree
t. In this way, we avoid the possible computation of the strongly connected graph
containing ¢ and the painful algorithm to avoid duplication of the graph.

treeSubst(ty, x,t2):
(N,S,G,b) « treeSubstRec(t1, {t1},z,12)
return(N)

f
treeSubstRec| v v T x,u|:
to - tn—1

if f = 1 then return(u,(, (), true)

f
t «— Vv

to - th—1
k is the partial key such that name(k) = f and dom(k) =0
S is a partial function from trees to sets of nodes and numbers and dom(S) = ()
N is a new node
b « false
for : —~ Oton—1 do
if ¢; € T then add t;— (N,i) to S
else (NV;,S;,G;,b;) « treeSubstRec(t;, T U {t;},z,u)
b« bVl
if dom(S;) = () then add i— N; to k
else add S; to S
if b = false and dom(S) C {t} then return(t,(), ()% false)
if dom(S) = () then
if k € dom(D) then return(D(k), S, 0%, true)
else
Let N be labeled by f and N.i <« N;
add k— N to D
return(N, S, ()¢, true)
else
GV — U, GV
G¥ — Ui, GP
add N labeled by k to GV
add { (N, Ny, i) | dom(S;) # 0} to G
if t € dom(S) then
while S(t) #( do

4just after line 9 of represent.
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take (M, 14) out of S(t)
add (M, N,i) to G
delete t from dom(S)
if dom(S) = () then return(representCycle(N),S, (¢, true)
else return(N, S, G,b)

3.4.3 Recursive Construction

Recursive construction is the basic operation to build infinite looping trees. The
idea is to solve the equation x = t where z is a label of arity zero which may
appear in t, but t(¢) # x. Formally, let u = recCons(¢,z). the domain of u is
defined by:
<
pos(u) = {p A(p;)i<n € pos(t), p = @pi and and Vi < n, t(p;) = a:}

1<n

The values of u on its domain are defined by a simple recursion:

u(p) =1if (p=g¢qp1) and (t(q) =) then u(p;) else t(p)

As recursive construction is a basic algorithm, it is based on the representa-
tion algorithm. As for tree substitution, the algorithm does not change subtrees
that do not contain x.

In representation, we call represent with the set {t,z} instead of {t}.

The test to decide whether the current subtree can be left unchanged is per-
formed just after the line 9 of represent. The subtree can be left unchanged if
dom(S) C {t}. It corresponds exactly to the test of line 26. So there is no need to
call representCycle in represent. We need only one call to representCycle,
in representation, after modifying the resulting graph of represent according
to .S, adding the edges corresponding to the different occurrences of x in ¢.

Using root construction and recursive construction, one can build any regular
tree.

recCons(t, x):
(N,S,G) < recConsRec(t,{t,z})
if dom(S) = () then return(N)
while S(z) # (0 do
take (M, i) out of S(z)
add (M, N,i) to G
return(representCycle(N))

f
recConsRec( VAR ,T):
tO"tn—l

t «— v\
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k is the partial key such that name(k) = f and dom(k) =0
S is a partial function from trees to sets of nodes and numbers and dom(S) = ()
N is a new node
for 1 <~ Oton—1 do
if ¢; € T then add t;— (N,i) to S
else (NV;,S;,G;) « recConsRec(t;,T U {t;})
if dom(S;) = 0 then add i — N; to k
else add S; to S
if dom(S) C {t} then return(t,(, %)
GN — Ui<n va
add N labeled by k to GV
add {(N, N;,i) | dom(S;) # 0} to GF
if t € dom(S) then
while S(¢) #( do
take (M, i) out of S(¥)
add (M, N,i) to G
delete t from dom(.S)
return(N, S, G)

3.4.4 Complexity Issues

Algorithms on shared regular trees are more difficult than standard algorithms on
regular trees. Comparing complexities of algorithms on the two representations
is difficult, though. The complexity is measured with respect to the size of the
inputs of the algorithms, which can be reduced to the number of distinct subtrees
of the inputs in our case. In the case of shared regular trees, the number of distinct
subtrees is exactly the number of different subtrees of the tree, but when the tree
is not shared, the number of subtrees that are distinguished by the representation
can be of any value greater than the number of different subtrees. In the sequel,
we denote by n this number, but we must keep in mind that this n can be much
bigger in the case of non-shared trees.

Summary of worst case time complexities

sharing representation naive representation
testing t; = to O(1) O ((n1 + n2) log(ny + no))
testing 1 <ty O(ng2) O ((n1 + ng) log(ny + n2))
building ) O(lpl) O(|pl)
root construction o) o)
recursive construction O(n?) O(n)
tree substitution: (¢, z, ts) O(ninsg) O(ny)
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In the case of equality testing with a non sharing representation, we must perform
the eqTree algorithm and in the worst case compare any pair of distinguished
subtrees®. This would lead to a quadratic worst case complexity. However, we
can always use the partitioning algorithm of Hopcroft [Hop71] to get an nlog(n)
complexity in the worst case. Although this algorithm seems less efficient in
practice for equality testing, we assume the best possible bound for non-sharing
representations.

For recursive construction, the prevailing operation seems to be the final share
algorithm. In the worst case, though, the quadratic complexity of shareWithDone
will take precedence.

For tree substitution, it is the possibly numerous calls to shareWithDone
which can be the most costly. Remember that the worst case complexity seems
rare in practice for this algorithm.

This summary suggests that if we are to perform equality testing, it can be
beneficial to perform sharing during the calculus. What we show here are worst
case complexity, though, and the difficult cases are quite pathological, and thanks
to some simple optimizations, they are quite rare. The situation is quite similar
to the complexity of operations on BDDs [Bry86] compared to the operations on
boolean formulas. The size of the formula representing a given boolean function
is unbounded, but the basic operations, like conjunctions are linear in the size of
one of the formulas but the product of the size of the BDDs.

Conclusion

The series of basic algorithms we presented in this chapter allows the construc-
tion and the manipulation of regular trees while preserving property of maximal
sharing for the representation of the trees. To maintain this property, construct-
ing algorithms are more complex than traditional algorithms that cannot share
any subtree because of their inability to deal with sharing of cyclic structures.
The tradeoff for this increased complexity is a bounded compact representation
of a regular tree, whereas in the classical case there is no bound on the size of
the representation (due to cycle growth or root unfolding). Moreover, in the
presence of memoizing, and everywhere where equality testing is required, these
techniques allow in practice a substantial speed-up, especially when the number
of operations performed on the trees is high.

®We cannot use the linear algorithm proposed in [AHU74] because we deal with possibly
infinite trees, for which there is no notion of “level” for the nodes.
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Chapter 4

Representation of Relations

Relations and sets of trees are intimately bound: a set of trees puts in re-
lation subtrees of common prefix path except for the last letter of the path.

! f f .
For example the set of trees { VEVENEVEVENEVAY } can be seen as the relation

a b a c b c
{<ab>, <ac>,<bc>}. The connection between sets of trees and relations
can also be emphasized by the study of the prefix regular relations of [AH84]. So
relations are used in a way or another in the representation of sets of trees.

The problem is that we want to represent some possibly complex infinite sets
of infinite trees, which means that we may need to represent infinite relations.
These representations should even reflect the infinite behavior of the relations,
distinguishing for example between different kind of fairness. To our knowledge,
there is no such representation already available that would be tractable. The
second problem attacked in this chapter concerns the possibility of approximating
the relations whenever their representations are too big or impossible.

Because different kinds of relations and different kinds of approximation stra-
tegies can be adapted to different kinds of problems, we present in this chapter
different ways of representing relations that can be useful in the representation of
sets of trees. Some of these representations can be more or less efficient depending
on the number of entries of the relation, the size of the sets associated with the
entries, or the particular shape of the relation.

Thus, the first part of this chapter subsumes definitions and structures that
are common to these different possible representations. The second part presents
representations of relations based on decision diagrams. This section is focused on
the representation of infinite relations and their infinite behavior and is the main
contribution of this chapter. The third section presents algorithms to manipulate
these possibly infinite relations based on decision graphs. It presents a first way to
deal with approximated relations. The last section develops other representations
of relations that allow different kinds of approximation. This last section is very
short. It is there to show how we can build on the first section to represent
different kinds of relations.

43
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4.1 Definitions and Common Structures

The relations we want to represent are relations over sets of the form [n]. More-
over, as the relations bind nodes of a tree, their sets of indexes are subsets of N*.
Formally, they are elements of

Rel & {R

I(niier € (N\{0})', T CN*, R C ®[”z]}

il

If [ is finite, it is identified to [|/|], preserving the order <} on /. In the same
way, if I is infinite, it can be identified to the ordinal® |I|. Thus, elements of the
relations can be identified to words of N* or infinite words. This relation between
words and vectors is defined inductively by: word (<>) = ¢, and if e € ®),_, 1l
word (e) = word (equp) ery- If € € @,y [ni], with A a limit ordinal, word (e) is
the limit of the word (e(ke,\)). The reverse of this operation is <.>, that is
<word (e)> = e.

Each entry of the relation is associated with a name. This name is intended
to be used as a way to share some entries of the relations. As a consequence, two
entries that are not equivalent cannot be associated with the same name. The
name of the entry ¢ of the relation R is written nameg(z). The set of entry names
of R, |J;c; nameg(i), is denoted ename(R). The projection of R according to an

entry name is defined by Rmamep()) “ R(;). As we will see, this definition does
not depend on the particular choice of ¢ for a given name.

4.1.1 Equivalent Entries
Basic Case

Let e € Q,c; Ei, j,k € I such that E; = Ej. The element of §),.; E; obtained
from e by exchanging its k™ and its j® components is denoted e;... Formally,

Vielejn, = enifitjnitk
= 6(j)ifi:k3
= e(k)ifizj

Let R be a relation. Two entries ¢ and j of R are said to be equivalent if and
only if:
Ve€ R,e;j €ER

!The size of N* is strictly greater than the size of N. It means that, to be exact, we must
consider transfinite relations. To simplify the presentation, we will restrict transfinite relations
to relations that can be described by a mere infinite relation in the following way: an element
of the transfinite relation is in the relation if and only if its first w elements are in the infinite
relation, and so on, w elements by w elements. So, we will mostly speak of infinite relations in
the sequel of the chapter.
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Equivalent Vectors of Entries

We consider the case where, instead of comparing the behavior of a relation on
two entries, we compare its behavior on two disjoint sets of entries of the form
j,7 +n[ and [k, k+n[. If Vi <n, E;1; = Ejyy;, we define the exchange of the
two vectors of entries on e by:

Vi € ]7€[jaj+n[<_,[k,k+n[(i) = €@ if 4 Q/ []7] + n[ and ¢ g [ka k+ TL[
= euqn ifi=j+1lwithl<n
= ey ift=k+1lwithl<n

The two vectors of entries are equivalent for R if Ve € R, e[j jin[ o[k ktn] € I
The definition is exactly the same as for single entries, and in fact reasoning about
equivalent vectors of entries is the same as reasoning about equivalent entries.
Thus, it is possible to give the same name to the corresponding entries of the
vectors, if in the vector every entry has a distinct name. As these vectors of
entries behave the same as a single entry, though, we will only consider single
entries in this chapter, to improve the clarity of the presentation.

Infinite Sets of Equivalent Entries

In order to represent infinite relations, we must consider the possibility for infinite
sets of entries to share the same name. But in this case, it must make sense even
for the infinite behavior of the relation, which is not the case if we just require
that any two given entries of the set are equivalent.

An infinite set of equivalent entries can share the same name if for any per-
mutation of the entries?, the relation is the same.

Example: Consider the relation containing any infinite vector of 0’s and 1’s
such that there is an infinite number of 0’s followed by a 0. This relation con-
tains (001)“ but not (01)“. If we considered finite permutations only, that is
permutations generated from finite exchange of entries, then every entry of this
relation is equivalent. But there is an infinite permutation that transforms (001)%
to (01)~:

o(3xk)=2xk 00100100100.100

o(3xk+1)=4xk+1 ‘ ><

oc(3xk+2)=4xk+3 I
01010101°010101 -

2A permutation of the entries is a bijection from the set of entries to itself.
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The idea is that we should have the possibility to present the values corresponding
to entries with the same name in any order. But the meaning of this substitution
is that, if a relation with all entries equivalent contains (001)“ then there is a
way of giving the values of (01)¥ such that it is accepted by the relation too. So,
concerning our relation, it is consistent to forbid the equivalence of every entry.

O

As an immediate consequence, we have the following properties for every
relation R where all entries are equivalent:

Property 4.1 Let v be a word, and b a letter inv. Then <v“> € R if and only
if <(vb)¥> € R.

Property 4.2 Let e be a word where the letter b appears infinitely often. Then
<e> € R if and only if <be> € R.

Proof: In both cases, we have an infinite permutation of the entries that trans-
forms the first vector in the other one. In the second case, we just have to shift
the b’s of be to the right, each b going at the entry of the next one. In the first
case, we keep shifting by one more b for each vb. O

If the set of indexes of an infinite relation R is totally ordered, the sequence
of the names of its entries forms an infinite word. We say that the entry names of
the relation are ultimately periodic if the word they form is ultimately periodic.
Then the periodicity of the entry names of the relation is the least k such that
there is an N € N, Vi > N, nameg(i) = nameg(i + k). The periodicity of a
relation is the least periodicity of all the possible entry names for that relation.

4.1.2 Isomorphic Relations

Let R and S be two relations with named entries. R is a relation on ), ; F; and
S a relation on ®j€J F;. The two relations are said to be isomorphic, and we
write R ~ S | if there is a bijection ¢ : [ — J such that:

Vi e I, E;,= Fa(i)
Vi € I, nameg(i) = nameg(o(i))
VGE®EZ*, eeReo*(e)e S
i€l
The extension of o to &),; Ei—>®jeJ F;, 0*, is defined, when Vi € I, E; =
F,), by:

Ve < ®Ez7vj € JJ U*(e)(a(])) d:ef 6(])

el
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In the case where I and J are ordered, we require moreover that o respects
the ordering, that is if i <; ¢/, o(i) <; o(7').

4.1.3 Regular Relations

We introduce the notion of regular relation, which is used to characterize a class
of infinite relations that can be finitely represented, in the same way as regular
trees. Remember, though, that we are interested in relations with infinite number
of entries, not to be mistaken for infinite binary relations of [GN84] for example.
In our paradigm, an infinite relation can be seen as a set of infinite words, so
it should be possible to use the notion of w-regularity of Biichi [Biic60, Biic73].
We must be more restrictive, though, as we must deal with entry names in the
representation too.

Prefix Regular Relations

A relation R of domain @),.; E;, with I an ordinal, is said to be prefiz reqular if:

IN €N, Vk > N,Ve € R E;, 3l < Iy <k, Rleqy) ~ Rleq)
j<k
The idea is that the finite part of the relation can be finitely represented. An

equivalent way of characterizing a prefix regular relation is the finiteness of the
set {R(e) le€ ;. By k€ N} modulo ~.

Iterative Relations

Prefix regularity only constrains the finite behavior of the relation. We describe
the infinite behavior of the relation using what we call iterative relations. These
relations are defined as a special interpretation of open relations.

An open relation R of domain ), ; £; is characterized by:

Vee R, 3k €N, R(eqw)) = X) Ei
1€1\[k]

Open relations are used to describe the relation between finite parts of an infinite
vector.

A relation R is said to be iterative if and only if it is described by a prefix
regular open relation S in the following way: e € R if and only if e € S and
3(k;)ien such that:

ko =min {k | O (S, [k], eqxp)) and nameiter(S, k) }

VieN, 3k > ki, O(S, [k — ki, eup)
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ki1 =min {k | O (S, [k — k], equ,ep)) and nameiter(S, k — k;) }

Where (S, J,w) is a shortcut for S.j—y = @y s i and nameiter(S, k) stands
for Vj € N, nameg(j + k) = nameg(7).

We write R = Q (S).

Note that the empty relation is open and iterative.

Examples:

e The relation consisting of the set of every infinite vector beginning with a
0 is an open relation, and the iterative relation it represents contains only
the infinite vector of 0’s (written 0“).

e The relation containing any vector with at least one 0 is an open relation,
and the iterative relation it represents is the set of vectors with an infinite
number of 0’s.

e The relation containing any vector with at least one 0 and one 1 is an open
relation, and the iterative relation it represents is the set of vectors with an
infinite number of 0’s and 1’s.

Property 4.3 An iterative relation is prefiz reqular.

Proof: Let R = Q(S5), with S prefix regular. If S(u) ~ S(v), then R(u) ~ R(v).
So the set of distinct R(u) modulo ~ is smaller than the set of distinct S(u)

modulo ~, which is finite because S is prefix regular. Thus, R is prefix regular.
O

Definition of Regular Relations

A relation R is w-regular if and only if it is prefix regular and there is a finite
set of non-empty iterative relations iter(R) such that Ve € R, 3k, 35 € iter(R),
e is in S and for all f in S, <word (equy) word (f) > is in R.

A relation is regular if it is finite or w-regular.

Properties of w-regular Relations

This notion of w-regularity is really closely related to the notion of w-regularity of
sets of words, although we don’t use exactly the w-regularity of Biichi in regular
relations. The link between the two notions can illustrate the expressive power
of regular relations. This link is expressed by the following property:
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Property 4.4 A relation R is w-reqular if and only if its entry names are ulti-
mately periodic and the set {e| <e> € R} is w-reqular in the sense of Biichi.

The idea of the presentation of w-regular relations is the use of the character-
ization of w-regular sets of words as finite unions of sets of the form U.V* with
U and V regular sets of finite words [Biic60]. In the case of relations with named
entries, the iterative relations can be seen as sets of the form V¢,

Proof: Let R be an w-regular relation. Because it is prefix regular, its en-
try names are ultimately periodic. Let iter(R) be (R;)icc. Every iterative
relation defines an w-regular language: the Biichi automaton that accepts the
language defined by an iterative relation represented by the open relation S is

(Q, E,{S},{S}) with:

Q = {S(<p>)|peN} modulo ~

E = {(S(<p>).4:8) | j € Inyl}
where S, = if 0O(S,[|g|], <¢>)then S else S(<gq>)

The transition set F is finite because of the prefix regularity of S.

R =UpepUicgjec |veecr,, wpeery 1 <pe>| <e> € R;} by definition of the
w-regularity of R. Each set {pe | <e> € R;} is w-regular because w-regularity of
words is closed under concatenation, and the number of such sets is finite by prefix
regularity of R. Being a finite union of w-regular languages, {e| <e> € R} is
w-regular.

Now let (@, E, I, F) be a Biichi automaton such that there is a relation R
with {e| <e> € R} = L¥(Q, F, I, F) and the entry names of R are ultimately
periodic. R is a relation on ), y[n:]. Let Ry = { <e> | e € L*(Q, E, {q}.{q})}-
Each R, is an iterative relation represented by the open relation:

S, = {e € Q)(ni]

1€N

Ik, word (eqw)) € L*(Q, E, {q},{q})}

These relations are prefix regular because the automaton is finite and the entry
names are ultimately periodic. Ve € L¥(Q, E, I, F), e is the label of an infinite
path such that there is a ¢ in F' and ¢ is in the set of infinitely repeated states
of the path. Thus, there is a k such that <e> gy is in Ry, and for all f € R,,
word (<e> ) word (f) is in L*(Q, E, I, F). So R is an w-regular relation and
iter(R) = (Ry)qer- O

The notion of w-regularity of relations is a strict restriction of the w-regularity
of languages:
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Example: The set {a,bb}* is an w-regular language, but not an w-regular rela-
tion. Suppose two entries i < j are equivalent. Then a’~'bba® is in the relation,
so a'~'ba’~'ba® is in the relation too, because of the equivalence of entries ¢ and

J- O

This strict restriction is necessary, because in the case of relations we have a
notion of entry which is of greater importance than the notion of rank in the case
of words of a language. We need to have a notion of regularity for the entries.
Moreover, this restriction will allow for an important optimization commonly
used for finite relations, namely path compression in decision diagrams.

The ultimate periodicity of entry names is preserved by union, intersection
and negation of relations. So, we can extend some closure properties of w-regular
languages [Biic60]:

Property 4.5 w-regular relations are closed under union, intersection and nega-
tion.

4.2 Decision Diagrams

There are two ways of representing relations: either as sets of vectors, or using a
divide and conquer strategy based on the following observation: if R C @), ; £,
then for all k of I,

e€e R €(C{k}) € R(G(k))

If, moreover, I is totally ordered, then it is easy to see that this property can be
the basis of a decision procedure.

In this section, we study the representation of relations as decision diagrams.
The most general diagram is the multiple decision diagrams (denoted MDD)
which is a simple extension of binary decision diagrams [Bry86, Bry92]. This
extension, which was already introduced in [SKMB90, CMR92] for finite relations,
consists in replacing binary choices at each variable, by choices in [n] depending
on the variables. We start from this decision diagrams because it is well known
[BCM*90] that it is a very efficient way of representing binary relations that have
brought considerable breakthrough to many areas in computer science. Moreover,
as this representation have been studied from some time now, some efficient
implementations are available [BRB90].

In the case of finite relations, the decision process, based on a decision tree, is
quite standard. In the case of infinite relations, though, we must introduce new
concepts, that will lead to an extension of BDDs for finite relation. Some work
has already been done to represent infinite sets of finite relations [GF93], but
this work is not adapted to the representation of infinite relations, in particular
it does not describe no infinite behavior. So this extension, which relies heavily
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on the possibility to represent regular trees with maximal sharing, is the main
contribution of this section.

4.2.1 MDD for Finite Relations

Let R be a finite relation of Rel. R is a relation on @),_.[n;]. The decision tree
for R, dt, is defined by:

Jde € ®[nz], p 2 word (e) }

i<k

pos(dt) = {p

Vp € pos(dt), dt(p) = |[plif |p| <k

f .
= trueif <p> € R
= falseif <p> &R

Example: Let R be the relation { <111>, <200>, <201>, <210>, <211>}
on [3]x [2] x [2]. If we call ¢; the i*? entry of the relation, another way of describing
it is the logical formula: “(eg = 1 and e; = 1 and e5 = 1) or ¢y = 2”. The decision
tree for this relation is:

1/4?’\)1
2/ \‘2 2/ \‘2 2/ \2
VEERN v VRN VAR, v N\ Y '\

false false false false false false false true true true true true

or if we represent the tree with maximal sharing,

/f 1

ou1° o oLl

e}

O

As for binary relations, this tree corresponds to a decision procedure to de-
termine whether a given element of @), ,[n;] is in R. This decision procedure is
slightly different from the standard one, due to the possible use of common names
for equivalent entries. To illustrate this, we will describe the elements of ;< lni]

as functions from names to sets of integers: e(z) = { | nameg(i) = x} We
define a function to read and delete an element of e, read(e x) = ( m). This
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function is defined on elements such that e(x) # (). Its result has the following
property: m € e(z) and €' = ey}, where j is such that nameg(j) = = and
e(;) = m. Then the decision procedure is:

f
true

€
def

decision(e, true)

decision(e, false) false

k
decision (e, LN ) £ decision(€,t;) where (¢/,i) = read(e, nameg(k))
to - tn—1

Example: We keep our example of the relation “(¢g = 1 and e; = 1 and
es = 1) or eg = 27. In this relation, the entries 1 and 2 are equivalent. So, we
can choose nameg(0) = =z, and nameg(1) = namer(2) = y. Suppose we want
to decide whether the vector <010> is in the relation. This vector can be de-
scribed by the function e : x — {0}, y — {1,0}. Note that the vector <001>
would be described by the same function. The decision process starts with

0
1/*\1
decision| e, ¢ L4 L y|. Asnameg(0) is x, we first call read(e, ), which
2 2 2
VA N
false true

1
43
can only yield (y— {1,0}, 0). So, the next step is decision| y— {1,0}, 2

false

This time, read can give either (y— {1}, 0) or (y— {0}, 1). In the first case, we

false
decision process is false. Of course, the second case would have led to the same
result. O

2
call decision(y—>{1}, 4 L |, then decision (), false), so the result of the

x
The decision tree can be simplified by elimination of nodes of the form t¢&t

which are called redundant , because whatever the set e(x), the result of the
decision procedure on this node will be the same. It is true even if x is the name
of equivalent entries because if one way of reading its values holds a result, any
way holds the same result. In fact, there is an interesting property about such
nodes:

Property 4.6 Whatever the redundant node labeled by x, in the subtree of this
node, any node labeled by x is redundant.

Proof: Let p be a path such that dt(p) = x and Vi < np, dtp) = dtp,
and ¢ such that dt(p0g) = x. Then as the entries |p| and |pOg| are equivalent,
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Vi, j €[], dpigj) = dEppjgiy- SO dtpogi = dEppige) = dtppogo)- O

This property justifies the use of names of entries instead of entries as labels
of the decision tree. We use it to simplify the presentation of relations.

The tree obtained from the decision tree after the elimination of every re-
dundant nodes and represented in the way defined in chapter 2 is the multiple
decision diagram. In a direct way, the MDD for the finite relation R is defined
by the following algorithm:

mdd(R):
return(mddbuild(R,¢))

mddbuild(R, e):

if |e| = k then
if <e> € R then return(true)
else return(false)

else
for i« < Oto n, —1 do

t; < mddbuild(R, ei)

if all the ¢; are equals then return(t,)
else = « nameg(|e|)

X
return( ¢ X
to - tnjg =1

In the case of binary relations such that all entry names are different, this
gives the BDD of the relation.

Example: For the relation which was already illustrated above, described by:
“lep =1 and e; = 1 and e5 = 1) or eg = 2", with entry name z for eq and y for
the equivalent entries e; and ey, the MDD is:

L2

T
0/ 4

0y
/ 1\

false true
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4.2.2 Regular Infinite Relations

If we start from the decision tree to define the MDD of an infinite relation, then we
will have the same decision tree for every relation, up to a renaming of the names
of the entries. This decision tree would not in any way represent the relation.
This is because trees are defined as functions from finite paths to labels, so we
cannot give directly the value of the relation if it depends on an infinite vector.

The first step towards a finite representation is the use of entry names to
share some entries in the graph representing the decision procedure. The second
step is to be able to represent the infinite behaviors of the relations.

Examples: We start with a few examples to illustrate the rest of the section.
The exact meaning of the diagrams and how they are built will be specified later.
Intuitively, they are read like a decision diagram for a finite relation, except we

x
can loop and some arrows are of the form % , which means that we can start the

description of an infinite behavior.

0 T represents the relation containing every vector starting with

/ N a 0. This relation is open. The finite behavior is that we

true false 1ust start with a 0. The infinite behavior is described by
true and means that we can end with anything.

x represents the relation containing the two vectors 0 and 1¢.
The finite behavior is that starting by a 0 or a 1, we get a
different behavior. We have two possible infinite behaviors,
ol > Io P

true false (Y, represented by 0"\ , and 1¢. The idea when decid-

true false
ing whether a vector is in the relation is that we must start

again the latest infinite behavior when we reach a true.

o xi) 1 represents the relation R containing any vector ending with
v 0“. The finite behavior of the relation does not describe
true the relation, because whatever the finite vectors u and v,
R(u) ~ R(v). The infinite behavior is 0, and can be started
after any 1. Intuitively, the decision process is a success if
we reach a true infinitely often, but we must reset our count

each time we start a new infinite behavior.

Note that in the last two examples, all entries are equivalent (i.e. if a vector is
in the relations, whatever the permutations of the entries, the permuted vector
is in the relation too). O
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Open Relations

In the case of open relations, the only infinite behaviors are square relations. So,
if we start the decision tree with such parts already shared and the empty sets
shared too, the decision tree will represent the relation.

Let R € Rel be an open relation. R is a relation on ), y[7].

dte,(R)(p) = true if O(R, [|p|], <p>) and nameiter(R, |p|)
false if R(<p>) =10

= nameg(|p|) otherwise

With the convention that U(S, J,w) is S.j—w = @icp s Ei and nameiter(S, k) is
Vj € N, nameg(j + k) = nameg(j).

For a given naming of the entries, this leads to a canonical representation of an
open relation, assuming there is a canonical representation of the tree (chapter 3).

Iterative Relations

An iterative relation is represented by an open relation. Given the decision tree
of this open relation, the decision procedure uses a stacking mechanism: an
infinite vector is considered as an infinite word and the decision tree is used as
a determinist automaton. Fach time the process of reading the vector reaches
a true, we stack a true, and we read the rest of the vector, starting from the
beginning of the decision tree. The process stops if we reach a false. The process
is successful if it does not stop and we stack an infinite number of true.

Examples: Remember that iterative relations are used to represent the infinite
behavior of the relations. For these examples to be more meaningful, we describe
the type of infinite property they represent from the point of vue of temporal
logic [Lam77, MP8§].

0 T, represents the relation containing just the vector 0. It

7 N\ is an example of infinite behavior representing a safety
true false property.

0 T 3 1 represents the relation that accepts any vector not end-

v ing by 1, that is, with an infinite number of 0’s. It is

true an example of infinite behavior representing a liveness

property.

T represents the relation with any vector with an infinite
N number of 0’s and 1’s. It is an example of infinite be-
p )y M nd s,
0 havior representing a fairness property.
ue
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The problem with representing an iterative relation by an open relation, is

that there are many open relations that can represent a given iterative relation.
X

4
In the first example ({0“}), we could have used e ) . This looks like a

true false

special instance of cycle growth, but we can have more complicated cases, as for
the last example (every vector with an infinite number of 0’s and 1’s), where
x
AN - %
N or ¥ . It is an important result of this

true 4
true

we could have used &m

chapter that there is indeed a canonical open relation for every iterative relation:

Property 4.7 Let R be an iterative relation. The relation S = {e| Ju<word (e),
<u“> € R and R(<u>) ~ R} is the greatest (for set inclusion) open relation
such that R = Q(9).

Proof: In order to simplify the proof, we will consider that all entries of R
are equivalent. It is easy to reduce the problem to this case by considering the
relation on the product of every different entry name on the period of the relation.
We will also ignore the distinction between vector and words, forgetting the casts
for a better clarity.

S is an open relation, because whatever the element e of .S, there is a u < e
such that Vf, u.f € S. R is iterative, so there is an open relation S’ such that
R =Q(S5'). Ve € &, there is a k such that C(S’, [k], eq)). Let ko be the least
such k. Because R = Q(5'), e, is in R, and R(e) ~ R. So e € S, which
means that S” C S. To prove the property, we just have to prove that R = Q (5).
We will start by R C Q(5), then prove Q(S) C R.

Lemma: Let v be a vector such that (S, [k],v) and for all j < k, not
(S, 1], vqyp). Then v € R and R(v) ~ R.
Whatever e, v.e € S. Because of the minimality of v with respect to the “square”
property, for each e, there is a [ such that (v.e())” € R and R(v.eq)) = R. Let
e = v*. There is an [ such that (v.v)')¥ € R. Because all entries of R are
equivalent, by property 4.1, v* € R. Let e € R. Because R is an infinite relation,
e is infinite, so there is an ¢ € N that is repeated infinitely often in e. But there
is an [ such that R(v.i') ~ R. So v.i'.e € R, and by the equivalence of all entries
(property 4.2), v.e € R, which means that e € R(v). Conversely, if e € R(v),
vil.e € R, and so e € R. Thus R ~ R(v). o

Let e € R. We suppose e ¢ Q (S). If there is a k such that CI(S, [k], equ)), let
ko be the least such k. Then ey, jy € 2 (S), but R(e(r,)y) = R, 50 egr,p) € R So
we can iterate on e(gy,p)- This iteration is finite because e € € (S), so we come
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to a point where there is no k such that (S, [k],eq)). But e € R, so there
is a ko such that OIS, [ko], e(ko])), and eqr,)” € R and R(e(k,))) ~ R, and so
O(S, [ko], e(iko)))» Which contradicts the hypothesis. Thus R C Q2 (S5).

Let e € Q(S). Let (k;)sen be the sequence: ko = min { k| (S, [k], e(xy)) } and
k‘i+1 = min{k | D(S, [k’ — l{:i],e([ki,k[))}. We call Uy = €([ko])> and Ui41 = €([kyk])-
Some u;’s appear infinitely often in e, and some wu;’s appear only finitely often in
e. So there is a permutation of the entries such that the result of the permutation
on e is eyf.e,, where ey is the concatenation of all u;’s that appear finitely in e
(times the number of times they appear), and e, is composed of those w;’s that
appear infinitely in e only. By definition of € (S5), e, € € (S), and because all
entries of R are equivalent, es.e, is in R if and only if e is in R. But whatever
w;, R(u;) >~ R (see the lemma). So R(ef) >~ R. And so e is in R if and only if e,
is in R. Either e, contains a finite number of distinct u;’s, or an infinite one.

If e, contains a finite number of distinct u;’s, we call them (v;);cpn41]. Then
there is a permutation of the indexes such that the result of the permutation
on e, is (vg.v1...v,)". We know that v, € R (see the lemma), and for all i,
R(v;) ~ R, 80 Ug.01 ... Upp_1.(Upy)* € R. Wecall f = vg.v1...05_1.(v,)*. Because
f € R, there is a sequence (k});eny such that: kf = min{k| O(S, [k], fqu))}
and &}, = min {k| O(S, [k — K], fe.k)) }- So there is a j such that fawy =
VU1 -+ V1.V w0 With w < v,,. Whatever 4, fw))” € R, because R = (S7).
So, by property 4.1, (vg.v1 ...vy,)% € R. This, in turn, means that e, € R.

If e, contains infinitely many distinct u;’s, we call them (v;);en. Because the
relation is over a finite set [ng], e is composed of finitely many letters, (a;)i<m
(and m < ng). Each a; appears in one v; at least, so it appears infinitely often in
e. Because this set of letters is finite, there is a finite sequence (v;);c; such that
for each letter, there is an ¢ € J such that v; contains the letter. So there is a
permutation of the entries that transforms e, into ((Dfe 7 vi)w. So we are back to
the problem with e, containing a finite number of w;’s.

Thus, e, € R whatever the case, which proves that e € R. We started
from e € Q(5), so Q(S) C R. Because we already proved R C Q(5), we have
R=Q(S). O

With this property, we now have a canonical representation for an iterative
relation, that is, the canonical representation (defined by dt,,) of the greatest
open relation representing the iterative relation.

Sets of Iterative Relations

Let R be the union of a finite set of iterative relations. Let these relations be
indexed: R = |J,.o Ri. Each R; is represented by an open relation S;. Then, it
is possible to build a decision tree representing R based on the decision trees of
the open relations. Here is an algorithm building such a tree:
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dtset(R):
return(dtset((dt,,(5;))iec,0))

dtset((t;)icc,p):
node « false
K « 0
Vie C do
if ¢, = false then
| for j « Oto n,—1 do t;; « false
else if ¢, = true then
if node = false then node « true
K «— KuU/{i}
for j < Oto n, —1 do t;; « s
else t; «— f&
ug - Unp—1
node «— x
for j < Oto n,—1 do ¢;; « wu;
if node = false then return(false)
if node = true then return(truey)
for j < 0to n,—1 do v; « dtset(({;;)icc,p +1)
return( zK\ )

(%) Unp—1

The decision procedure starts with an empty stack and a set of valid indexes
of iterative relations V' = (. Each time we encounter a node x, we stack the set
V N K. If we encounter a node false, we stop. If we encounter a node trueg,
we stack V' N K and we keep going with the new set of valid indexes, V N K.
The process is successful if it doesn’t stop and if there is an element of C' such
that there is an infinite number of sets in the stack containing it. We can notice
that false is the same as truey, and that we can stop as soon as the set of valid
indexes is empty.

Examples:

N Y v e e

true false false true trueq truegy
N\

' PN
OCx\il . xglu 0o N = 0C${2} x
t

—_

N
true false 1\‘ \V

rue trueqy
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Regular Relations

Let R be an w-regular relation. Then R is associated with a finite set of iterative
relations, iter(R) = (R;)icc. We define a function to describe the infinite behavior
of the relation:

Vp € N*, infbehavep(p) = {i € C' | Vf € R;, <p.word (f)> € R}

The decision tree for a regular relation is the same as for a finite relation, except
that when the prefix p of a vector is such that infbehave(p) is not empty, we
use the representation of the set of iterative relations associated with p. In order
to mark the switch between the standard interpretation of the decision tree, and
the interpretation as a set of iterative relations, we use a new node, which is not
a decision node, iter. These nodes replace the true nodes in order to take into
account the fact that even when we start a process of infinite behavior, there can
still be finite decisions that lead to another infinite behavior.

dtreg(R):
return(dtfinite(e))

dtfinite(p):
if infbehavey(p) = () then
x «— nameg(|p|)
for i « 0to nyp —1 do ¢; « dtfinite(pi)
return( VA

to - tn|1’\ 1

else ¢t «+ dtinf (dtset(UjemfbehmR(p) Rj),p>
iter
return( 0 ’ )
t
dtinf (¢, p):

if t = false then return(dtfinite(p))
else if ¢ = truex then

u < dtinf (dtset(ujeinfbehaveR(p) Rj),p)

iterg
return 1
U

X
else t is of the form t¢ ? , with n > 0
o b1

for i « Oto n—1 do w; « dtinf(¢;,pi)

X
return Y N
uQg - Un—1

The decision process is still a stacking mechanism. While reading an infinite
vector, we stack K each time we encounter a xg, and iterg each time we go
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through these nodes. The process is successful if, after some point in the stack,
we can treat each itery as a truegx as in sets of iterative relations and this new
stack is a successful one for a set of iterative relations.

Examples: The empty relation (false) will be represented by an infinite de-
cision tree of the form Cxi) and the square relation (true) by an infinite

I‘eC{O}

decision tree of the form C/¢ .
x

x
ﬂ; Q is the relation with any vector ending by 1“ or 0%.

iter{l} iter{z}

4.2.3 w-deterministic Relations

The representation of regular relations as decision trees is not very efficient, in
the sense that there are many sources of non-uniqueness, and therefore many
algorithms on these decision trees are not efficient. The worst problem is the
choice of iterative relations and of the indexes of these relations. In particular,
the relations must be reindexed for any basic boolean operation. These problems
come from the non deterministic nature of w-regular languages, and in fact the
decision process itself is non deterministic.

So we introduce a new class of relations, w-deterministic relations. The idea is
to restrict the possible infinite behavior of the relation for a given prefix to at most
one iterative relation. It is obvious then that this class of relations is not closed
under union, but it seems to be dense enough to be used as an approximation of
regular relations. This approach is easy to exploit in the framework of abstract
interpretation.

We first start by a definition of the iterative behavior of a relation at a vector
u: a relation R defines an iterative relation for each vector u. This relation is
denoted R[%}. It is the iterative relation represented by the open relation:

{e| Fv < word (e), (word(u).v*) € R and R(<word (u).v>) ~ R(u)}

Definition: A relation R is said to be w-deterministic if and only if R is prefix
regular and for all u, Rﬁ] C R(u). The following property justifies the denomi-

nation “deterministic”, because it shows that there is always a canonical iterative
relation representing the infinite behavior at a given point:
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Property 4.8 An w-deterministic relation R is w-reqular, and whatever the re-
lations in iter(R) representing the infinite behavior at a given point w, there is
an iterative relation representing the infinite behavior at u and containing all of
them.

Proof: Let R be an w-deterministic relation. We first prove that R is w-regular.
We define iter(R) = {R& Rﬁ] # @}. This set is finite because R is prefix

regular. Let e € R. If e is ultimately periodic, as R is prefix regular, there is a
uw and a v such that R(<wu.v>) = R(<u>) and e = <wu.v*>. Then Rﬁ] # 0,
and for all f € R[%}, <wu.word (f)> is in R because R is w-deterministic. If e
is not ultimately periodic, as the entry names are ultimately periodic, there is a
permutation of the entries which transforms e in f which is ultimately periodic.
Moreover, it is possible to choose the permutation that it leaves v unchanged (we
start after the last letter that appears finitely many times and after the looping
of the relation) such that f = <w.v*> as above. As the R[%] have the same

equivalence of entries as f(u) (at least), we have the postfix of e after u is in R[%}.
Concerning the canonicity of the iterative relation at a given point, we have
the fact that for all iterative relation at u of R, the iterative relation is included

in R[%] . O

Decision Tree

Let R be an w-deterministic relation. Each Rfi] is represented by the decision tree
of the greatest possible open relation, dt,. The idea is the same as for a regular
relation, but there is no need for indexes, and each time we come to a true, we
don’t have to take into account the possibility of another infinite behavior. Thus,

the only iter nodes will be itery. We can see the use of these nodes as a tagging
x

T 4
of some edges. Thus, as a shorthand, we will sometime write % for itfr )
t

dt,(R):
return(dtfinite,(¢))

dtfinite,(p):
if R(<p>) =0 then return(false)
else if R} = ( then
xr « nameg(|p|)
for i « 0to nyp —1 do t; « dtfinite,(pi)

T
return( VAR >
to - tnlp\_l
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else
t « dtinf, (dt,,p)

iter
return +
t

dtinf, (¢, p):
if ¢t = false then return(dtfinite,(p))
else if t = true then return(true)

T

else t is of the form ¥~ | withn >0

to - tn—1

for i « Oto n—1 do w; « dtinf,(t;,pi)

X
return( VAR )
uo.un,1

The decision process reads a vector and uses a stack S and a current iterative
tree, r. At the beginning, the stack is empty and r = dt,(R). When we come

iter
to a true node, we stack it and start again at r. When we come to a 4 node,
t

r becomes t and we empty the stack. If we come to a false node, we stop the
process. The process is a success if it doesn’t stop and the stack is infinite. If ¢
is such a decision diagram, we denote by R, (t) the set of vectors for which this
process is a success.

Examples:
0T when we read a 0, the current iterative tree becomes
xX
26 7 truf ?alse . If we read a 1 after that, we stop on a failure,
o] Jo and if we read a 0, we stack a true and start again with the
true false  ome iterative tree. So, after a 0, we can only have 0¥. After
€T
a 1, the iterative tree becomes . 1{ N\, and this time, we
alse true

can only have 1¥. So this relation is {0, 1“}.
o xS 1 during the decision process, the iterative tree never changes.
v When we read a 0, we stack a true and start again. But each

true

time we read a 1, we empty the stack. So the only vectors
that stack an infinite number of true are the vectors ending

by 0“.
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o( " after the first 1 is read, the current iterative tree does not
il h change. If we have read an odd number of 1’s, when we

o/x read a 0, we stack a true and start the process again. So
true any vector with an odd number of 1’s is in the relation. If

we read a 1, we cannot stack another true before emptying
the stack. So the relation contains no vector with an infinite
number of 1’s. Finally, if the number of 1’s is even, we cannot
stack any more true if there is no more 1. So, the relation
is exactly the set of vectors with a finite odd number of 1’s
(and so ending with 0¢).

O

Open relations are w-deterministic. Their representation as an w-deterministic
relation is the same tree as dt,,, with a iter node before the true nodes.

Redundant Nodes

X X
A node is redundant if it is either of the form t¢l/t or of the form ;4;; . In the

iter
first case, we can replace it by the ¢t node, and in the second case by the T
t

node. Having two consecutive iter nodes is impossible, as we forbid the empty
relation in the set of iterative relations. Note that this elimination of redundant
nodes may lead to a recursive process if the current node is also a subtree of ¢
(it is in a loop). In this case, we can directly have any arrow that pointed to the
node point to t.

After elimination of redundant nodes, we obtain the MDD of the relation.
If we consider finite relations as open relations (which is usually the case when
using BDD), we obtain the same decision diagram, except for the iter node
before true nodes.

Property 4.9 The representation of an w-deterministic relation by means of the
tree dt,,, where every redundant node have been eliminated, and represented with
mazimal sharing is unique.

This property is a consequence of the canonicity of the iterative relations and
the canonicity of the open relations representing these iterative relations.

4.2.4 MDD with Large Sets of Choice

The power of MDD comes from the sharing and the elimination of redundant
nodes. But the larger the choice space for a given entry, the less likely a node for
this entry is to be redundant.
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A natural solution® to this problem is the representation of a given entry with
choice space [n] by [logy(n)] binary variables. A given integer of [n] is written
as a binary word. The only problem with this solution is that the access time is
longer, since you need [log,(n)] times more indirections to read the values of a
vector.

In our case, this representation is not very well suited, as we will need for
each variable an entire new set of fresh variables which needs to be stored too.
This results in a new indirection in the use of relations, but experience proves,
that this technique provides good results as soon as the set of choice is “large
enough”.

4.3 Algorithms on w-deterministic Relations

These algorithms manipulate w-deterministic relations represented by a decision
diagram, as defined in the previous section.

4.3.1 Canonicity of the representation

The representation of the decision tree for an w-deterministic relation relies on
shared regular tree (see chapter 3). By property 4.9, the decision tree for a relation
is unique, so we have a unique representation of w-deterministic relations. But
the problem is that not all regular trees are valid decision trees of a relation, so we
must maintain some properties on the decision trees when manipulating relations.
Those properties concern the “special” nodes of the decision trees: true, false
and iter. For example, if during the computation, we obtain C x i) or Cx@,
we must recognize false.

The idea is that we will describe the algorithms on w-deterministic relations
as regular tree transformations. The problem of the uniqueness will be supposed
to be taken care of by treating the “special” nodes in the way described below. In
this way, we will separate the two algorithmic problems. Moreover, the treatment
of special nodes is not too hard to handle as they correspond to graph properties
that can easily be verified.

The iter Node

From the decision procedure for w-regular relations, it is easy to see when the
iter node is not useful. It is not useful if the iterative tree it points to is never
used to restart the decision process. That is, there is no path from the iter
node to a true node that does not go through another iter node. Thus, when
we create a new iter node, the only information we need is whether the node
it points to may lead to a true node, which is easily performed by returning

3See [SKMBI0] for an example of implementation.
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this information for each node. In order to exclude paths going through an iter
node, the iter node then returns false.

If the iter node is inside a cycle, though, deciding whether there is a path
from this node to a true node is a little more complex. The point is that we must
avoid infinite computation by considering some edges as not relevant because
they cannot add a correct path to true if there is not one revealed by the edges
considered as relevant. If the iter node is the root of the cycle we consider,
the return edges are exactly the non relevant edges. Thus all we have to do is
consider the iter node as the root of the cycle, that is we forget any node of the
cycle that was already visited to compute whether this node is useful.

If the iter nodes are correct, then we can use them to help the computation
of the other special nodes. For example, we know that there is a path leading
from the iter node to a true node, so the iter node is not equivalent to false.

The false Node

Once again, the decision procedure gives a straightforward algorithm to determine
whether a newly created node is equivalent to false. It is the case if there is no
path leading from this node to true. This information is very easy to extract
from the graph we are building too. If the node is not in a cycle, then we suppose
that its children are uniquely represented, thus the node is equivalent to false
if and only if all its children are false. Note that this operation is already
automatically performed by the elimination of redundant nodes.

If the node is in a cycle, we just return the pertinent information, that is,
whether there is a path leading from this node to true. If any node in the cycle
is equivalent to false, then every node in the cycle is equivalent to false. Thus,
the information that will decide whether the entire cycle is equivalent to false
is the information returned by the root of the cycle. In the cycle, return edges
return the information that they don’t lead to a true node, because they don’t
add no new path that would lead to true.

The true Node

In fact true nodes can be seen as tags on some return edges. Thus striving for
canonicity of the representation will raise again the problems of cycle growth and
root unfolding that are inherent in regular trees. The problems are a little differ-
ent, though, because the equivalent of cycle growth reduction for tagged cycles is
the determination of the greatest open relation. Concerning root unfolding, the
problem is a little simpler in the case of these cycles, though, because the root
of the tagged cycle is always an iter node (although it is not always the root
of non tagged cycles, as the representation of the relation containing a finite odd
number of 1 shows).
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The Greatest Open Relation Finding the greatest open relation representing
a given iterative relation is very similar to cycle growth reduction, because if an
open relation is greater than another one representing the same iterative relation,
the length of the cycles is smaller for the greater relation (we arrive sooner to a
true).

In order to keep things simple, we start by describing the algorithm to build
the greatest open relation for an iterative relation. In the general case, this
corresponds to an iterative relation which never leads to an iter node.

Examples: We present a few examples of open relations and the greatest open
relation representing the same iterative relation. The first two examples have
already been presented when proving that such a greatest open relation exists
(page 56). The first one corresponds to the relation {0} and the second one to
the relation with every vectors containing an infinite number of 0’s and an infinite
number of 1’s. The last example is more complicated and shows the interest of
some parts of the algorithm, namely the distinction between the different R(v).
This relation R is the set of all vectors with an infinite number of 1’s, and if the
total number of 0’s and 1’s in the vector is finite, the number of 0’s is equal to
the number of 2’s modulo 2. Here, R ~ R(<1>) ~ R(<02>) but is different
from R(<0>).

J/}
YN

true false

bestOpen OCZE = OCZE

~ YN

true false

bestOpen

0N

NE

true
r 0,2

bestOpen = 1 ll
T )1
2 "

true
O
bestOpen(R)

R is a relation on @), y[n:]
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L is the function defined as L(R(e)) = (), for all e finite vector
for i « Oto ny—1 do {; « bestOpenRec(c,i,0, L, ), false)
if all ¢; are equal then return(t))

x « nameg(0)

return( VN

to tno -1

bestOpenRec(v,a,V, L, T, omega):
if R(<wva>) = () then return(false)
r < nameg(|val) and n « 1y
if nameiter(R, |a|) then
if omega or <va®*> € R then
if R(<wa>) ~ R then return(true)
else omega’ « true
else omega’ « false
V' — VU{a}
if V' C L(R(<wva>)) then return(7(R(<va>)))
Let X be a new label
T" « T with R(<va>)—X
L' «— L with R(<va>)—V’
for i «— Oto n—1 do t; « bestOpenRec(va,i, V', L', T’ omega’)
if all ¢; are equal then return(recCons(ty, X))

xr
return (recCons <t¢ éf ,X))
0 tn-1

else
for i «— Oto n—1 do t; « bestOpenRec(v,ai,V, L, T, omega)
if all ¢; are equal then return(ty)

xT
return( VAR, )
to - tn—1

Proof: Let dt = bestOpen(R). S is the greatest open relation representing R.
In order to simplify the proof, we suppose all entries of R are equivalent.

Whatever the word v such that the algorithm actually reaches v and decides
that dt(v) = true or false, v € pos(dt,,(S)) and dt(v) = dt,,(S)(v). The
reason of this fact is: whatever v < v, u is actually reached by the algorithm, so
(u¥ € Rand R(u) ~ u) is false, and R(u) = () is false (or else the algorithm would
have stopped at u), so v € pos(dt,(S)). If dt(v) = false, then R(<v>) =0, so
dt,,(S)(v) = false. If dt(v) = true, then R(<v>) ~ R, and either <v¥> € R
or omega is true. But if omega is true, then there is u < v such that <u“> € R.
v = uw. Because R(<v>) ~ R, <uw(u)”> € R. By equivalence of the entries
of R, <w(u)*> € R, so <(wu)*> € R, and finally <(uw)”> € R. Thus
dt,,(S)(v) = true.
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All we have to prove now, to show that dt = dt,,(S)?, is that every return
edge introduced in the algorithm (by the new labels and recCons construction) is
valid. We prove that whatever such return edge at word v, going back to u < v,
whatever w, dt,,(S)(vw) = dt(vw). Because dtp,) = dt,, we just have to prove
that dt,,(S)(vw) = dt(uw). We use the property that R(<u>) ~ R(<v>),
and every letter in v is in w.

Suppose dt,,(S)(vw) = false. Then R(<wvw>) = () and for all v/ < vw,
R(<v'>) # 0, and <v“> & R or R(<v'>) # R. Because R(<u>) ~
R(<v>), R(<uw>) = (). If there is v/ < ww such that dt(u') = false, v’
cannot be a prefix of u, else v’ is a prefix of v, and so of vw, and we cannot have
a prefix of vw such that the relation is empty on that prefix. So v’ = uw’ with
w' < w. But R(<ww'>) ~ R(<vw'>) and vw’ < vw. Suppose dt(u’) = true,
we still have ' = uw’. We prove in the next paragraph that dt,,(uw’) is true.
So dt(uw) = false. The converse is obvious.

Suppose dt.,(S)(vw) = true. Then R(<wvw>) ~ R and <(vw)*> € R
and for all v < vw, R(v') # 0, and <v™> & R or R(<v'>) # R. Because
R(<u>) ~ R(<v>), R(<uw>) ~ R. Because every letter of v is in u and
every entry of R is equivalent, we know from property 4.1 that <(uw)*> € R.
If there is u' < uww such that dt(u') = false, then R(<ww>) would be empty.
If dt(u') = true, v = ww’. We would have R(<vw'>) ~ R(<uw’'>) ~ R, and
because < (uw')*> € R, <(vw')¥> € R (because v < v), which is forbidden
by maximality of S. So dt(uw) = true. Conversely, we already proved that if
dt(uw) = true, then R(<vw>) ~ R and <(vw)¥> € R. If v/ < vw is such
that dt,,(5)(v') = false, we cannot have R(<vw>) ~ R. If there is a v < vw
such that dt,,(S)(v') = true, we cannot have v" < v, or else the algorithm would
not have gone beyond v’, so v/ = vw’. We already proved that in this case,
dt(uw') = true, and uw’ < uw. So dt,,(S)(vw) = true. O

Note that the algorithm terminates because, at each recursive call, one ele-
ment of the function L increases, and by prefix regularity of R, the number of
distinct R(e) is finite, and the number of different choices over a period of the
entries of R is finite too.

For this algorithm to be complete, we must also explain how we test <v¥ > &
R and the equivalence of different R(e). R is represented by the decision tree dt
of an open relation, which, at this point, is not necessarily the greatest one.

Concerning <v“> € R, we use the fact that it is a necessary and sufficient
condition that there is a & > 1 such that in the decision process, v* reaches a
true. All we have to do is to perform the decision process while storing the pairs
(u,t) where u < v and ¢ < dt, and if we come to such a pair twice, we stop in
failure, and if we reach a truewe stop in success.

Concerning the equivalence of R(e) and R(f), we start from the two subtrees

4up to elimination of redundant nodes, which is not performed in dt,,(S).
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of dt, t. and t; which are reached respectively from the decision process on e
and f. We compare every pair of subtrees which we can reach from ¢, and ty,
and every time we come again on this pair on the decision process, we must have
passed through true in both subtree or in none. The algorithm is:

compareRel(t, u, S, dt):
if ¢t = u then return(true)
if (t,u) € dom(S) then
(bl,bg) — S(t,u)
return(b1 = bg)
S" «— S with (t,u)— (false, false)
tis VAN , and v is VY
to - tn_1 UQ - Up—1
for i — Oton—1 do
if u; = false then
| if t; # false then return(false)
else if t; = false then return(false)
else if ¢, = true then
if wu; # true then
S’ « 5" with all values (by,by) of S" become (true, bs)
if compareRel(dt,u;, S’,dt) = false then return(false)
else if u; = true then
S «— §" with all values (b1, by) of S’ become (b;, true)
if compareRel(t;,dt,S’,dt) = false then return(false)
else
| if compareRel(f;,u;,S',dt) = false then return(false)
return(true)

If the iterative relation is inside a loop, or if there is a path from the decision
tree of the iterative relation to an iter node, we must consider this node as
a falsewhile performing the construction of the greatest open relation. We
must also propagate this information upward, as in the general treatment of the
false nodes. Because this last node must be restored after the computation, we
introduce false nodes subscripted by the nodes to which they are equivalent in
the general decision diagram. In this way, they are treated as different nodes
by the sharing algorithm on trees. If the iterative relation is inside a loop, it
is possible that there is a path from a node N in one of the falsey to the
original iter node starting the iterative relation. In this case, we must replace
in N this iter node by the new one corresponding to the greatest open relation
representing the iterative relation.
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Root Unfolding In classical cycles, we need to build a complex key (a tree)
and a simple key (a label plus the children nodes) to deal with root unfolding,
for each node in the cycle. In the case of tagged cycles, there is no need for the
complex key, as they are already represented by trees. But we must still define
the simple keys, and for each simple key the tree representing the tagged cycle
rooted at this node. The problem with tagged cycles, is that not every node in
the cycle can be the root of the cycle. Only the nodes corresponding to iterative
relations can be the root of the cycle.

Example: This representation has only one possible key , because, if R is the
relation it represents, R(<1>) is not iterative. (R is the set of vectors with
either an infinite number of 1’s; or an even number of 1’s.)

x

0< @x and the key is 0< @\Nx
true *)1 Ul K—>1

Property 4.10 Let R be an iterative relation represented by the tree dt. The
relations R(<wu>) is iterative if and only if for every path v that goes from the
root of dt to true, there is a w < v such that R(<w>) ~ R(<u>). Such a
relation is called unavoidable® for dt.

Proof: Let R(<wu>) be unavoidable. Then R(<wu>) is iterative and repre-
sented by the decision tree defined as dt(u) where true have been dt in which
every node equivalent to R(<wu>) is replaced by true. It is obvious that any
vector recognized by this “sliding” of the decision tree is in R(<wu>), and recip-
rocally.

If R(<wu>) is not unavoidable, then there is a path v such that dt(v) = true
and for all w < v, R(<w>) % R(<u>). There is a path ' such that dt(u.u') =
true. Then <u’.v¥> € R(<wu>). But in this path, there is no point such that
R(<u v*w>) ~ R(<u>, so R(<u>) is not iterative. O

Because we already performed the bestOpen algorithm, we know already
which nodes correspond to equivalent relations. We note R; for the relation
corresponding to the subtree t of the decision tree. The following algorithm
computes the set of unavoidable relations.

®Such sets of nodes would be called dominators of true in [AHU74], if we were in an acyclic
graph.
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unavoidableSet(dt):
return(unavoidableSetRec(dt, {false})

unavoidableSetRec(t,T):
if t € T then return({(})
if ¢ = true then return(()
tis VAN
to - tn_1
T «— TU{t}
1+ 0
do
FE « unavoidableSetRec(t;,T")
1 — 1+ 1
vhile £ = {0} and i <n
if F = {0} then return(F)
for j « iton—1 do
E’ « unavoidableSetRec(t;, 1)
if F"# {0} then F «— ENF'
return(£ U R;)

When this set of relations is computed, we just add in the key dictionary the
trees and unfoldings corresponding to each unavoidable node. The decision tree
corresponding to the unavoidable relation R is called dtgz. Remind that D is the
set of keys used for the uniqueness of the trees.

addKeys(dt):
US « unavoidableSet(dt)

iter

S is the function true— | , false —false
dt

return(addKeysRec(dt, S5))

addKeysRec(t, S):
if t € dom(S) then return(S(t))
Lis L
to - tn_1

if R; € US then

w e 11if1‘
dtp,

S" « S with t —w and without all s—Y
for i «— Oto n—1 do u; « addKeysRec(t;,S")
k is the key (z,ug, ..., uy,)
change in D the value associated with k to be w
return(w)
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else
X is a new label of arity 0
S — S witht—X
for i «— Oto n—1 do u; <« addKeysRec(t;,S’)

xX
return(recCons( VAR ,X))
ug - Un—1

We must also deal with root unfolding each time we build a new cycle, ei-
ther tagged or not. This is performed for generic trees through the use of the
shareWithDone algorithm. We can still use the same algorithm (it must be used
each time we introduce a iter node also), but with the modification that each
time we go through a iter node in the sub-algorithm tryShare, we must use a
comparison based on compareRel instead of compareWithDone.

Example:
0C1 .
N NN
=, o <
0/ \1‘ is equivalent to 0C3 L 431
0(3 1 0 431 \ /
/ true
true

The algorithm will find that the relation at [J; is the same as the relation at [s.
O

Recapitulation on Canonicity

All the algorithms that have been describing in this subsection are to be integrated
in the representation algorithm for any tree representing an w-deterministic
relation, so that the representation is indeed unique. Here is a sketch of the new
algorithm, including the elimination of redundant nodes:

e In addition to other useful informations, represent returns a boolean r
indicating whether there is a path from the current node to a true node
without going through an iter node.

e if the current node is not in a cycle (line 11 of represent) then

— if the node is an iter node
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x if the boolean returned by represent on its child is false, then
return the child.

* look for root unfolding. If there is an equivalent node, return the
equivalent node (don’t perform the sequel).

x perform bestOpen on the relation represented by the node, where
every iter node M directly reachable from the current node is
replaced by false,;, and recursively for every node such that all
its children is a falsej,.

x on the result of bestOpen, restore every falsey to M.

* perform addKeys on the current node to update D.

— if every child of the current node is the same, return the first child
(redundant nodes elimination and treatment of false).

e if we have identified an independent cycle (test of line 24 of represent is
true)

— look all nodes in the cycle. If no partial key leads to a non false node,
then the entire cycle is equivalent to false.

— perform shareWithDone with the new comparison in case of iter
node.

— for all iter nodes in the cycle,

* look for a path starting from this node and going to a true node
without going through an iter node. If there is no one, suppress
this iter node, and every node in the cycle that pointed to the
iter node now points to its child

x perform the same operations as when the iter node is not in a
cycle

* if the node changes, make any node that pointed to the old node
in the cycle point to the new one.

e after sharing (line 10 of representCycle), eliminate redundant nodes in
the cycle.

4.3.2 Entry Names

At the beginning of the chapter we described the relations as “coming with entry
names”, and indeed, entry names are determined by the applications using the
relations. But when we want to perform any operation between two relations,
we need to compute valid entry names for the result of the operation. If the
operation preserves the action of entry substitution, we can take any entry name
that is valid for both relations. So, we describe a kind of name merging algorithm,
that will give such a set of entry names.
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Representation

In many algorithms of this chapter, we used the function namepg that is supposed
to come with R. To know the values of this function, we cannot rely on the
decision diagram, because, due to redundant nodes elimination, every entry is
not necessarily represented in the diagram. In the case of classical BDDs, one
can see the ordering on the variables as the representation of the function nameg
for every R in a given BDD manager.

In the general case, we cannot use an ordering, as different entries may have
the same name (which would lead to x < y < x if the entries 0 and 2 have the
same name zx, for example). In order to keep a unique representation of nameg,
we use a regular tree, which is in fact equivalent to a regular word: each node is
labeled by an entry name, of arity 1. We call this tree ntg. It is defined formally
as:

ef

pos(ntp) = {0}

ntp(0") = nameg(n)

Thus, the name tree of an infinite relation with all entries equivalent named x
is x D

Once we have the name tree of the relation, it is easy to restore the decision
tree with the redundant nodes. So, while performing most algorithm on decision
trees, we go through the name tree at the same time, so that we can keep track of
the actual entry number associated with a given node. This technique is presented
in the first basic algorithm, instantiate. In the other ones, we will describe the
algorithm as if there were no elimination of the redundant nodes, ignoring the
name trees so that the description is a little more simple.

Entry Names Merging

Let R and S be two regular relations. We suppose that we have a way of deter-
mining for the entry e and the entry names nameg(e) and nameg(e) what entry
name choose(e, nameg(e), nameg(e)). It can be one of the entry names of R or
S, or an entirely new one. The idea is that for every couple (z,y) of entry names
of R and S, we must have a distinct entry name. In this way, the new set of entry
names is compatible with both R and S.

mergeEntries(t, s,n,S):
if (t,s) € dom(S) then return(S(t,s))

x Y
t is of the form + and s of the form +
t! s/

z « choose(n,z,y)
add (t,s) — X, to S (X, is a label of arity 0)
u « mergeEntries(t’,s',n+ 1,9)
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return (recCons ( i , Xn> )

When we use this name tree in algorithms, we refer to a given choose(n, x,y)
as xy.

4.3.3 Basic Algorithms
Emptiness

Thanks to the algorithms guarantying the uniqueness of the representation up to
entry names, there is only one MDD representing the empty relation, false.

Equality Testing

Because of the uniqueness of the representation, equality testing is trivial. Note
that we consider that two relations with different entry names cannot be equal.

Inclusion Testing

The following algorithm returns true if the first relation, considered as a set
of vectors, is a subset of the second relation. It is similar in the spirit to the
compareRel algorithm.

inclusionRel(dtq,dts):
return(inclusionRelRec(dt;, dts,dty, dts, D))

inclusionRelRec(t, u,ry, 72, 5):
if ¢ = false then return(true)
if u = false then return(false)

iter

if = ¢ then
u/

if u/ = true then return(true)
S’ « S where all (b, b, 01,02) have been replaced by (b1, false, 0;,false)
return(inclusionRelRec(t,u/,ry,u’, S"))

iter

if t= | then
t/

if ¢’ = true then return(false)
S" «— S where all (b1, bg, 01, 02) have been replaced by (false, by, false, 0s)
return(inclusionRelRec(t', u,t', 19, 5))

if ¢ = true then
S" « S where all (by, by, true, 02) have been replaced by (true, by, true, 0,)
return(inclusionRelRec(ry, u, 71,79, 5"))

if u = true then
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S’ « S where all (by, bs, 01,true) have been replaced by (b;,true, o1, true)
return(inclusionRelRec(t, 72,71, 72,5"))
if (t,u) € dom(S) then
(bl, bg, 01, 02) — S(t, U)
if b; = true then return(b, = true) else return(true)
S" « S with (t,u) — (false,false, true, true)
tis VAN and u is ¢y&
to -~ tn—1 uQ - Um—1
if m < n then return(false)
for : <~ Oton—1 do
if inclusionRelRec(t;, u;,r1,72,S5’) = false then return(false)
return(true)

Instantiation

Given a relation R represented by the decision diagram dt and the name tree
ntg, an entry name x in ename(R), a possible value v for the entries named z,
R.,—, is represented by:

instantiate(dt,ntg, x,v):
return(instantiateRec(dt,ntg,z,v,dt))

instantiateRec(t, s, z,v,7)):
iter
if t= + then return(instantiateRec(t,s,z,v,t'))
t/
if ¢t = false then return(false, instNameTree(s,z))

r

it
if t = true then return( o instNameTree(s, x))

Y z
t is of the form v %, and s of the form +

to - tn—1 s
if x = » then
if z =y then return(unfoldTrue(t,,r),s’)
else return(unfoldTrue(t,r),s’)
else if y = 2 then
for i «— Oto n—1 do (t,u) < instantiateRec(t;, s, z,v,r)

if all the ¢} are equal then return| ¢, i

u

Y y
return| ¥~ |
ty -t u

n—1

(t',u) « instantiateRec(t, s, z,v,7)

Yy
return <t’ . >
u
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y
instNameTree| 4,2 |:
S

if 2 =y then return(s)
t « instNameTree(s, )

Y
return ( <+ >
t

unfoldTrue(t,r):

if t(¢) = iter then return(t)

if ¢ = false then return(false)

if ¢ = true then return( ltfr )
N

X
tis ¥ ™
to - tn—1
for i «— Oto n—1 do w; « unfoldTrue(t;,r)

x
return( VAN )
Uug - Un—1

4.3.4 Intersection

Let dt; and dt, be decision trees of w-deterministic relations. As was announced
earlier, to simplify the presentation of the algorithms, we get rid of the elimination
of redundant nodes from now on.

The following algorithm returns the decision tree representing the intersec-
tion of the relations represented by dt; and dty. It shows that w-deterministic
relations are closed by finite intersection.

interRel(dt;,dts):
return(interRelRec(dty, dts, dty,dts, ())

interRelRec(t,u, 71,79, 5):
if ¢ = false or u = false then return(false)

iter
if t= {4 then
to

if ¢y, = true then return(unfoldTrue(u,rs))
S’ «— S with every value (X, 0ld;, 0lds, new;, news) becomes
(X, 0ldy, 0ldy, false, false)

iter
if u= 4 then s « interRelRec(ty,uy,to, uo,S")
uo

else s « interRelRec(ty,u,to, 72, 5’)

iter
return 1
S

iter

if u= 1+ then
uo
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if uy = true then return(unfoldTrue(t,r;))
S’ «— S with every value (X, 0ld;, 01ds, new;, news) becomes

(X, 0ldy, 01dy, false, false)
s « interRelRec(t,uq, 1, ug, S")

iter
return 1
S

if ¢ = true then
S« S with every value (X, 0ld;, 01ds, new;, news) becomes
(X, 0ld;, 01d,, true, news)
return(interRelRec(ry, u, 71,79, 5"))
if u = true then
S« S with every value (X, 0ld;, 01ds, new;, news) becomes
(X, 01ld;, 01dy, newy, true)
return(interRelRec(t,re,71,72,5"))
X is a new label of arity 0
if (¢t,u) € dom(S) then
(Y, 01dy, 01dy, newy, news) «— S(t,u)
if new; = new, = true then return(true)
if (old; = true or new; = false) and
(0oldy = true or new, = false) then return(Y)
S" «— S with (t,u)— (X, new;, news, new;, news)
else S’ « S with (t,u)— (X,false, false, false, false)
tis «N anduis «
to - tn—1 uQ - Un—1

for i «— Oto n—1 do s; « interRelRec(t;,u; 71,72,95")

xy
return(recCons( VAR ,X))
S0 Sn—1

Proof: Let dt = interRel(dt;,dts). Remember that a vector is an element of
the w-deterministic relation represented by a decision diagram if and only if, in
the decision process, after some point, we don’t go through any iter node, and
we go through an infinite number of true nodes. Because we add a iter node
in dt for any iter node in either dt; or dts, we don’t go through any iter node
in dt after some point if and only if it is the case for both dt; and dt,. If there
is an infinite number of true in the decision process in dt, then we go infinitely
often through pairs of subtrees of dt; and dts, (¢,u), such that when going back
to t and u, we have been through a true in both dt; and dt,. Conversely, if the
vector is in both dt; and dts, because the decision trees are regular, during the
decision process performed simultaneously on both trees, we go infinitely often
through at least one pair of subtrees of the decision trees, (¢, u). Because we stack
an infinite number of true, there is an infinite number of paths that goes from
(t,u) to (t,u) in the vector, such that the decision process of dt; goes through a
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true, and an infinite number such that the decision process of dty goes through
true. So there is an infinite number of paths that go from (¢,u) to (t,u) and
goes through a true in both dt; and dty. So R,(dt) = R,(dt;) A R,(dts). O

Example:

1 N0 RIS,
NN Y —C\lo/

true true
true

0Cl‘ xgl

4.3.5 Approximation

w-deterministic relations are not closed by union. It is proved by the following
example:

Example: Let R; be the set of all vectors with a finite number of 1’s, and R,
be the set of all vectors with a finite number of 0’s. R; and Ry are represented

by:
o xi) 1 0 Cx )
e and Ny
true true
Let R = Ry V Ry. We have R% is the set of all possible vectors, because
R(<0>)~R, <0“> € R, R(<1>)~ Rand <1¥> € R. But <(01)*> ¢ R,
SO sz] ¢ R, and so R is not w-deterministic (although it is w-regular). O

The case is not desperate, though, because this representation is intended to
be used in the framework of abstract interpretation. We consider as concrete
domain the set of regular relations (which are closed by all boolean operations)
and as abstract domain the set of w-deterministic relations, each of them ordered
by the inclusion of the relations. It is a consequence of the following property
that there is a Galois insertion between the two domains.

Property 4.11 Whatever the reqular relation R, there is a least w-reqular rela-
tion S such that R C S.

The least w-regular relation is the decision tree dt,(R). As the definition
of dt,(R) is a semi-algorithm we present the algorithm to compute the least
w-regular relation containing the regular relation R:
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leastDeterministic(R):
S is the function () —false
return(leastDeterFinite(R,S5))

leastDeterFinite(R, S)
if R € dom(S) then return(S(R))
X is a new label of arity 0
S’ «— S with R—X
if R =0 then
x « nameg0, and n is the arity of x
for i «— Oto n—1 do t; « leastDeterFinite(R(<i>),S5")

x
return (recCons <t¢ ? ,X))
0 tn—-1

else
t « leastDeterInf (bestOpen (ng]) , R, S’)

iter
return (recCons ( T ,X))
t

leastDeterInf(t, R, S):
if t = false then return(leastDeterFinite(R,S5))
if ¢ = true then return(true)
x
tis 4N
to - tn_1

for i « Oto n—1 do u; « leastDeterInf(t;, R(<i>),95)

xT
return( VARN )
ug - Un—1

Proof: The algorithm terminates because the relation R is prefix regular. The
bestOpen algorithms terminate because R is regular, so at a given point, the
infinite behavior is prefix regular. Let e € R. If e is ultimately periodic, because
R is prefix regular, there is a u and a v such that e = <u.v*> and R(<u.v>) =
R(<wu>). So e is recognized by the decision tree leastDeterministic(R). If e
is not ultimately periodic, as the entry names are ultimately periodic, there is a
permutation of the entries which transforms e in f which is ultimately periodic.
Moreover, it is possible to choose the permutation such that it leaves u unchanged
and f = <wu.v¥> as above. f isin R, so f is recognized by the decision tree,
and by equivalence of the entries, so is e. This proves that R is contained in the
w-deterministic relation. It is obvious that it is the least such w-deterministic
relation. U

A consequence of this property is that we can compute the least w-determi-
nistic relation containing the union of two w-deterministic relations dt; and dt,.
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Examples:

?/ U \} will be approximated by true

true true

B N T,
\14 5 xDl Utrue/ \false - @w/ \x 1
ue ’ lly

true

This operation is performed by the following algorithm:

unionRel(dty, dts):
return(unionRelFinite(dty,dty, dty, dts, ())

unionRelFinite(t, u, 7,72, 95):
if ¢t = false then return(unfoldTrue(u,rs))
if u = false then return(unfoldTrue(t, 7))
if { = true then ¢t «— 1

iter
else if ¢ = t¢ then
0
if ¢y, = true then return(¢)
r — t «— 1
if v = true then u « 1y
else if u = ltfr then
uo
if wy = true then return(u)
Tog «— U < Ug
if (t,u) € dom(S) then return(S(¢,u))
X is a new label of arity 0
S «— S with (t,u)— X
T Yy
tis ¥~ Landwuis ¢ \
to - tn—1 ug - Un—1
for 1 < 0ton—1 do
(si,b;) « unionRelInf(t;, u;,r1,72,5,t, u,false, false)

xy
s «— recCons| ¢ N~ X
80 - Sn—1

if \/,_, b; = false then return(s)

iter
else return| .

S
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unionRelInf (¢, u,r,79, 5, iter;, iters, omega,, omega,):
if ¢t = false then return(unfoldTrue(u,rs),false)
if u = false then return(unfoldTrue(¢,r;),false)
if ¢ = true then
t «— 71
if omega, = false then omega] <« true
else omega) « omega,

iter
else if (= t¢0 then
if ¢y = true then return(¢,false)
T — 1 to
omega) « iter
else omega) < omega,
if u = true then
U — 1o
if omega, = false then omega), < true
else omega) « omega,

. iter
else if u= {4 then
uo
if wy = true then return(u,false)
Ty — U < U
omega, « iter
/!
else omega, « omega,
if omega) = omega), = iter then
iter

S" «— S with (iter;,itery)— +
S(itery,iters)

return(unionRelFinite(t, u,r,79,5’), false)

if (t,u) = (iter;, itery) then
if omega) = true or omega), = true then return(true,true)
else return(S(¢,u),false)

if (t,u) € dom(S) then return(S(¢,u),false)

X is a new label of arity 0
S" «— S with (t,u) — X

x y
tis ¥~ Landuis ¢ \

to - tn—1 Uug - Un-—1
for 1 < 0ton—1 do
(si,b;) < unionRellnf(t;,u;,r1,r2,S’, iter;, itery, omega, omegal)
if \/,_, b; = false then
iter

S" «— S with (iter;,itery)— 4
S(itery,iters)

return(unionRelFinite(t, u,r,79,5’), false)
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Yy
else return(recCons( VERN ,X))
-1

4.4 Other Representations

Decision diagrams have proved very useful for finite relations, and they seem quite
efficient for infinite relations too. But other representations might have different
qualities, for example more efficiency and less expressive power, or different oper-
ations that can be performed more easily. Because we separate the representation
of the relations from the representation of the structure of the sets of trees, we
can parameterize the representation of the sets of trees by the representation of
relations as defined at the beginning of this chapter. We present briefly two such
representations that can be of interest.

4.4.1 A Set of Vectors is a Set of Trees

A relation is defined as a set of vectors. But a set of vectors is a set of words, which
are trees, so we can use the techniques developed in this thesis to represent sets of
trees in order to represent relations. This is legitimate, because these techniques
don’t use relations in the representation of sets of words, except possibly for the
infinite behavior.

Of course, this representation will be less efficient than MDD, because it is
not specialized on relations. In facts, it looks like a MDD without the false
node (see the small example). But we introduce in chapter 7 the possibility of
having counters in the representation. This might add interesting possibilities
of widening on sequences of relations. Such widening would be more intelligent
than the crude ones of [Mau98] for finite relations. The decision to use this
representation in addition to decision diagrams (which are still needed for the
infinite behavior) would reduce the efficiency but give more precise results. Its
usefulness depends on the application.

4.4.2 Exact Relations

The most common relation introduced in the representation of sets of trees is the
equality relation. So we propose a class of relations containing equality relations,
simple enough to have a more efficient representation than decision diagrams,
and such that they can approximate any relations.

Let R be a relation of domain ®ie ; E; with each E; finite. We say that R
is a basic evact relation if and only if there is a family (Ej;),. I jes Such that
R =Ujc; Qer Eij and for any i, E;; N Eyy # () & j = 5. The relation is said to
be ezact if it can be independently decomposed in basic exact relations.
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A basic exact relation can be represented using the words (E;;),., and as
usual the word representing the naming of the entries. As a consequence, we
can represent infinite basic exact relations such that these words are ultimately
periodic. In this case, we can use the techniques to represent a regular tree
developed in chapter 3.

Examples: The relation x = y = z over the domain [2] is represented by the
representation of the names, zyz, and the set {000,111, 222}.
The infinite relation such that all entries 2i equals the entry 2¢ + 1 will be

represented by &zf and the set {00,11}. Note the difference with the relation
where all entries are equal: = 3 and { o 3, 13} O

This class of relations is not closed under union, but it is closed by intersection
and we can find the exact closure and the exact part of any relation. It means
that we can find a least exact relation containing a given regular relation, as for
w-deterministic relations.

Such a representation might be used when we want more efficiency at the
expense of the precision.

4.5 Conclusion

This chapter presented the class of relations which will be used in the representa-
tion of sets of trees, that is regular relations. Such relations might be infinite and
we introduced the notion of equivalent entries to cope with the problem of repre-
senting infinite relations. Regular relations are nearly as expressive as w-regular
languages of Biichi. They are closed by all boolean operations. They can be
represented by reduced decision diagrams in the way BDD are represented, but
the representation of regular relations in general is not very efficient [SVW85].
Thus we introduced a subclass of regular relations, the w-deterministic relations
which can be used as an approximation (for relation inclusion) of regular rela-
tions. Their representation as a reduced decision diagram is canonical. They
are an extension of the BDDs and have great expressive power for the infinite
behavior of the relation. Because this class seems to give a good tradeoff between
accuracy and efficiency, we developed the algorithms that are used to manipulate
w-deterministic relations. They can be used as such to represent finite or infi-
nite relations over finite domains. They will be used in the next chapter for an
efficient representation of sets of trees.



Chapter 5

Tree Schemata

In this chapter, we attack the problem central to this thesis, namely representa-
tion of sets of trees. To be more precise, we try to represent any (or as many as
possible) possibly infinite set of possibly infinite trees. To concentrate on the set
of trees representations problem, we suppose that we only have a finite ranked
set of labels. In this chapter, F' will denote this set.

Because the problem is difficult, there can be different solutions, each of them
with there advantages and drawbacks. It is the reason why we start this chapter
by a presentation of other possible approaches, either found in the literature or
explored during the course of the thesis. After this presentation, we expose our
solution, which we call tree schemata.

A tree schema can be decomposed in two parts, the skeleton and the links.
The skeleton can be seen as an upper approximation'. This approximation is easy
to understand and most operations will be very efficient on the skeleton. The
links are a way to reduce the approximation at the cost of a worse complexity.

5.1 Different Approaches

5.1.1 Representations Based on Automata

The most classical way of representing a regular set of trees is the tree au-
tomaton. Tree automata for finite trees have been studied for a long time
[TW68, GS84|. Although their practical use is not so easy, they have been
used in practice, and efficiency of the implementations have been investigated
[BMW91, HJJ 96, BKR97]. The problem is that bottom-up tree automata, the
most general ones, are complex to manipulate?. For example, Seidl showed in

IThat is, the skeleton represents a supset of the set represented by the schema.

2In fact, in order to have a realistic implementation, a deterministic top-down tree automaton
is used in [BKR97] to partition the set of trees, each subset being represented by a more powerful
bottom-up tree automaton.

85
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[Sei90] that deciding the equivalence of two tree automata is EXPTIME-hard.
Moreover, tree automata lack relational expressive power, that is they cannot

te H(F)} Of course, they cannot be used

. f
represent sets of terms like { L\
t ot

to represent infinite trees either.

To increase the expressive power of tree automata, we can add equality con-
straints between subtrees, as proposed in [MS81]. The problem is that with this
extension the emptiness problem is no longer decidable. It seems that these
constraints must be restricted to brother subtrees for this problem to be de-
cidable [BT92]. To represent infinite trees, we can use infinite tree automata,
as proposed in [Rab69]. These automata are even more complex [Saf88], and
although their potential practical usefulness has been pointed out many times
[Var94, Sch90, ES88], I do not know of any efficient implementation®.

Another problem with tree automata (and even word automata) is the dif-
ficulty of approximating accurately limits of sequences of automata (of growing
size for example). We tried to investigate automata based on cycles, where a tree
is presented as a cycle of trees, these trees being presented as cycles until we come
to basic cycles. In this way, we could have detected the growth of any level of
cycle and approximated it by an infinite cycle, or approximate the depth of these
cycles*. To give an idea of this kind of automata, we present the decomposition
in cycles of a regular infinite word. A basic cycle is a finite or infinite sequence of
the same letter, say a. It is represented by a” if the sequence is finite of length n
and a” if the sequence is infinite. If a word is not a basic cycle, it is represented
by a number, a letter and a tuple of words, one for each different letter in the
word. The number and the letter in this representation are the first letter of the
word and the number of times it appears before the first other letter of the word.
Each word in the tuple corresponds to the followers of the letter with which it is
associated. The letters of these words are the basic cycles representing the follow-
ers. These words are themselves represented in the same way. For example, the
word (ababb)® is represented by (1, a,b—a' a— (1, bt ot — 2" bz—>b11w>>.
In the case of trees, we must use bigger ordinal numbers to deal with infinite
cycles containing infinite cycles. We don’t describe these automata (or in fact
hyper-automata) further because our investigations showed that these represen-
tations, although very precise, are too inefficient. For example tree substitution
is exponential. This is because we tried to achieve too much sharing, and for
each little change in the set, we had to perform too much calculation for a very
thigh sharing.

3In fact, even infinite words automata seem difficult, and other representations may be used
to reduce the complexity (e.g. [CNP93]).

“In [Ven97], Arnaud Venet uses classical word automata with counters on productions of
the automata to deal with cycles.
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5.1.2 Representations Based on Expressions

A first motivation to tree automata [TW68] was to prove decidability of some
logics. Thus sets of trees can be represented by logical formulae using expressions
on set of trees variables. To represent sets of possibly infinite trees, p-calculus
[EC80, Koz83, AN92| seems a good framework. The problem is that it seems
better as a description (by the user or for the user) than as a representation. It
is the same problem as with boolean functions: it is easier to write or read a
boolean formula, but it is well-known such formulae are not well-suited for the
manipulation of boolean functions. That is the reason why, when manipulating
sets of trees, p-calculus formulae are usually translated into tree automata®, or
we just consider fragments of the p-calculus [CS91, EJS93].

But with the notion of expressions on set of trees variables, we can go further.
Exploiting the fact that variables represent sets, we can express sets constraints
over these variables. The first use of this notion is in regular tree grammars, where
non-terminals can be seen as the variables, productions as inclusion constraints,
and right-hand sides as simple expressions with just union and terms. In fact,
such representations of sets of trees have been used (for example in [Rey69, JMT79,
And86, S¢r94]) to approximate more complex sets of trees. This representation,
though, is far from ideal, mainly because of the use of variable names. Indeed
this extensive use of variable names raises the problem of the uniqueness of the
representation. It leads to inefficiency when comparing two sets of trees, and
when performing some basic operations. For example intersection may require the
creation of an exponential number of new variable names (in the implementation
of regular tree expressions of [AM91] for example). Of course, we still lack the
relational expressive power.

Other systems of constraints with more complex expressions have been studied
since the reformulation of some program analyzes in term of “set based analysis”
by Heintze [Hei92]. The representations they propose suffer from the same draw-
back as regular tree grammars (with the additional constraint, if we follow their
formalism, that we must use the approximation of no relation between variables).
For example, in [HJ90], there is a new variable for each union, and intersection
requires an exponential number of variables. Thanks to the studies motivated
by this work, there are many results of theoretical complexity or decidability of
many set constraints systems. For example, in [AW92], Aiken and Wimmers
showed that sets of constraints with union and intersection lead to an emptiness
problem of complexity EXPTIME-hard. To represent infinite trees, we can use
the co-definite set constraints studied in [CP98a], but the complexity is of course
still EXPTIME-hard. A survey of different systems of set constraints is proposed
in [Aik94]. Some extensions are studied in [Cha94], but they don’t seem very
encouraging. In order to achieve efficiency, some authors propose the use of tree

°In fact, Emerson and Jutla showed in [EJ91] that the u-calculus is as expressive as infinite
tree automata.
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automata [DTT97], as for the p-calculus.

In a more expressive framework, sets of trees have been studied in [ANS80)]
from the point of vue of recursive program schemes. Such program schemes can
have non deterministic choice, and as such look like the skeletons we introduce
in this chapter. They are a lot more expressive, as they amount to context-free
tree grammars. Such models have been studied from a theoretical point of vue,
and to my knowledge, no implementation uses program schemes.

5.1.3 Tree Schemata

Tree schemata are based on skeletons, which can be seen as tree automata. The
first difference between skeletons and classical automata is that it is the states
of the skeleton that are labeled, and not the arrows. A first consequence is
that the skeleton is closer to the trees of the set it represents. For instance, the
skeleton representing one tree is the tree itself. Skeletons have the expressive
power of deterministic top down tree automata (except for the unusual greatest
fixpoint semantics). They share the common prefixes and subtrees of the trees
they represent.

Full tree schemata are skeletons augmented with links. This decomposition
separates the tree structure of the set of trees from the relations induced by the

f f
set of trees. For example, in the set { LV, L\ }, the tree structure is that every
a b c d

tree starts with a f, and its first child is either a or ¢, and its second child b or d.
The relation is that when the first child is a a, the second child is a b, and when it
is a b, the second child is a d. This separation has two advantages: first it allows
structural sharing of the trees, and second we can use the expressive power of
regular relations. It allows for example the representation of the set f(a™, b, c"),
n € N. The automaton part of the representation (either in the tree structure or
the relations) is always maintained in a kind of minimal state number, through
the use of the techniques of chapter 3.

5.2 The Skeleton

The skeletons are very intuitive representations of some sets of trees. They are
the structures on which links are built to represent more complex sets. In the
sequel, the set of all possible skeletons for a tree schema over F' will be denoted

Sk(F).

5.2.1 A Set of Trees is a Tree

The easiest way of representing a set of objects consists in representing the ele-
ments of the set, and then using a sequence of arrows towards these representa-
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tions. This presents two drawbacks: The sequential aspect of the representation
allows many ways of representing the same set; the representation does not forbid
the same object to be represented twice in a given set.

In our case, though, this method shows a very useful quality: a sequence
of arrows is nothing less than a tree and representing a tree is easy. Thus, to
represent a set of trees, we start by adding a new label to F', (), called the choice
label and representing a kind of union. This new label does not have any fixed
arity, but we shall see in the sequel that we can consider this label as representing
|F| 4 1 labels (Oi)i<|r|, Qi being of arity i. The set of trees labeled by F U{(O}
with this special convention for the arity of O will be denoted H (F).

The set of trees represented by a tree of H(F') is defined by the function
Ens: Ho(F)— o(H(F)):

f def f .
VieF,Ens| « \ = J N\ Vi <mn,u; € Ens(t;)
to - tn—1 uQ - Un—1

O def
E “ | ) Ens (t;
( ) U Ens )

to

The functions of H(F) — p(H(F)) are ordered pointwise by the inclusion of
the image. With this ordering, H(F) — p(H(F)) is a complete lattice and the
function defining Ens is monotone, so its greatest fixpoint is well defined.

In order to solve the uniqueness problem of this representation, when keeping
the same easy semantic, the set of trees of H(F') considered as valid must be
restrained. These restrictions concern the subtrees of the choice nodes only.

Three types of restrictions must be considered to define the final version of
the tree schemata skeletons. The obvious restrictions suppress the trees that
are equivalent to smaller trees. The conventional restrictions choose some trees
among many equivalent ones of the same size. Finally, the simplification restric-
tions decrease the class of sets of trees that can be represented by a skeleton.

Obvious Restrictions:

Starting from any element of H(F'), it is possible to build a sequence of elements
of Ho(F) of increasing size, representing the same tree of H(F'). We can always
add useless choice nodes for example. Two kinds of useless choice nodes can be
distinguished: the choices of a unique subtree and successive choices. These kind
of choices and their simplified equivalents are:

O

| is equivalent to ¢
t
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O
LN O
to- (O t, 1sequivalent to

UQ oo U,

To avoid these unwanted trees, the following rules are respected by every
skeleton of tree schemata of F":
O
Rulel: VteSk(F), Y v v <t, n>1

to tn—1

O
Rule 2 : Vte SK(F),V ¢« ~ <t, Vi<n, ti(e)#QO

t() tn—l
We can also build a sequence of elements of H(F') of increasing size starting
from () of zero arity, which represents the empty set. The equivalence is:

f
VAURN is equivalent to (O
to- Oty

The corresponding rule, assuming rule number 2 is enforced, is:
Rule 3 : Vt e SE(F), if O <t, thent =

Conventional Restrictions:

Another problem with this representation —we already mentioned it— is its
sequential aspect. In order to limit the number of possible representations of a
given set, when possible, an order relation on the elements of the set can be used.
The restriction consists in considering only increasing sequences of object instead
of any sequence. If the ordering is total, the representation is then unique. In
addition to allowing the sharing of equal sets, this convention allows algorithms
on the sets to use the ordering.

This technique can be efficient if the algorithm deciding the order between
the elements is fast. In the case of sets of trees, it would be too costly in the
perspective of a first approximation to use a total ordering that could require
to cover the entire trees before deciding which one is the smaller. Thus a mere
preorder will be used to reduce the number of possible representations.

Let <p be a total ordering on F'. The preorder imposed to the subtrees of a
choice node will be the order of their root. Thus the rule:

Rule 4 : Vt € Sk(F), ¥V ¢O& <t, VO<i<mn, ti—1(e) <pti(e)

to - tn_1

Simplification Restrictions:

This time, only elements of H(F') that represent efficiently some sets of trees
will be chosen. The choice made in this thesis consists in favoring prefix sharing.
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Incidentally, this restriction allows the resolution of the uniqueness problem of
the representation. The rule is the following:
O
Rule 5: Vte Sk(F),V v v <t Vi<n,Vj<n, i#jsti(e)#tie)
to - tn_1

This rule may suppress some representations that are equivalent to smaller

O
VARY,

valid ones, but in general it forces to approximate some sets. For example ¢ ¢
A
a b

g O
+ v N
and O represent the same set, but f cannot be represented in Sk(F).

J\ VAVERRVAY
a b a b c d
f
Y X

The best upper approximation will be © O . This approximation may seem

VARV,

a¢ X/C A
crude, but it is commonly used in set based analysis [HJ90] under the name of

cartesian approximation.

5.2.2 Definition of the Set of Tree Schema Skeletons

The set of tree schema skeletons is denoted Sk(F'). It is defined using rules 1 to

_ o
SKF) =i c Hoo(F) t is regular and Vto\zthfnif t, n>1 A WO}

W<n, tl(c‘f)?éo /\ V0<z<n, tic1 <pt;

The set of trees represented by a skeleton is defined using the same function
Ens as the other elements of H(F'). The set of sets of trees representable by a
skeleton will be denoted Sk**(F'). Its formal definition is:

Sk™(F) = {AC H(F) |3s € Sk(F), Ens(s) = A}

Thanks to the rules defining the valid skeletons, every set of trees representable
by a skeleton is uniquely represented. So the representation allows maximal
sharing of prefix parts and subtrees of these sets. In this way, it is at the same
time compact and easy to use.

Note that the representation of a singleton {t} is the same as the represen-
tation of ¢, even if ¢ is an infinite regular tree, thanks to the greatest fixpoint
semantics of the skeletons.

The empty set is in Sk (F). It is represented by (. The set of all trees H(F)
is also in Sk(F), because F is finite. It is represented by a choice node, with
all possible labels as its children, and each child then goes back to the choice
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node. For example, if F' = {a,b, f} of arity 0, 0 and 2, H(F') is represented by
O
@ . We denote this skeleton 1.
ab f

The main flaw of this representation is its lack of algebraic property: Sk~ (F')
is not closed for union, neither for infinite intersection. In particular, there is no
best approximation of every set of H(F') by an element of Sk (F).

Examples:

f
/ \, __represents the tree f (a¥,a®).
a a

O

O
(/} \, represents the set a*bUa®.
a b

S

O represents the set of trees f(a*b,a*d) U f(a¥,a*d) U f(a*b,a*) U

/ \, [fla”,a).
a b

5.2.3 The Choice Nodes

The use of rule 4 is not the only possibility to ensure the uniqueness of the
representation. It allows the representation of the set of labels in the choice as a
vector (following the total ordering). But when the set of labels is really big, it
is not the best representation possible for this set. An alternative representation
is the use of a BDD ([Bry92]), but this representation uses variable names which
may jeopardize the canonicity of the representation. Moreover, we don’t need
BDDs, but multi-valued BDDs, that is BDDs with other leaf values than true
and false. Such BDDs are less efficient than classical ones.

We have the possibility of using as variable names for the choice nodes the
same names as the variables representing the entry® corresponding to the choice
node in the relation which is linked to the choice node (see next section). This
implementation gives a satisfying uniformity which can ease some operations on
tree schemata. The problem is that it forces the range of the choice to be the

6See Sect. 4.2.4, page 63, for the possibility of using many binary variables instead of one
variable ranging over a large set, thus transforming an MDD into a BDD.
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whole set of labels, which might be much bigger than the actual choice at this
point. The result is a bigger relation representing the link.

The choice between an ordered set and a BDD to represent the choice node is a
parameter of the tree schemata. We can choose one of the possibilities depending
on the kind of sets of trees we represent. If the set of trees present choice nodes
over a small number of labels in general, we should use the ordered sets.

5.3 The links

As the tree schema skeletons are not very powerful, they must be enriched to
be able to represent a greater diversity of sets of trees. The idea of the links of
the tree schemata is to increase the number of sets a skeleton can represent by
suppressing some elements of these sets. Thus the skeleton can be seen as an
upper approximation of the set represented by the tree schema, and the links as
a set of constraints on the set represented by the skeleton.

5.3.1 The Choice Space

In order to restrain the elements of the sets represented by a tree schema, we
must define the set of possible restrictions. Restrictions will only be imposed on

O
choices. Let v N be a choice node. The choice space of this node will be
to - tn_1

described by a choice in [n]. Now, let S be a skeleton. The set of paths of S
labeled by a choice will be denoted:

cps(S) = {p € pos(S) | S(p) = O}

O . def .
Let p € cps(S). Then Sy = v N . We define choice(p) = [n]. The choice

to - tn_1

space of S, CS(S), is defined by:
CS(S) = ® choice(p)

pecps(S)

A skeleton S can be seen as a function (S) : CS(S)—H(F') defined by:

Vfe F,< ¢f}/ >(p)(c) = Jx, such that Vi <n,u; = (Z)(pz)(c)




94 CHAPTER 5. TREE SCHEMATA

That gives a new possible definition for Ens:
Ens(S) ={(S)(c)| c€CS(S)}

It is easy then to reduce the size of the set represented by a skeleton, by
reducing its choice space.

f
VAR
Example: Let S betheskeleton © O . Theneps(S) = {0,1}, choice(0) =
VARV AR
a ¢ b d
2], choice(1) = [2]. So the choice space of S is 2]y X [2]1.

f

N f
< O O ><<01>>—/x
a/ \C b/ \d

5.3.2 Links as Relations

Reducing the choice space of a skeleton is choosing a subset of this space. A
subset of a cartesian product is a relation. A relation may be decomposed in
independent smaller relations. When it is the case, the smaller relations take less
space than the original one, and moreover they carry a more local information.
The links of a tree schema are based on these independent relations over subsets
of the set of choice nodes of the skeleton. The idea of decomposing the global
relations into smaller ones leads to a more compact representation even if the
decomposition is not independent (see [BCLI1, HD93, GB94| for a study in the
case of relations represented by BDDs).

The different ways of representing a relation are discussed in chapter 4. These
different ways of representing relations might have different expressive power, thus
leading to tree schemata with different expressive power. In order to keep things
simple we represent in this chapter every link through the use of basic multiple
decision diagrams. A very common relation is the equality relation. We will write
it =.

5.3.3 Links are Local

As a first description, a tree schema can be seen as a skeleton together with a
global relation on the choice nodes of the skeleton represented by a set of links.
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But if these links are just the independent relations, then their indexes will be
the global paths of the skeleton. Then, they must be changed each time a single
part of the skeleton is changed, and they cannot be shared.

In order to give them a better autonomy, links are represented by relations
with set of indexes an ordinal, which is always possible according to chapter 4.
Each choice which should be restrained by a particular relation is just associated
with the corresponding link and to the entry in the link. In this way, links are
local to the particular choice nodes they put in relation and they don’t have to
be modified as long as these nodes are left unchanged.

Now we can give a new way of representing a set of tree: a tree schema T
on Fisatree on FU{(O,e,l)]| [ is alink, and e is an entry of [}. Of course we
will have to restrict this definition to characterize tree schemata. We can still
give some basic definitions that do not depend on these restrictions. The skeleton
of T, skel (T), is the tree obtained from T' by changing every node (O, e,[) into
(. The link associated with a choice node C' of T' is denoted link (C).

Example: Consider the following skeleton:
g
1]
AN
O O
NN
a b c d

Its choice space is [2],, % [2];. A possible restriction would be to consider the set
g g
Cor | |
f o, f . The associated global relation would be {009001, 000101,
VA VARG Y
a ¢ ad b d

Loolo1 }. The local link [ would be based on the relation r = {0,0,,0,1,,1,1,}
and in the tree schema, the first choice node would be associated with (z,[) and
the second one with (y,). It would be represented this way:

S
S

\/ x / x true false
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5.3.4 The Names of the Links

In order to manipulate links, to associate them with choice nodes, and in par-
ticular to share some of the links, we must give them a name. As we want to
avoid as much as possible the use of arbitrary (variable) names, we use a part of
the tree schema itself. The only way to distinguish between any global relation
decomposed independently as much as possible is through the use of global paths.
As we want to avoid the use of such a global information that would require a
too costly maintenance, we can’t distinguish between any set of partial relation.
This means that in some cases, links will be based on relations that could be
furtherly independently decomposed, and we can’t divide them in smaller links.
This will be illustrated in the next paragraph.

The minimum amount of information we need to know about a link is the
relation it is based on. As we already pointed out, we would not have enough
information in the tree schema for some configurations of links if we just used the
relation as the name of the link. Suppose for example that we have two different
sets of choice nodes linked by the same relation: we could not infer from the tree
schema which sets are linked.

Example: Suppose we have four choice nodes of global paths py, ps, p3 and py
with the same choice space. If the relation binding these nodes is p; = ps and
p3 = pg, then we can’t divide it in two smaller relations, because these relations
being the same, we would not know whether p; is linked to ps or py. O

The most local information we can gather about a link is the relation it is based
on and the nodes or subtrees of the tree schema it binds. It is this information
we use as the name of the links. There are still some cases were we cannot
decompose the relation as much as possible, but in the next section on sharing,
we will discuss some of these cases where we can distinguish between shared link
names. In the graphic representation of tree schemata, a link is represented by a
wavy line between the subtrees it binds, labeled by the relation.

5.3.5 Sharing

With the links, the names of the choice nodes are augmented with a link name
and an entry name. In this way, some choice nodes which were shared in the
skeleton are distinguished. In some cases, this distinction is not necessary. More
sharing can be achieved by the entry names and by the link names.

Entry names

In order to share some entries which are in a sense equivalent, the entries the
relations the links are based on are named. The case whenever the entries of a
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relation can be merged is discussed in detail in the section on the representation
of relations. The most common case is the equality relation where all entries are
equivalent. This sharing is necessary to represent some infinite relations.

Example: The link [ is based on the identity relation, and the choice entry x
is associated with the entries {0, 1}.

Example: The link [ is an infinite relation with all entries equivalent. This tree
schema represents the set of finite words a*b.

N"’/Q - Y
b a true

Link Names

Considering two sets of paths of choice nodes linked by the same relations, and
such that the two links binding these sets would have the same name, the problem
is to decide whether we must combine the two sets or we can share them. Two
sets of paths bound by the same link can be shared if they can be distinguished by
the way the skeleton is covered. They can be distinguished if one of them appears
after the other. In that case, it is easy to consider that each time a choice node
associated with an entirely instantiated link is encountered, then this choice node
is in the second set, and it is associated with a new fresh version of this link. It
is even possible, following the same idea, to use a stack mechanism to distinguish
between more intertwined sets of paths. The covering of the skeletons defines an
order <..... on the paths of the skeletons. The standard covering of the skeletons
described in this chapter induces the alphabetic ordering.

Let S7 and S5 be two sets of paths, linked by the same relation r, such that
the two links binding these sets would have the same name. We write T' the
tree schema obtained if we share the two sets. ) is said to be before S,, if



98 CHAPTER 5. TREE SCHEMATA

and only if, Ve entry of r,Vp; € Sy with entry (T'(p1)) = e, and Vp; € S; with
entry (T(p1)) = €, P1 <ecover P2 A set L of sets of paths bound by the same link
does not have to be combined if it is totally ordered for the ordering “is before”.

The problem with those two possible sharing is that they may be incompatible:
a set of paths S; can be before Sy if the entries of the relation are not shared,
and S and S, are not comparable after the sharing of some entries. In this case,
the sharing of link names takes precedence.

Examples: An infinite tree schema that can take advantage of this sharing:
f

O's~r~ O
VARN / \
g a b h
In this example, if r is the equality and if we share the equivalent entries, we
must combine the links, and so the tree schema becomes infinite.
Using the same principles, we can easily represent the set f(a"e,b"e,c"¢e),
n € N:

mermer /x\
NS

Yy Yy
/ with r = Ol ! 0 ll
Z—1>false<0—2
0 1
true

Note that r is the equality relation. O

5.3.6 Set Represented by a Tree Schema

We give two definitions of the set represented by a tree schema. The first one is
in line with what was presented so far and hopefully easier to understand than
the second one, which is a constructive definition.

First Characterization

The main problem in characterizing the set represented by a tree schema is the
reconstruction of the global relation defined by the links of the tree schema.
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Let T be a tree schema, and [ a link of 7', based on the relation R. The link
defines relations on any subset P of ¢ps(T') such that there is an injective function
o from P to the set of entries of R, and Vp € P, T(p) = (O, nameg(c(p)),l).
These relations, denoted GlobRel(l, P) are defined by:

Vr € ®ch02’ce(p), z € GlobRel(l,P) & 3y € R,Vp € P, T(p) = Y(o(p))

peP

The next step is to define the correct subsets of eps(T") that are bound by
a given link, according to the rules of link sharing. The size of an entry name
x of I, |(l,x)| is defined as the number of entries of R named z. We write
least(E,n,<) the n least elements of the totally ordered set E, <. If there is
less than n elements in E, then least(E,n,<) = E. The ordered partition of

def

E, OrdPart(FE,n, <) is the transfinite sequence defined by OrdPart(E,n,<); =
least (E\ Ui OrdPart(E,n, <);,n, <). The set of subsets of cps(T') that are
bound by [ is defined by:

ie N}

Now, we can define the relation associated with a tree schema T', rel (T) as:

PathPart(T,1) £ {U OrdPart ({p| T(p) = (O, z, D)}, |1, 2)], <cover);

rel (T) = A /\  GlobRel(l, P)

[ link of T PePathPart(T\,l)

The set represented by a tree schema T' can be seen as:

Set(T)= | J {{skel (1)) ()}

cerel(T)

Constructive Definition

This construction of the set represented by a tree schema illustrates the way an
algorithm can work on tree schemata. A temporary global information is used to
store the partial evaluations of the links. As a link may be shared, many different
version of a given link can be partially evaluated. So the global information will
be a function which associates with each link a list of partial evaluations of the

relation it is based on. These lists will be denoted (R; : ... : R,). The function
that associates with every link of a tree schema T the empty list will be denoted
Th.

Let G be a temporary global information for a given covering of a tree schema
T. Let [ be a link of T, R the relation of the link, and z an entry name of [.
Let G(I) = (Ry : ... : R,). The set of possible choices for [ on entry name x
according to G is written G(l),). By definition, if no relation of G(l) contains
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an entry named x in its domain, then G(I), = R(.) where e is an entry named

x, and else if R; is the first relation of G(I) containing an entry e named z in

its domain, G(1), = Ri(). The new global information after the choice v for

the entry name x of the link / is written G'_, . Following the same cases as in
the definition of G(l),), if no relation of G(l) contains an entry named z in its

domain, then G'_ (1) = = (Ry :...: R, : Re,) where e is the first entry of R
named x, and if R; is the first relation of G(I) containing an entry named z in its
domain, G\_ (1) = “(Ry:...:Ri_y1: Rju_y: Riy1:...: R,) where e is the first

entry of R; named z. In any case, VI' # 1, G._ (I') = G(I").

In order to define the behavior of relations on infinite instantiations, we have
to define a progression order on the global informations. A global information
G, comes after a global information Gy on the same tree schema T, written
Gy — Gy if and only if for all [ link of T, let Gy(I) = (R} : ... : R}) and
Gy(l) = (R?:...: R2), then m < n and Vi < m, [} is a positive instantiation of
[?. A relation R is a positive instantiation of the relation S if and only if there is
a set of entries I of S and an element v € S such that R = S. I=v(p)-

The function translating the tree schemata into sets of trees, Set, is defined
by:

Set(T) = {t € H(F) )HG (t,G) € Set (T.Ty) |

and Vf € F,
Fp f de
Set( VAR 7GO> :f {( 3 ) ' \V/Z<n (Ui’Gz+1)€Set t“G }
to - tn_1 u un )
Set [ = Set (t:. G I
Set(tf-in ,G> = U { ) (u, H) € Set (t;,GL_,) NG _, H}

1€G(1) (4

The function Set is defined as usual as the greatest fixpoint of this fixpoint
equation. The ordering is the pointwise ordering of inclusion of the images. It is
easy to see that this fixpoint equation is monotone for this ordering.

Obviously, any element of Set(7') is an element of Ens(skel (T')). Whatever
the finite tree in Set(T), it is associated with a unique global information by
g'\e/t(T). In the case of infinite trees, there is at least one global information
associated that contains no empty relation.

true

I~ O z
Example: Let T'be  “y\ and | = % @ We define G the set of
b a

all possible global informations on 7. G, is the relation [ is based on, partially
evaluated on its n — 1 first entries, with value 1. G? is the same relation partially
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evaluated on its n'® entry with value 0. Then:

sa(r. ) = ey uf (§.)

We show the part of the iteration sequence [CCT79] of Set on T

(u, H) € Set (T, Gpsr) A Gt H}

Seto(T, Ty) = H(F) x Gr
Sety (T Ty) — {(b,ag)}u{(g,ﬂ)

ueH(F)AcaLH}

Seto(T, Ty) = {(b,GS),(%,GQ)}U JH| | ueH(F)A Gy H

SRS ]

Seti(T.Ty) = |J{(a"b,G9)}u {(aiu, H) | ueH(F)AG: — H}

n<i

Set,(T.Ty) = () Seti(T,Ty)
i<w
Thus g\e%(T ,Ty) contains every couple {(a"b,G2)}. 1If it contained a couple

(a¥, H), then Vi, G; > H. This means that H would contain a version of the
relation of [ entirely instantiated on 1¥, which is impossible, because it does not
belong to the relation. O

5.3.7 Restrictions on the Links

If a skeleton could be associated with any relation, then the tree schemata would
be able to represent any set of trees. The problem is that tree schemata must be
kept finite, so we must restrict the links that can be associated with a particular
skeleton.

Finiteness

In order to have finite tree schemata, we require that a tree schema is a regular
tree, and that each link is based on a regular relation. For a practical use, we
will actually restrict the relations even more, to w-deterministic relations.

Only Choice Nodes that Depend on Another One are Linked

Finding out whether a given relation can be independently decomposed is a hard
problem, which we don’t solve efficiently in this thesis. There is an easy case,
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though, where we know the choice node (O, z,[) does not depend on the other
choice nodes of the link [: it is the case if and only if the entry does not appear
in the decision diagram representing the relation of [ (it happens because of
redundant nodes elimination). Thus we require that for any choice node (O, z, 1),
either [ is the true relation (and we denote the choice node by just (), or the
entry name x appears in the decision diagram of the relation of [.

Keeping the Skeleton a Good Approximation

The skeleton is supposed to be a good upper approximation of the set represented
by the tree schema. If the relation associated with the skeleton is too restrictive,
then it may be better to build the tree schema on a smaller skeleton. In order to
avoid some redundancy, we forbid some of these relations. The problem is that
for some sets of trees, there is no best skeleton approximating the set. The only
property we can enforce on tree schemata is:

Property 5.1 For any tree schema T such that Set(T) admits a best skeleton
approximation, skel (T') is this best approximation.

To enforce this property (even on independent subtree schemata), we restrict
the possible links. First, every relation on which a link is based must be full, that
is, for all entries and all possible value of the entry, there is a vector of the relation
with this value on this entry. The formal definition is given bellow. Second, we
forbid any link between a choice node and one of its subtree except in two cases.
The first case allows to link a choice node and one of its subtrees to another node,
provided there is no real relation between the choice node and its subtree. This
case allows the elimination of some infinite trees from the set represented by the
skeleton, as in this case there is no real prefix relation. The second case allows
the representation of some sets with no best skeleton approximations.

Definition: Let R be a relation on @)
Support(R).

[n;]. Ris full if and only if &), ,[n:] =

iel

We first prove that with such restriction on the links, assuming there is no
exception, the skeleton of the tree schema is the best approximation of the set
represented by the tree schema. We will show later that the two cases where we
can have a link between a node and its subtree don’t make the skeleton greater
than the best possible if there is a best one.

Proof: Let T be a tree schema such that each link of 7" is based on a full relation
and there is no link between a choice node and one of its subtrees. Suppose there
is a skeleton S such that Set(T') C Ens(S) C Ens(skel (T)). If S # skel (T),
then there is a path p such that Sj, and skel (T )[p] are choice nodes and there is
a value i of skel (T'),) that is not a value of Sp,). Tj is labeled by (O, z,1), and [
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is based on R, which is full. It means that there is a v € R such that vy =i (e
is an entry of name x). As there is no link between parent nodes, the fact that
a value c € rel (T') validates the path p (Vg € cps(T),q < p = qcig) < p) does
not depend on the projection of ¢ on the entries of the link. Thus there is a ¢ in
rel (T') such that the projection of ¢ on the entries of [ is v, and so the choice i is

taken at p. This means that Set(T') ¢ Ens(S). O

First Case: Links with no Real Relation between Parent Nodes Let
N; be a node labeled by (O, z1,1) and Ny a node labeled by (O, xs,1)7 such
that there is a path from N; to N,. [ is based on the relation R. Let B =
{b € Ry ’ dp, Ni.bp = NQ} be the set of output values of the choice node N;
that can lead to N,. Then the link does not impose any real relation between N,
and N, (and so is valid) if:

Vb € B, Vi € R(,,), Jv € R such that v,) = b and v(,,) =1

Tree schemata with links between first case parent nodes still represent sets
with best skeleton approximation the skeletons of the tree schemata®.

Proof: We start again with the same objects as in the proof for the general
case. The difference with the general case is that there may be a link between
T}y and a parent node. But if there is a ¢ < p such that Tj, is linked to T},
whatever j such that qj =< p, there is a v such that v = ¢ and the projection of
v on the entry of Tj, is j. So a ¢ in rel (T') such that its projection on the entries
of the link is v exists. C

Examples: This tree schema with a link between parent nodes is valid.

f

SRt 0N
¢ Yy Yy

a/ \/b é c/ \ld with r = 0[\1‘2 Ol\1‘Z
L AN

true false true
VAR
a b

Tt is possible that z; = z2 or even N; = No.

8We must be careful, though, in the presence of infinite relations, as the first case does not
impose anything on the infinite behavior of the relation and the skeleton of the tree schema
could be greater than the best skeleton if we don’t respect the rules of infinite behaviors of tree
schemata.
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f f

VAV
a

. f \
The set represented by the tree schema is ¢ '\ , , b d p The tree schema
a <+

d
c 4

a b
representing the set of finite trees of the form a*b also falls in this case:

Second Case: Sets with no Best Skeleton Approximation In the case
when the set represented by the tree schema does not have any best skeleton
approximation, we cannot refine the links until as much as possible is represented
by the skeleton. Thus we allow any link between two parent nodes if with this
link, the sets they represent does not have any best skeleton approximation.

In practice, it is a difficult problem to characterize tree schemata with best
skeleton approximation and links with real relations between parent nodes (al-
though we know that such tree schemata are equivalent to tree schemata without
such links, and as such are forbidden). Thus, for practical use, we can restrict
the second case to allow only a subclass of tree schemata representing sets with
no best skeleton approximations which is easier to identify. For example, there
is no best skeleton for Set(T) if there is a link [/, a node N labeled by (O, z,1)
reachable, a path p that can be taken and such that N.p = N without going
through another node linked to [ (the independent loop), and another node M
labeled by (O, y, () reachable from N whatever the number of loops and such
that each choice in N leading to p allows a choice of M leading to a path coming
back to M.

Example: The following tree schema is valid, because there is no best skeleton
for this set of trees. We can even identify an independent loop.

O
7N\

C

N
O+=e

=]

O<—®'
=

L

@)
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The set of trees represented by this tree schema is {a"b"c |n € N}. O

Infinite Behavior

Because skeletons approximate sets of possibly infinite trees from above, their
infinite behavior is a greatest fixpoint. In order to discard some infinite trees
from those sets, we use links. The problem is that these links will relate some
nodes and their subtrees, and thus the structure of the skeleton (or even the tree
schema) may interfere with them.

Example: The following three tree schemata are equivalent:

O a b a b OCx )
/\ ! | with r = \
a b Loy O~2~r true
\ /N
b a b

It can even be worse, as if we don’t link every node in a given cycle, it is
possible that the infinite behaviors of some nodes are not compatible.

Example:

O

In order to avoid this case, and more generally to have a uniform representa-
tion (and in particular no strictly monotone sequence of tree schemata represent-
ing the same set), we just have to link all these nodes. In fact, it is the opposite
of the general policy with links: instead of decomposing independent parts as
much as possible, we try to link independent nodes.
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These cases are easily characterized: we must try to incorporate the current
choice node if it is either in a cycle with another choice node that is linked or if
one of the children of the choice nodes is a cycle with another choice node that
is linked. The latter case is easily handled by the dictionary of keys of cycles. In
the former case, we merely don’t allow the relation between the different nodes of
a given cycle (which may be the true relation) to be decomposed in independent
relations.

5.4 The Set of Tree Schemata, 7S(F)

5.4.1 Definition

A tree schema T on F is a regular tree on F U{(O,x,l) | [ is a link, and = is an
name entry of the relation of [} such that:

e a link [ is a regular relation R and a map f : ename(R) — p(Subtrees(T'))
such that Vz € ename(R),

— f(x) is the set of subtrees of T labeled by (O, z,1);

— f(x) is not empty;

— x appears in the decision diagram of R, if this decision diagram is not
true.

T

e if ¢ is a subtree of T" labeled by \ZQ;N f then:

tg - tn—1
—n=0andt=T,orn > 1 and the t; are labeled by elements of F' and
ordered according to these elements (that is skel (T') is a skeleton);

— Ry = [n] (that is R is full);

e Whatever the cycle in T', every choice node in the cycle is associated with
the same link.

e for all subtree S of T' that is a tree schema, either Set(S) does not have
any best skeleton approximation or for any v and ¢ subtrees of S labeled by
(O, z,1) and (O,y,l), if there is a path from wu to ¢, the choice on u does
not restrict the choice on ¢ (see previous section).

The set of all such tree schemata on F' is denoted 7S(F).
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5.4.2 Description of the Sets of Trees Representable by
Tree Schemata

In order to give a formal definition of the sets of trees representable by tree
schemata and a flavor of the expressive power (and limitations) of tree schemata,
we use formal language transformers as defined in [CC95]. In order to have
the necessary expressive power, in particular concerning the infinite behavior,
we enrich the formal language transformers with regular relations. Then, we
restrict the set of formal language transformers with regular relations so that
their semantics is exactly the set of tree schemata.

Formal Language Transformers

First, let us recall the notations of [CC95]. A non-ground term is a tree? on FUw,
where v is a set of term variables. The semantics of a non-ground term 7' is the
map |T] € (v—"H(F)) — H(F) defined as the function mapping any function
Kk :v—H(F) to the tree substitution of every label x € v of T' by x(x). Because
we deal with infinite trees, we need a little restriction on some terms: we say that
a term 7" is of finite non groundness if the set of paths p such that 7'(p) is a
variable is finite.

A meta expression e denotes a language transformer. Meta expressions can
be defined as:

ex= X | {T':Ti€ey,....,Tha€e,} | erUes

where T" is a term of finite groundness, the T; are terms, and X is a set variable
in V. These set variables are free in meta expressions, but term variables are

local to meta expressions of the form {7 : T} € ey,...,T, € e,} which are used
o . .. f
to describe intersection ({x : x € e1,x € ea}), projection ({x VAV e}), sets
z Yy

denoted by terms of finite groundness ({7”}) and many others. The semantics
of a meta expression e is the map {le}} € (V— p(H(F))) — o(H(F)) inductively
defined by:

{XFp = p(X)

{{T" : Ty €ey, ..., Th€en}}p e {HT’H& K€ v—H(F) /\ I]Tiﬂfie{\eiﬂp}

1<i<n

{lesUestp = el pUfealp
With this definition, {le[} is monotonic. So it can be used to describe sets of
languages by means of systems of equations of the form X = ey. The semantics
of such systems of equations would be the greatest fixpoint of p(X) = {lex|} p.

9We extend the languages of [CC95] to infinite trees. Thus a term can be any regular tree.
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We will show in the next chapter that if p maps every set variable to a set
representable by a tree schema, then p’ defined as p/(X) = {lex|} p maps every
set variable to a tree schema too.

Formal Language Transformers with Relations

Tree schemata can be transformed by even more powerful operations, as we can
add relations to the system of equations. These relations can be described by
boolean formulae f over guards of the form X = a where a € F.

fuo= (X=a):f | true | fiVfe | iter(f) | R

R is a relation variable in V. The semantics of a formula f is the map (f]) :
(V—TRel)—Rel defined inductively by:

((X=a): f)7 = {aa|ac (f])r and the name of the first entry is X'}
(true)r = ®F
ieN*
(fivR)T = (AdTV(f)T
(iter(f))r = Q((f)7)
(R)7 = 7(R)

With this semantics, formulae are monotonic, except for the iter definition. It
means that we can define the relation imposed on the system of equations as one
of the relation variable, whose value is defined by a system of relation equations of
the form R = fgr such that for every R that appears inside an iter definition in
any fs, there is no iter in fr. The semantics of this system of relation equations
is the least fixpoint of 7(R) = (fr| 7

The semantics of a set of formal languages equations (X = ey) constrained
by a relation (R) is the greatest fixpoint over the set V x AllProj(R) — p(H(F') x
AllProj(R)) of the set of equations:

Q(X7 S) = {(t7Q:X:t(a)) | (taQ) € {|6X|} QS}

In order to give sense to these equations, we must extend the semantics of meta
expressions to deal with relations:

(X os = o(X,5)

{{T": Ty €ey,..., T €en}]} 0s, e {(HT'HR, Sn)

/\ (I],TZI]K7 QSi) € {|61|} Qsi—l}

{lesUesltos = {leilt os U {leal}t 0s

The set associated with X by g is {t € H(F)| (¢,5) € o(X,R) and S # 0}.
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Restrictions on Meta Expressions

It is easy to see that any set represented by a tree schema is a solution of such
system of equations constrained by a relation. Moreover, meta expressions with
relations applied to tree schemata can be represented by tree schemata, and the
set of all trees, which is the starting point of the iteration sequence leading to
the greatest fixpoint can be represented by a tree schema. The problem is that
the set of tree schemata is not closed under infinite union or intersection. Thus,
for some meta expressions, the greatest fixpoint cannot be represented by a tree
schema.

The minimal generating meta expressions are easy to extract from the very

structure of the tree schemata: we keep the union, for the choice node, the set
!
variables, for the loops, and expressions of the form { LN (T € e); <n},
o - Tn—1

for the root construction of sets. With these meta expressions and the regular
relations, we can define any tree schema as representing a greatest fixpoint of a
meta expression equation as defined above.

5.5 Discussion

The representation presented in this chapter can be viewed as a special case or
an extension of the notion of automaton. But it really brings new elements in
the representation of sets of trees. The first element is the strong expressive
power of the representation, which is a concern in abstract interpretation. The
second element is a strong notion of determinism with good consequences on the
algorithmic of the representation. The third element is an efficiency concern in
the design of the representation which led to the sharing of many elements of the
set of trees.

5.5.1 Expressive Power

Skeletons are related to deterministic top-down finite tree automata. If we re-
move the infinite trees from their interpretation, then they are as expressive as
deterministic top-down tree automata. If we add finite relations and still consider
finite trees, we get non-deterministic tree automata. With infinite relations, we
encompass tree automata with equality constraints between brothers.

Although Tree schemata can represent most sets of trees representable by tree
automata of many kind, not every useful set of trees is representable by a tree
schema, of course.
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Example: Because of the regularity of relations in the links, the following set
of trees cannot be represented by a tree schema:

Cfx t e H(F)
t

This set corresponds to the meta-expression semantics of a term of infinite non-

groundness: { f& } Note the difference with the following set of trees which

x
can be represented by a tree schema:

f Cft
X = / \ |T€ X and y € H(F)  is represented by \,
x y 1p

5.5.2 Strong Determinism

The empty set admits a best skeleton representation, and so any tree schema
representing the empty set is based on this skeleton. But as the skeleton of a
tree schema represents a supset of the set represented by the tree schema, testing
emptiness is just testing whether the tree schema is labeled by some (O, z,[) of
arity 0. So emptiness is decidable in constant time.

This good algorithmic result is a consequence of a strong notion of determin-
ism in the procedure deciding membership in tree schemata. This procedure is
deterministic in the usual sense, that we don’t have to backtrack on a decision
in the process. Moreover, in the course of the decision process, we know at every
point that there is a tree in the set represented by the tree schema that would
lead the decision precess to that point.

5.5.3 Sources of Non-Uniqueness

Tree schemata use the algorithms to maintain a kind of minimalization prop-
erties that come from the representation of regular trees. Yet, sets of trees
may be non-uniquely represented by tree schemata. This is a bad point for
tree schemata, as because of this non-uniqueness, the representation does not get
the full benefit from the minimalization. Mostly, non-uniqueness stems from the
links. These sources of non-uniqueness have not been treated in this presentation
of tree schemata, because the cost to treat them was deemed to high. In some
cases, though, we can present heuristics to limit non-uniqueness.
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Decomposition in Independent Relations

Allowing decomposition of the links in independent relations is one of the big
algorithmic issues of tree schemata. This decomposition may come naturally, for
free, when building the tree schemata. But it does not mean that we get the
most decomposed relations, which would lead to more efficient algorithms. The
problem is that, except in some rare cases, deciding whether a given relation can
be decomposed is difficult.

Entry Names

Entry names are the only place were we introduced variables. They raise two
problems: the choice of the names, as only the fact that they are different matters,
and finding out equivalent entries.

Concerning the choice of the names, we can give two possible heuristics. The
first one consists in giving to a set of equivalent entries the index of the first
entry as the entry name for these entries. Note that there is no problem of
interference between variable names of different relations. The problem of this
choice is that we must then maintain this property when modifying the relation.
In particular, we need the knowledge of which entry comes first. The second
heuristic consists in giving to the entries the node to which they are related in
the tree schema. Because for some equivalent entries, the nodes will be different,
this will differentiate some equivalent entries. If two nodes that are equal are
associated with a relation through non equivalent entries, we can use the first
heuristic.

Concerning the discovery of the equivalence sets of entries, the problem is
quite similar to the decomposition in independent relations. For the most com-
mon relation, equality, we know that the different entries are equivalent, but the
problem is to hard in general.

Never Instantiated Relations

When defining the possible links imposed on a tree schemata, we were mainly
concerned by the best skeleton approximation and the necessity that links don’t
restrict too much the set of trees. But sometimes, the links simply don’t add (or
rather remove) anything, or could be smaller and have the same effect. Finding
out whether it is the case might be too costly, but we can come with this knowl-
edge when performing some necessary algorithms. So it can be useful to identify
those cases.

The first case is when a given entry in a relation is never reached. Although
we always check that each entry name is associated with one node at least, it is
more difficult to check that the number of different paths leading to nodes with
that entry name is the same as the number of entries with that name. The main



112 CHAPTER 5. TREE SCHEMATA

reason is that a given node may be accessed from more than one path. Note that
it is a non local information.

The second case involves the relation between two nodes that cannot be both
visited during the decision procedure of a given tree. This cannot concern parent
nodes. But it is the case if every closest common ancestor of the two nodes is a
choice node. This property is not always checked, because it is not local.



Chapter 6

Algorithms on Tree Schemata

In this chapter, we show some algorithms on tree schemata that may be useful in
abstract interpretation. These algorithms prove constructively some properties
of the tree schemata, such as the decidability of the inclusion testing. They may
also serve as guidelines for the development of other algorithms on tree schemata.

The essence of the representation by tree schemata is the decomposition of the
set of trees in a tree structure (the skeleton) and relations (the links). Algorithms
manipulating relations have already been presented in chapter 4. In order to
introduce progressively the different concepts and difficulties of the algorithms,
we first present the algorithms on skeletons, and then the definitive algorithms
combining the difficulties of both skeletons and relations.

6.1 Auxiliary Informations on the Links

Links are local in the way they are accessed and shared, but they require a
global information structure when building constructively the set represented by
a tree schema (page 99). When we are just interested by the finite behaviors
of the links, we can use these global informations when going through the tree
schemata to compare different links with different entry names and even different
sets of entries. But sometime, we may need a more global information on the
links to perform operations on the entire relations. In this case, it is useful to
know the scope of the links, and to be able to compare the entries of two links
on different tree schemata. Such informations can be computed, but if they are
needed often enough, they should be kept once for all while building the tree
schemata. That is, if the information can be made local and does not add any
new source of non-uniqueness.

The scope of the link can be defined as follows: when going through the tree
schema, the scope of a link [ starts at the first choice node linked to [ we can
encounter and stops at the last choice node linked to [ that we can encounter.
This intuitive definition has two drawbacks: it depends on the particular way of

113
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going through the tree schema (the covering ordering), and if we follow the loops
indefinitely, there is no reason why we should have a “last” choice node. But we
can give another notion of scope that is still local and does not depend on the
particular covering of the trees: the scope of a link is the smallest (for <) subtree
of the tree schema that contains every choice node linked to .

The scope of a link is indeed a good place (or key to the place) to store
information about the link: we know that the link does not have to be taken into
account until we first encounter the scope, and we don’t have to care anymore
once every subtree of the scope have been treated. Moreover, as soon as we don’t
modify any subtree of the scope, the scope does not change, so the information is
still local and can be shared, without maintenance. In order to be able to compare
links coming from different tree schemata, we need to make a correspondence
between the different entries of the links, that is, we need to now the entry index
as a path in the tree schema. This information can be stored relative to the scope
by a tree, whose root corresponds to the scope, and which is labeled by entry
names plus a new label, -.

Example: The following schema is the scope of [. The second tree is the entry
tree associated with [:

Ox{w}y /\
/N /N D

O

Another useful information that we can store is whether the link corresponds
to a best skeleton or not. This information can allow the use of optimizations
based on the fact that the skeleton are best upper approximations.

6.2 Inclusion

Inclusion testing is a basic operation that is performed in the iteration sequences,
at each iteration, to see if we have reached a fixpoint or a post fixpoint.

6.2.1 Inclusion of Skeletons

The idea of the algorithms deciding whether a skeleton T' represents a subset of
the skeleton U is to find a t € Ens(T) that is not in Ens(U). It is performed by
going through 7" and U at the same time. We don’t need to enumerate all the
trees in Ens(T') because of the regularity properties of 7" and U.
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inclusionSkel(T,U):
if T = (O then return(true)
if U = (O then return(false)
return(inclusionSkelRec(7, U, 0))

inclusionSkelRec(7, U, A):
if (T,U) € A then return(true)
A — AU{(T,U)}

. O
if T= + \ then
To - Ty

f
if U= « N  then return(false)
UO Um—l

. O
Uis v v
Uy - Um

for i «— Oto n do
) i
T;is VX
Tio - Tip_1
fi
if djsuch that U;is ¥ ~  then
Uij Ujp71
A= A U{(T,U;)}
for k «— Oto p—1 do
if inclusionSkelRec(7j,U;,, A’) = false then return(false)
else return(false)

return(true)

f
else T'is ¢ \
To - Th-1

if U = \Zg\z then
Uo - Unm—1
if g # f then return(false)
for 1 <~ Oton—1 do
if inclusionSkelRec(7},U;, A’) = false then return(false)
return(true)

. O
Uis ¢ v
UO U’"L

f
if JU; such that U; = ¢ v  then
Vo Vn-1

A — AU{(T,U;)}
for j < 0Oton—1 do
if inclusionSkelRec(7},U;;,
return(true)
else return(false)

A") = false then return(false)
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6.2.2 Inclusion of Tree Schemata

In the case of tree schemata, we must also check the inclusion of the relations
represented by the links. But it can be performed in the way described by the
constructive definition of the set represented by a tree schema (page 99) while
going through the skeleton. This traversal of the tree schemata is necessary
anyway to find the links and compare them. It is used to test the inclusion of
the finite parts of the relations. For the infinite parts of the relations, we must
compare the links globally, using the auxiliary informations.

The Algorithm

inclusion(7,U):
if 7' = () then return(true)
if U = () then return(false)
Links « (¢
return(inclusionRec(T, U, { < Ty, Uy>},0) # (0,0))

inclusionRec(T, U, T, A):
if (T,U) € A then
[; is the link in the loop of T', and [ is the link in the loop of U
add (I1,15) to Links® (and [; and I, to Links®™ if necessary)
return(T, )

if T— ,°. " then
To - T
if U is labeled by a f € F then
if [ is a link that preserves the best skeleton approximation then
return(f), ()
else
VT; not labeled by f do
(I";b) « instGlobRels(Il',l, z,1,0)
if T’ # () then return((,0)
Let T; be the only possible choice. (7T; is labeled by f)
(I",b) < instGlobRels(I',l, z,1i,0)
A — AU{(T,U)}
(I', L) « inclusionChildren(T;, U, 1", A’)
if T is the scope of some links in Links”" then
add these links to L
if a subset of L is a connected part of Links then
L' « the biggest such subset of L
remove L' from Links™
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if the links in L’ of T are included in the links in L’ of U then
return([", L\ L)
else return((, ()
return(I'” L)
y
U is \ZO&N "
Uy Um
A — AU{(T,U)}
for i «— Oto n do
Fres — ®7 Lres — @

i
T, is V X
Tig - Tip—1
ok
if dj such that U;is ¥ ~  then
Uj() Ujp71
(I'";b) « instGlobRels(Il',l, z,1,0)
if IV # () then

(T'p,b) « instGlobRels(I”, h,y, 7, 1)
if b then return((,0)
(I",L) « inclusionChildren(7;,U;,I'y, A")
if ' = () then return((,0)
Fres — Fres U F,, Lres — Lres UL
else if [ is a link that preserves the best skeleton approximation then
return(f), ()
else
(I'";b) « instGlobRels(Il',l, z,1,0)
if T’ # () then return((, ()
if T or U are scopes of some links in Links”" then
add these links to L.
if a subset of L, is a connected part of Links then
L' « the biggest such subset of L,
remove L' from Links™
if the links in L' of T are included in the links in L’ of U then
return([e, Lies\ L)
else return((), ()
return ([, Lyes)

f
else T'is ¢ \
TO - Tn—l

g
if U= < N\ then
Ug  Un—1
if g # f then return((, ()
return(inclusionChildren(7,U,T", A))
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. 0%n
Uis ,7\,
UO Um

if dU; labeled by f then
(I";b) « instGlobRels(I',l, z,i,1)
if b then return((), ()
A — AU{(T,U)}
I, L < inclusionChildren(7,U;, 1", A’)
if U is the scope of some links in Links” then
add these links to L
if a subset of L is a connected part of Links then
L' « the biggest such subset of L
remove L’ from Links®
if the links in L' of T are included in the links in L’ of U then
return(I" L\L')
else return((), ()
return(I", L)
else return((), ()

inclusionChildren(7,U, Ty, A):
T is ¢f& ,and U is ¢f&
To ~ Tn-1 Uo -~ Up—1
A — AU{(T,U)}
for i «— 0Oton—1 do
(T'is1, L;) < inclusionRec(T;, U;,T';, A')
L) « L,; with the relative paths updated by ¢
if T';;; = () then return((, ()
L — UL
if T or U are scopes of some links in Links" then
add these links to L
if a subset of L is a connected part of Links then
L' « the biggest such subset of L
remove L' from Links™
if the links in L/ of T" are included in the links in L' of U then
return([',, L\ L)
else return((), ()
return([',,, L)

instGlobRels(I', [, x, v,1):
I — 0
b «— false
VG el do
G < Gu)
if v e G(l), then
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G' « G where the i*" component has been replaced by G!_,
I « I"U{g'}
else b « true
return(I”b)

Inclusion of the Links

To decide the inclusion of the links of a tree schema in the links of another
tree schema, we use an extended version of inclusionRel (or another basic
inclusion algorithm for relations if they are represented by another mean than
w-deterministic relation). The only difference is that we use sets of independent
relations instead of relations. We just have to use the couples of sets instead of
the couples of relations. As a guideline, we evaluate in sequence the entries in a
vector of equivalent entries.

Example: We try to decide whether 7' is included in U:

T = ermo Qms
g/ ‘X // /X

r:\/ o= O

true true
false

The result of the computation on the finite part is that 7" can be included in
U. But when we compare the links, » for 7', and s and true for U, we see that
the evaluation 01 on entries 0 and 1 (relative paths to the root) give the same
relations, but going through true for r, and not for s. Thus, T is not included
in U: f(¢g*,h*) is in T but not in U. O

6.3 Intersection

6.3.1 Intersection of Skeletons

Skeletons are closed by intersection, most of the work in the intersection of skele-
tons is performed by the algorithms on regular trees. The only thing that must
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be performed to ensure the uniqueness of the representation is the propagation
of the empty set.

interSkel(T,U):
if T= or U = () then return(())
return(interSkelRec(7,U,))

interSkelRec(7,U, A):
if T = U then return(7)
if {T,U} € dom(A) then return(A({7T,U}))
X is a new label of arity 0
A — Awith{T,U}—-X

O
if "= v+ v then
To T

O
if U= v« \ then
UO Um
1 +— 0
for j &< 0Oto n do
if JU, with the same label as T; then

S; « interSkelRec(T}, Uy, A)

if S;# () then i « i+1
if i =0 then return(())
if ¢ =1 then return(recCons(Sy, X))

O
return(recCons( L\ ,X))
So -~ S;

f
else Uis ¢ \
UO - Umfl

if 3T; labeled by f then return(recCons(interSkelRec(7;, U, A'), X))
return(())

O
else if U=  \v then
Uog Uy

if 3JU; with the same label as T then return(recCons(interSkelRec(T,U;, A’), X))
else return(())

f g
T is labeled by v % , and U is labeled by ¢ X

Ty Trh-1 Uy ~ Umn—1
if f # g then return(Q))
for 1 < 0ton—1 do
S; « interSkelRec(T;,U;, A')
if S; = O then return(()

!
return(recCons( VAR, ,X))
So - Sn—1
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6.3.2 Intersection of Tree Schemata

In the intersection of tree schemata, we can use global informations to take ad-
vantage of the necessary traversal of the tree schemata to deal with the finite
parts of the relations at the same time, as for inclusion. But it leads to a
quite intricate algorithm. Instead, we just partially deal with the finite part
of the relations. The property that we use is the following: Set(T") N Set(U) C
Ens(interSkel(skel (T'), skel (U))). This property holds even if there is no best
skeleton approximation. So the algorithm proceeds in three steps: we go through
the schemata to compute the intersection of their skeletons and the least common
scopes. When we reach an independent least common scope, we compute the in-
tersection of the relations represented by the links on the new skeleton. Then, we
may update the skeleton so that we still have the best skeleton approximation, if
possible.

Main Algorithm: Traversal of the Tree Schemata

The main algorithm consists in going through the tree schemata to compute, as
a first approximation, the intersection of their skeletons. Meanwhile, we collect
some informations on the links to help the computation of their intersection when
we reach a common scope. This information consists in a sequence associated
with every entry name of every link. This sequences are made of subsets of the
range of the entries, corresponding to the entries that are kept in the intersection
of the skeletons.

intersection(7,U):
if T =0 or U = () then return(())
Links « ¢
Restrictions is a function that associates the empty sequence with each entry
name of each link
(S,L) « interRec(T,U,0)
return(S)

interRec(T,U, A):
if T = U then return(7,0)
if {T,U} € dom(A) then return(A({7T,U}),0)
X is a new label of arity 0
A — Awith{T\U}—-X
if T— ,°. ' then
To - Th
. o<
if U = v\ then
Uo  Un
| i 0
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I —0,J <%0
for j «— Oto n do
if JU, with the same label as T; then
(Si, L;) < interRec(Tj, Uy, A')
if S; # (O then
e 104
J — JU{k}
1 — 1+ 1
if ¢ =0 then return((),0)
add I to Restrictions(l,z), and J to Restrictions(h,y)
add (I, h) to Links”
L « Uj<l. L,
if i =1then S « recCons(Sy, X)

O
else S « recCons( VR, ,X)
So - S;

f
else Uis ¢« \
Uy Umn—1

if dT; labeled by f then

add {i} to Restrictions(l,x)

(S,L) « recCons(interRec(7;, U, A’), X)
else return((),()

xT

O ~1
else if U= ,\, then
Uo -~ Un

if JU; with the same label as T then

add {i} to Restrictions(l,x)

(S,L) « recCons(interRec(T,U;, A’), X)
else return((),()

f g
else 7'is labeled by v \ ,and U is labeled by «
To  Tn—1 Uy~ Un—1

if f # g then return((),()
for 1 —< 0ton—1 do
(Si, L;) « interRec(T;,U;, A")
if S; = (O then return((),0)
L; « L; with the relative paths updated by ¢
!

S «— recCons| ¢v v X
SO' Snfl

return(interLink(7,U, S, L))
interlink(7T,U, S, L):
if T or U is the scope of a link then
L' « L plus those links
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if a subset of L’ is a connected part of Links then
L" « the biggest such subset of L’
remove L” from Links" and L'
compute the intersection of the links in L” and add this link in .S
S" « S updated so that it satisfies the best skeleton approximation
return(S’, L)

return(S, L)

return(S, L)

Intersection of the Links

To compute the new link that is the intersection of the links of the two tree
schemata, we use an extension of the intersection algorithm on relations (inter-
Rel, for w-deterministic relations), just as for inclusion. We use the information
computed in Restrictions, and the relative paths of the links to harmonize the
two sets of links of the two tree schemata. Then, the only difference with the
basic algorithm is the use of vectors of relations for loop testing instead of mere
relations. This new link is then added to the skeleton that was computed so far.

Example: We compute the intersection of 7" and U defined below:

T = O”"““O Qms
g/ / /\

= \ / o= O

true true

false

The two tree schemata have the same skeleton, so the first approximation of the
skeleton of their intersection gives the same skeleton. The intersection of r and
(s, true) gives the relation ¢ defined below:

f 0 x
AN 77N,
TNU=,"0 ;~t~,O t=y_1 Y
g/\ /x o N

false true
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Updating the Skeleton According to the New Link

The skeleton of the new tree schema must respect the rules defined section 5.4.1
(page 106) so that as much information as possible is put in the skeleton. To
update correctly the skeleton, we must analyze the relation R of the link. To
insure the fullness of the relation, we first compute the different R,y for all x
entry name.

Vx entry name of R do
if R, = () then

OXR
replace every node , \ by O.
To - Th

propagate the information until no () appears in S or S = ()
else if R, = {i} then
LR
replace every node \gog, by T;
To - Th

else if |R(;)| < n then

T

. O~R
remove every T; such that i € R, from
To - T

change the values of x such that x ranges from 0 to |Rg| — 1

The last step to enforce the rules is to remove the link from every node linked by
an x such that x does not appear in the decision diagram of R.

All these operations give a new tree schema S’ valid with respect to the
definition of section 5.4.1, except possibly for the last rule. This rule asks that if
there is a best skeleton approximation, skel (S”) is this skeleton.

In order to compute the tree schema with best skeleton, we can follow the
instructions described below:

while skel (S') is not the best skeleton for Ens(S’) do
there is T'< U < S’ such that:
T is labeled by (O, x,1), U is labeled by (O, y, () and
there is a path p from U to T that does not allow every choice of T
replace Uy, by the new restrained choice node

If Ens(S’) admits a best skeleton approximation, then the process terminates.
Sometimes, we can recognize whether the set admits a best skeleton approxima-
tion. It is the case if both the tree schemata of which S’ is the intersection admit
best skeletons. We can also recognize cases of no best skeleton approximation as
described in the second case page 104. But in some other cases, we don’t have
any efficient algorithm to decide whether the process of best skeleton construc-
tion will terminate. In these cases, we can stop after an arbitrary number of
iterations and let skel (S”) not be the best skeleton of Ens(S’). The only effect
of this approximation is a reduction of the efficiency of further algorithms on S’.
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6.4 Union

6.4.1 Union of Skeletons

Union is interesting in that it introduces new links, even when we start from mere
skeletons with no links. Note that if we don’t add links, we get the best skeleton
containing the union of 7" and U.

unionSkel(7,U):
if T = (O then return(U)
if U = () then return(7)
return(unionSkelRec(7, U, 0)))

unionSkelRec(T, U, A):
if T = U then return(7)
if {T U} € A then return(A({T,U})
X is a new label of arity 0
A" — Awith {T\U}—-X

. O
if T= + \ then
to - tn

if U = \goxf then
U U
1t «— 0,5 « 0, k<0
while j<nand £k <m do
f is the label of T} and g is the label of Uy
if f <p g then
Jge—J+1
else if g <y f then
S; «— Uy
k— k+1
else (f =g)
S; « unionSkelRec(T}, Uy, A)
je— Lk — k+1
1 — 1+1
while j <n do
i—id1,j — j+1
while £ <m do
S; «— Uy
1 +—1+1, k— k+1

O
return (recCons ( VERN, ,X))
So - Sic1
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U is labeled by ¢

if J7; labeled by g then
S; « unionSkelRec(T;,U, A)
Vi<n,j#1i do S; « T

O
return(recCons( VAR ,X))
So - Sy,

else

i is the index of insertion of g in the sequence of labels of T}
Vj<i do §; « Tj

Vieli,n+1] do Sjt1 « T

O
return | recCons VARV, ¢
S0 - Sna1

O
else if U= « \ then
Uy~ Un

T is labeled by f

if JU; labeled by f then
S; < unionSkelRec(7T,U;, A)
Vi<n,j#i do S; « U,

O
return(recCons( VAR ,X))
5o S

else

i is the index of insertion of f in the sequence of labels of U;
Vj<i do §; « U

S; — T

VJ € [Z,?”L"i‘l[ do Sj+1 — Uj

O
return | recCons v N X
So - Sna1

f g
else T'= « \ and U = ¥ X
TO 'Tn—l UO Unfl

. O
if f < g then return(recCons ( VY ,X))
T U

) O
if f > g then return(recCons ( v\ ,X))
U T

for 1 « Oto n—2 do

(S, L;) < unionWithLinks(T;,U;, A)
if all L, are empty then

Sp—1 +— unionSkelRec(T),, 1,U, 1, A)

f
return(recCons( VAN ,X))
So -~ Sn—1
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Sp_1 « unionWithLinks(7,_1,U, 1, A)

f
S recCons( VRN, ,X)
SO Snfl

if more than one L; is not empty then

L — S—,., im(L;)
else L « |J,_, Li
makeUnionLink(L, S)
return(S)

unionWithLinks(7, U, A):
if T = U then return(7)
if {T,U} € A then return(A({T,U})
X is a new label of arity 0
A — Awith{T,U}—-X

O
if T= ¢\ then
to tn

if U = \gox, then
UQ - Um

1t +— 0,7 « 0,k «< 0
](—@,Je@
L« 0
while j <nand £ <m do
f is the label of T} and g is the label of Uy
if f <p g then

I « TU{i}

Jge—J+1

else if g <y f then

else (f =g)
(S;, L") < unionWithLinks (7}, Uy, A)
L — Lul
I — 1U{i}, J « JU{i}
jJe—Jj+1,k«— k+1
1 +— 1+ 1
while j <n do
I — Tu{i}
1 —i+1,7 « j+1
while £k <m do
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Si «— Uy

J — JU{i}

1 +—1+1, k— k+1

O
S « recCons v v X
So - Si—1

if /#Jthen L « LUQO—(S,1,J)
return(S, L)

U is labeled by g
if J7; labeled by g then

(Si, L) « unionWithLinks(7;, U, A)
Vi<n,j#i do S; « T

I « [n+1]
J «— {i}
O
S «— recCons( VAR ,X)
SO”..S"

return(S, LU (O —(5,1,J))

else

i is the index of insertion of g in the sequence of labels of Tj
Vi<i do §; « Tj

Vieli,n+1] do Sjt1 « T

J «— {i}

I « [n+2\{:}

O
S « recCons v N X
So - Spt1

return(S, O —(S,1,J))

O
else if U= v+ \ then

U - Un

T is labeled by f
if 4U; labeled by f then

(S;, L) «<— unionWithLinks(T,U;, A)
VJSTL,]%Z do Sj — Uj

I « {i}
J — [n+1]
O
S « recCons( VAR ,X)
So -~ Sn

return(S, LU (O —(5,1,J))

else

¢ is the index of insertion of f in the sequence of labels of U;
Vj<i do S; « U
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Vj S [z,n—l—l[ do Sj+1 — Uj
I « {i}
J — [n+2]\{i}

O
S <« recCons

- n+1

return(S, O —( SIJ

)

f
else T'= ¢ \ and U = ¢&
To - Tn-1 Up - Un-1

if f < g then
O
S « recCons| v\ ,X
T U

return(S, S— (S5,{0},{1}))
else if f > g then

S « recCons (U¢O&T ,X)
return(S, S — (5, {1},{0}))

for 1+ « 0Oton—1 do
(Si, L;) < unionWithLinks(7;,U;, A)

f
S recCons( VRN, ,X)

So -+ Sn—1
if more than one L; is not empty then
L = S=U;, im(Li)
else L « |J,_, Li
return(S, L)

makeUnionLink(L,T):
VU € dom(L)\{O} do

{(Cg, [0, Jo), ceey (Cn, In7 Jn)} is L(U)

Let xg,...,x, be a set of entry names

R « ®z’§n LU ®i§n Ji

if R 7£ ®i<n Iz @) Jz then
[ « the link defined by R, and z; — C;
replace the label O of C; by O 5~ 1
register the scope of [ to be U

A consequence of the algorithm is that if the labels in F' are of arity 0 or 1
only, no link is created during the computation of the union. As union is the only
basic algorithm introducing links, it means that as long as we manipulate sets of
vectors with basic algorithms, we will not have any link in the tree schemata. This
property justifies the use of tree schemata to represent relations (section 4.4.1).
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6.4.2 Union of Tree Schemata

The extension of union to tree schemata is the same as the extension of inter-
section to tree schemata: while going through the two tree schemata, we build
the union of their skeletons, and gather informations about the links. When we
attain a least common scope, we compute the union of the links, in the same way
as for intersection of links.

The only difference is the introduction of new links by the sharing of common
prefixes. It means that we must also compute the intersection of the links with
the additional links generated by the union of the skeletons. A consequence
is that we don’t have to detect least common scope when we are in the phase
unionWithLinks of the algorithms. We can wait until we reach the scope of the
link generated by union, that is until we are in unionRec or makeUnionLink.

Remember also another difference with intersection if we use w-deterministic
relations: in that case, we might sometimes approximate the union of the links.
In this case, the algorithm will just compute an approximation of the union.

6.5 Projection

Projection is an important algorithm because it is —with union— one of the
constructive algorithm used in section 5.4.2 to describe the set of tree schemata.

6.5.1 Definition

Projection concerns only some paths in the tree schema. Suppose for example
that g € F of arity 3. One possible projection would be the set of trees that
appear at first position. Then we don’t care about the second or third position.
To describe this fact, we introduce a new label, 2, which can stand for any
subtree. Let ¢ be a tree on F'U {Q2}. We say that ¢ is a possible prefix in the
set of trees F, and we write t €q FE if there is a function f from paths p such
that t(p) = Q to H(F') such that the tree u defined below is in E: v(q) = t(q) if
t(q) # 2 and vy = f(p) if t(p) = Q.

Let t be a tree on F'U {2, z} and T a tree schema. The projection of 7" on t
according to x is defined as t;' (T) = {u € H(F) | t[z\u] €q Set(T)}. Note that
projection subsumes intersection: Let 7" and U be two tree schemata, and N a

-1
n n
new label of arity two then: TNU = v\ ( Y )
T =z T U

x

We define tree projection with respect to one variable only, but it is possible

to define it with respect to a finite vector of variables (the result is a set of vectors
of trees). The algorithms below can easily be extended to that case, but for the

simplicity of the presentation, we will only consider one variable.
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6.5.2 Projection of Skeletons

We progressively refine the set ¢! (T) as we go through T and . At the beginning,
this set is H(F') (which is in Sk (F), the set of sets of trees that can be represented
by a skeleton, because F' is finite). When we discover that t[z\Q] €q Ens(T),
this set becomes empty and we return. When we come to a new path p such that
t(p) = x, we intersect the set with the skeleton at this point. So we just need to
visit the distinct T}, such that t(p) = .

projSkel(t,z,T):
Result « 1p
Mem « ()
projSkelRec(t,z,T)
return(Result)

projSkelRec(t,z,T):
if t #Q and (t,7T) & Mem then
add (¢,T) to Mem
if ¢t =z then
| Result « interSkel(Result,T)

f
else tis ¢ \
tO ...tn71

O
if T= v« \ then
To - Trm
if 3T, labeled by f then projSkelRec(t,z,T;)
else Result « ()
9
else T'is V¥
TO . Tm—l
if f = g then
for i < Oto n—1 do projSkelRec(t;,z,T;)
else Result « ()

6.5.3 Projection of Tree Schemata

The computation of the projection of the skeleton corresponds to a kind of inter-
section algorithm between the skeleton and ¢[Q\1x|[z\1F], plus an intersection
of all subtrees corresponding to z. We can use the same idea in the case of tree
schemata, but this will give links linking nodes in the results to nodes outside of
the result. It is a desirable feature during the computation, as it allows the dif-
ferent prefix requirements to affect the result, but at the end of the computation,
we must forget these links.

As was the case for intersection, we can use a global information to deal with
the finite part of the relations, taking advantage of the necessary traversal of the
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tree schema. But in order to simplify the presentation, we will collect the least
common scope of every relation and use the algorithms on relations for every
link.

projection(t,z,T):
Result « 1p
Mem « ()
Links « Q¢
projRec(t,z,T)
forget in the links every entry which is linked outside of Result
return(Result)

projRec(t,x,T):
L« 0
if t# Qand (t,7) & Mem then
add (¢,7T) to Mem
if ¢ = x then
| (Result,L) « interRec(Result,T,()

f
else tis « \
to - tn—1

if T= 4\ then
To T

if 37, labeled by f then L « projRec(t,z,T;)
else Result « ()

g
else T'is ¢

To -~ Tom-1
if f =g then
for i « Oto n—1 do L; « projRec(t;,z,T;)
L « Ui<n Ll
else Result « ()
if T is the scope of a link then
L' « L plus those links
if a subset of L’ is a connected part of Links then
L" « the biggest such subset of L’
remove L” from Links™ and L/
compute the intersection of the links in L” and add this link in Result
return(L’)
return(L)
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6.6 Meta Expressions

We overview how we can use the algorithms described above to compute the
meta expressions of section 5.4.2 as language transformers. We suppose we have
a finite set of set variables, V), and that each set variable X’ is associated with
the tree schema Ty. We try to compute the value T¢, which is the tree schema
representing the semantics of the meta expression eX’ in the context of the current
values of the set variables.

Meta expressions are finite and can be computed inductively. If the meta
expression is a set variable X, then its new value is Ty. If it is a union e; U eg,
then its new value is the union of 7, and T¢,.

The last caseise = {t' : t; € ey ... t, € e,}, with ¢ a regular tree over F'Uv of
finite groundness and each ¢; a regular tree over F'Uwv (v is a set of term variables).
We start by computing the set of variable values, ¢, (T.,). It is performed with
the projection algorithm. Then we modify slightly the projection algorithm,
so that instead of starting from variables associated with the set of all possible
trees, we start from the set of variable values that we just computed. And we
keep going on until ¢, ! (T,,).

Then, starting from a set of variable values, we compute the set of trees
represented by ¢’ in this context. ¢’ is of finite groundness, so each variable x
appears finitely many times, say p times. If p = 1, then we just have to make a
tree substitution. If p > 1, we first make a tree substitution, and we intersect the
links of the tree schemata corresponding to each occurrence of x with the link
which links every choice node of the p'" occurrence of x with the corresponding
choice node of the other occurrence. The entry name of each occurrence must be
different (e.g. p for the p'™ occurrence) and the relation of the link is the equality
relation.

Example:
foo9 g
ex=19 / \, c | €YpU{a} and Ty =1p and Ty = 1
T r Z 1p

The result of the projection gives x — 1p. As a result, we get the following tree
schema:

/O\
= a f
N\

T
1r ~=y 17

T

X
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6.7 Discussion

The algorithms described in this chapter are basic algorithms. They show how
algorithms can be built to manipulate tree schemata. They depend highly on
the algorithms described in chapters 3 and 4. As such, they may introduce
approximations, for example in efficient union.

We saw in this chapter that the set of tree schemata is closed under finite basic
operations such as union or projection. But still, in the domain of tree schemata,
there are infinite increasing chains. Because of the regularity requirement for tree
schemata, some of them don’t even have a limit in the set of tree schemata. So
we might need some further approximations.

The main source of complexity in tree schemata is the links. The fewer the
number of links, the more sharing we can achieve, and the more efficient the
algorithms. So, a first approximation strategy can attack the links. By removing
a link, or maybe just a part of it, we obtain an upper approximation (for inclusion)
of the tree schema. Because the links that induce sets with no best skeletons
are the most difficult to handle, they may be the first target of this kind of
approximation.

The second possibility for approximation is the skeleton of the tree schema
itself. The easiest one consists in replacing a subtree of the tree schema by 1.
The choice of the subtree might be given by the observation of the growth of a part
of the tree schemata during an iteration. A little more precise approximation, in
the spirit of [Sch97], can force the equality of two subtrees by an approximation
by their union.

All these approximation strategies can be computed by algorithms in the same
spirit as those described in this chapter. The problem is their lack of precision in
the choice of which part of the tree schema to approximate. In the next chapter,
we introduce an extension to tree schemata that allow a more precise analysis.



Chapter 7

Tree Schemata with Counters

Although already quite powerful, tree schemata may not be entirely satisfactory
in abstract interpretation. In addition to the basic classical operations on sets
of trees, abstract interpretation may use more complex operations in relation
with the abstract values manipulated. In particular, during the computation of
fixpoints, abstract interpretation may approximate the iteration through the use
of widenings, which are based on abstraction of some iterates. In this case, we
can use the approximations defined in chapter 6, but they are quite crude and
may be inadequate. In fact we need to have a kind of direction of approximation
in order to approximate more smartly.

One way of doing this is by counting the number of time a given pattern is
repeated. If for example this number is increasing during many iterates, then it
can be a good idea to directly replace the sequence of the pattern by an infinite
(looping) pattern. To achieve this kind of analysis, we can add counters to the
representation.

This chapter will develop on this extension. It will appear that this extension
is easily integrated in tree schemata and comes with a wider acceptance of the
notion of counters.

7.1 New Entries for the Links

When performing a decision process to decide the membership of a tree in a
tree schema, we keep an environment, the partially evaluated relations, that can
restrict the foregoing choices. In the same way, we can add entries to the links that
are associated with other variables. There is no conceptual difference between
entries associated with choice nodes outside of the current subtree of the tree
schema and entries associated with some other variables outside of the choice
nodes of the tree schema.

135
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7.1.1 Tree Schemata on Labels and Variables

In order to enforce the strong determinism of tree schemata even in the presence
of these new entries, we must still have full relations. To stay in the same frame,
these variables must range over a finite domain which we can map to a natural
number. We call T the set of such variables. We can now speak of tree schemata
over set of labels F' and set of variables T, members of 7S(F,Y). Such tree
schemata 7" are augmented with a finite set var (7') C Y. In a tree schema, each
¢ € var (T) is associated with an entry name and a link. Note that it means that
a given variable cannot be associated with two different links, and thus cannot be
the bond between two otherwise independent choice nodes. Variables of var (T')
can now be members of the mapping of links.

Variables of tree schemata on labels and variables must still respect the rules
of section 5.4.1: they must appear in the decision diagram of the link with which
they are associated, and the relation of such links must be full. This last require-
ment means that, whatever the value of a variable, there is a vector in the relation
corresponding to this variable. It means that if the variable is in var (T'), then
whatever the value of the variable, the tree schema is not empty. Although this
allows a fast emptiness testing procedure, it may be more useful to allow some
values to be associated with the empty set. For the use of the variable in the
links, we need a mapping from the domain of the variable to a [n]. We can use
this mapping to associate the empty tree schema with some value of the variable:
the mapping is not defined on such variables. In this way, we still have a very
fast emptiness testing mechanism (depending on the values of the variables), but
a more flexible use of the variables.

7.1.2 Many Variables in a Link

Because the set of variables can contain any reference, it is very possible that
some of them interfere with each other out of the links of a given tree schema.
The situation is quite similar to the relation between parent nodes, as these nodes
are indeed related by the structure of the skeleton —a relation which is added and
not related to the link between them—. The problem in this case is to keep the
strong determinism in the representation (and the fast emptiness testing). In the
former case, we just had to care about the choices that could lead from one node
to the other, and in this case require no real relation. But in general, if we don’t
have any knowledge about two variables in a given link, the relation of the link
must have a solution, whatever the combination of values of the variables. The
same holds for more than two variables, of course. If in some cases, we know that
some combinations of variables are not possible, we can add this information
in the tree schema (and maybe have more precise skeletons) by replacing the
two variables (or more) by a new one representing their combination, but whose
domain excludes the impossible combinations.
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7.1.3 Variables on Infinite Domains

The finitary condition for the variables domains is necessary to maintain some
properties of the tree schemata, and in particular for an easy uniform represen-
tation of relations. But many useful properties may depend on variables ranging
over an infinite domain. Suppose for example that a choice node depends on the
number of loops in another tree schema. This number of loops can be as big
as we want, but if this number is below a given limit, we take one choice, and
another one if it is above. Although the domain of the variable is N, what we
need in fact is an abstraction of the variable, which is an element of the finite set
{r <lz>1}.

So, by means of abstract interpretation, it is possible to depend on infinite
domains while admitting variables on finite domains only. In fact, the only thing
we need is a many to one function going from the domain of a variable (or the
domains of many variables) to a finite domain associated with another variable.
Although not necessary, a full Galois connection might be useful, when, for ex-
ample, we use the set of possible values of the variables as a result after the run
of a tree on the tree schema. The point is, that from the point of vue of the tree
schema, as long as the variable is not closely related to the tree schema, we don’t
care. As long as we have variables on finite domains, we cannot in general take
their origin or computation into account.

7.2 Interaction between Counters and Skeletons

The reason why we extended relations to other variables was the possibility they
offer to use the value of counters in the decision process. But it is not the only
possibility of interaction between counters and tree schemata. Tree schemata
themselves can modify the counters during their evaluation. We present three
ways of interacting in addition to affecting the decision process. The first one
can be useful in a wide variety of contexts, and it is presented in details.

7.2.1 Choice Node Counters

With counters, we could use an alternative representation for the tree with 42 g
followed by a a. Instead of having indeed 42 nodes labeled by ¢, we could have:

j] <42 >42
O with r = T x

\

a true false true

where n is a variable representing the number of times the loop have been com-
pleted. Not only does it save space, but it can give an idea of what is growing
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in a sequence ga, gga, ggga, . ..,g*%a,.... In the final version, r will as usual be
labeled by natural numbers. The problem is how to relate n to a loop and how
this will interact with operations on tree schemata.

Counter Names

What we want to count is the number of times the decision process of a given
tree goes through a given loop. One way of doing so is to concentrate on a choice
where we can leave the loop and count the number of times we take the choices
that don’t leave the loop. The basic units to examine are described by a choice
node and a choice number such that there is a path from this choice to the choice
node.

Counter Identification in the Tree Schema

As with any variable that ranges over an infinite domain, we must use a function
that maps the value of the variable to a finite domain. We must also note in the
tree schema which choices of which choice nodes are used as counters, so that
we can increase the counter each time we go through the associated choice. To
do this, in addition to an entry name and a link, we associate with choice nodes
a counter list: a choice node is now a tuple (O, x,, cl). The new element of
the tuple, cl, is a partial map from the choices of the choice node to counter
functions. If a given choice i is not used as a counter, cl(i) is not defined. A
counter function is a kind of link between some counters and a given link of the
tree schema.

Formally, a counter function is a many to one function of N* — [n], a link I,
an entry name of range n of the link [, and a mapping f from each element of
[k] to a choice node and the number of a choice of this choice node. We have
cl(f(7)) is the counter function. For example, with & = 1, the function can be
a discrimination: if n < 42 then 0 else 1. With k£ = 2, we can discriminate
the sum of the counters, if both of them lead to the same loop, or compare the
values of the two nodes, for example.

Because of this definition, a given counter can only be associated with one
finite domain variable, the result of the counter function. It forces the link be-
tween two choice nodes that would be related through a given counter. When we
want to use two different functions, we can always combine them to a function
to a finer domain.

Legible Links for Counter Functions

When using counters in a tree schema, we don’t try anymore to use a best skeleton
to support the tree schema. In the case of g*2a, it is not even a good idea. But
with counters, we can have bigger problems: if we allow any link with counter,
we can have tree schemata whose set of trees depend on the order of evaluation
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in the schemata. This is due to a fundamental difference between entries linked
to choice nodes and entries linked to counter functions: every time we need to
evaluate a relation, the counter function has a value, and this value may change
during the evaluation of the tree schema, whereas the choice may be evaluated
or not, and can take one value only.

Example: Consider the following tree schema with counters:

f T
o 1
T’wa a(0) = 1
with r = and
Cl— —(s)z b/ \/c false) a(n+1) = 0
true

This tree schema can be interpreted as any of the following tree schemata de-
pending on whether we first explore the left child of f or its right child:

f
g/rwa
Lo Cl
Omrb c
N\

a

f

If we first explore the left child, then, when we come to the right child, the choice
we can make depend on whether we have been in the loop or not. But if we first
explore the right child, when we evaluate the relation, necessarily, the number of
loops is 0, so the value of x is 1, so the only choice is c. O

To avoid this kind of ambiguity, we require that the choice nodes in the link
appear after the counters, and that in the evaluation, there is no opportunity
of ambiguity. Formally, whatever the choice node N and choice ¢ of N linked
to [, whatever the choice node M labeled by (O, z,1, cl), there is a p such that
N.p = M and whatever ¢ < p, if N.q is not a choice node, then no extension of
q can lead to N without going through M.

The second requirement just limits counters to choices of interest, which are
the choices in a loop. Whatever the choice node N labeled by (O, z,1, ¢l), what-
ever i € dom(cl), there is a path p starting by ¢ such that N.p = N.

Examples: We have an alternative to classical links with no best skeletons. We
can use links based on counters instead. The following tree schema represents
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the set {a"b"c| n € N}.

L withr = and a(i,j) = 0iff i > j
b 0/ §x 1
0 l// § 0 1
Y true
~~ T
Oxl
C

We also show an example of counter function with congruence:

0 v 1
j{(),l/ v OS;
O -1 withr = anda(z])—11ff(z—|—j)_41mod42
\, f alse
a
true
This tree schema represents the infinite tree (g*2a)®. O

7.2.2 Labels as Abstract Operators

In the last section, we saw that choice nodes could be used as operators on
counters. In the same way, it is possible to use the different labels of F' as abstract
operators. In fact, each outgoing edge of the labels can be an operator. If we
just have labels of arity 0 or 1, then tree schemata become abstract flowcharts,
representing sets of traces.

In this case, tree schemata not only represent a set of trees, but can also be
used to compute possible values of the counters. Such a use has some similarities
with attribute grammars [Knu68, EF80)].

7.2.3 Counters as Labels

A limitation of tree schemata, necessary to represent the set of all trees, H(F),
is that the set of labels, F', must be finite. In some cases, though, we might want
an infinite set of labels. An easy way of dealing with an infinite set of labels F is
the use of a finite set of labels F’, each label in F’ representing a set of labels in

F.
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With the use of counters, we can have a more precise approximation of the set
of labels represented by a given label in F’. This set of labels can be a function
of the counters at the given point in the decision process.

Example: With this extension, we can represent the set of AVL trees. We use
two counters, a and b, a starting with the minimum integer value, and b the
maximum integer value. The set is represented by the following tree schema,
with the correspondence of the labels {n,e} to the set N U {e}, and the label
operators, ng and n; (e does not change the values of the counters):

Clnl on — |a,b no(a,b) = (a,val(n))
O\ with e — ¢ and ni(a,b) = (val(n),b)

a

7.3 Finding Cycles

By default, no counter is associated with a tree schema, except if it is expressly
demanded by the user. But the user rarely knows which part of the tree schema
will grow and can be best represented with counters. We present an algorithm
to automatically discover such cycles during an iteration. It is then easy to
approximate a tree schema by numerical analysis of the counters, in the way of
[CHT78] or [Mas92].

There are three problems with those new counted cycles: we must decide
when and where to find those cycles, and we must fold those cycles as much as
possible.

7.3.1 Deciding When to Look for a Cycle

To introduce counters in the tree schema, we look for parts of the tree schema
where counters might be beneficial. Moreover, we must not spend the compu-
tation over tree schemata looking for such parts. So we propose a heuristic to
decide to perform this computation.

The heuristic is based on the following remark: when we have a possibility to
build a new cycle with counters, we have along a path a label which is repeated
many times. So we can count the number of times each label appears in the tree
schema, that is the number of distinct nodes of the tree schema with that label.
If no label appears more than a given large number of times, then we know that
there is no possibility for a beneficial cycle with counters.
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Suppose now that there is a label which appears so many times that there
might be a beneficial cycle with counters. Then we can start looking for such
a cycle. If there is no such cycle, we can refine our information: when we have
a possibility to build a new cycle with counters, we have along a path a label
and its direct children repeated many times. So, for the label which appeared
many times, we now divide the number of times the label appears between every
possibility for the label of its children.

When this refining process becomes too expensive to compute, we can use
some approximations (see next paragraph)

Example: Suppose F' = {a,b, f} of arity 0,0,2. The number of distinct nodes
labeled by a can be 1 at most. When the number of distinct nodes labeled by f
is greater than £, we look for a beneficial cycle with counters. If there is no such

f f f f f
cycle, we count the number of 4V , vV, v\, ¢\ and ¢\ . If one such
a f b f f a f b rr
label appears many times, then we can divide it furtherly. O

7.3.2 Finding or Building a New Cycle

When we decide that there might be a beneficial cycle with counters in the tree
schema, we have a label (or sequence of labels) f that appears many times. We
need only compare nodes labeled by f.

The first step is the refinement of the information on the label. This step
is necessary if there is no interesting cycle, and it is useful as a first decision
procedure: if there is no subdivision of the label that appears often enough, then
we do not have to go further, and if there is such a subdivision, then we can
restrict the nodes we consider to nodes labeled by this subdivision.

When we have our set of candidate nodes, we can compare them, in the way of
chapter 3, but with a little more leniency, because we just look for a finite cycle,
not an infinite one. So, when the number of pair of nodes labeled by f visited
during the comparison is big enough, we allow a difference between one node
labeled by f and another node. This node is the end of the cycle, the outgoing
path. So, at this point, we add a choice node (or increase the existing one) and
link the loop to the choice node, in the way described in the previous section.

During the comparison of the candidate nodes, we can use the information on
the number of nodes labeled by a given label g. If, in the comparison, we come
to such a label and the number of nodes labeled by ¢ is too little, then we can
stop the comparison.

When the size of the sequence of labels becomes too big, the computation of
the number of nodes labeled by such labels might become too costly. Then, we can
approximate the tree schema so that we force the apparition of a finite cycle. The
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advantage of this approximation compared to the approximation by an infinite
cycle is that the approximation by finite cycle is more precise. Moreover, we
can still have some information on the number of times we go through the cycle,
whether it is increasing, to decide whether the approximation was appropriate.

7.3.3 Maximal Folding

When we have a cycle linked to a choice node counter, such as the ones that can
be automatically discovered, we want to fold it as much as possible. Because of
its finitery nature, we cannot use the same algorithm as for infinite cycles. We
show an example where there is a folding which is not resolved by the algorithms
of chapter 3:

Example:

g
1
g /CY
Cl/o/ fo  with a(n) =0 iff n < 41
O~ =
\
a
is the same as
g [0
L0
O~= witha(n) =0iff n <42
\
a

O

This problem is easily solved by modifying slightly the keys associated with
the cycle in the sharing algorithms. The normal key for the choice node that
is linked to the counter is replaced by its father, and if we build such a node,
we increase the value of the number of times the cycle is to be followed (in the
counter function).

7.4 Modified Algorithms

In order to use tree schemata with counters, we need to modify the algorithms
on tree schemata. Thanks to the separation between skeletons and relations, and
to the locality of links, the modifications are very light. We will describe them
referring to the algorithms of chapter 6. The only interactions we consider in
detail in this section are the influence of the counters over the decision process
(in the relations, through counter function), and the choice node counters.
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7.4.1 Global Information and Forgetting

The only information we need to add to the global informations used when go-
ing through the tree schemata is the value of the counters. With this simple
extension, and by taking into account the value of the counter functions each
time we perform a G(l) () OF @ G! _,, we can keep the constructive definition of
section 5.3.6 (page 99), and we have the new definition of the set represented by
a tree schema with counters. The initial global information extends to counter
values, as the current external values, if any, and for choice node counters, the
initial value is 0. Choice node counters are incremented by one each time we go

through the appropriate child of the appropriate choice node.

When we want to compute local informations, we need to forget the global
information, after taking it into account in the links. It is the case for example
at the end of the computation of the projection of tree schemata. It is also a
necessary step before computing the inclusion or the intersection of the relations,
so that the counter functions of the two tree schemata be in phase.

When we want to get rid of the global information (forget it), we just have
to change the counter functions according to the current value of the choice node
counters. Because each time we start a new evaluation the value of choice node
counters is 0, we just replace every counter function o depending on the choice
node counter n by o/(n) = a(n + k), where k is the value of the counter in the
global information.

7.4.2 Inclusion and Loops

Tree schemata inclusion testing consists in skeletons and finite parts of the re-
lation inclusion testing, then infinite relations testing. With counted loops, we
can have very big finite loops, and it would be too costly to unfold entirely those
loops. So, the inclusion will go as for the simple tree schemata, but we will also
compute the inclusion of finite loops with the infinite relations. To isolate the
finite loops, we do as for infinite relations, we stop the inclusion testing of the
skeletons as soon as we loop. The scope of the choice node counter is the root of
its cycle.

The idea is that instead of following the loops, we jump directly to the values
of the counters that change the values of the counter functions. We keep the
pairs of values in memory, and we iterate until no other change in the value of
the counter functions is possible by increasing the counters, or the only possible
pairs of value have already been encountered.

Each time we make a jump with a counter, we compute the new counter
functions, as described above, and we compare the choice nodes that are linked
to these counter functions with the appropriate node of the other tree schema.
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Example: We compare the following tree schemata:

with a(n) =0 iff n < 41

io,l s

e

p
g
O~ = with 3(z,7) = 1 iff (i + j) = 41 mod 42

\

a

On the first comparison of the choice nodes, n = 0,7 =10, j =0, so « = 0 and
B = 0, so we just compare the left child. This comparison holds true. Then we
jump to n = 41, ¢ = 41. This time, we just go to the right child, and in the
loop, we have i = 41, j = 1, so we compare agaian with the left child of the
choice node of the second tree schema. This time again, the comparison holds
true. Finally, we jump to ¢ = 82, and we compare the right child. This time, we
can conclude that the first tree schema is not included in the second one. O

Concerning the inclusion testing of the infinite behavior, it can be performed
when we have tested the finite loops. It is not modified by the counters.

7.4.3 Intersection and Counter Functions Merging

The adaptation of the intersection algorithm on tree schemata with counters
shows all the problems that are raised by any other fundamental algorithms on
tree schemata (union, projection...). We show how to solve these problems for
intersection, but the solutions are the same for the other algorithms.

To compute the intersection of two tree schemata with counters, we need
to compute the new relations, between new counter functions, if any. Indeed,
before computing the intersection of the relations, we need to merge the counter
functions.

Adaptation to the New Skeleton

The first step is the adaptation of the counters and counter functions to the
new skeleton (the intersection of the skeletons of the tree schemata). In this new
skeleton, cycles may be unfolded, either by root unfolding or cycle growth. In case
of root unfolding of a counted cycle, we count the number k of such unfoldings,
and we replace o depending on the counter n by o/(n) = a(n + k) (as for global
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information forgetting). In case of cycle growth, we count the number of cycle
growth and divide the counter between every inflated choice node. If the new
counters are named ng, ..., n;, &'(ng,...,n;) = a(ng + ...+ n;).

Counters Comparison

The second step consists in comparing the counters of the two tree schemata. As
for regular relation entries, we need to recognize when two counters count the
same loop. We can get rid of one counter name if and only if two choice nodes
are in the same loop (there is a path from one to the other and back to the first
one). Let N and M be two such choice nodes. We call iy, ..., i the counters of
the choices of N that lead to M, and jo, ..., j, the counters of the choices of M
that lead to N. We have Zi:o o = Y n_oJa- Thisis a necessary step to compare
the counter functions.

Counter Functions Comparison

The third step is the comparison of the counter functions. Only counter functions
which share some counter names need to be merged. In this case, we compute
the new counter function as the cartesian product of the original ones. If « is the
counter function of the first tree schema, and ( the counter function of the second
tree schema. We call p the common counters of a and 3, n the other counters
of a and m the other counters of 3. The merging of a and (3, v is defined
as y(n,p,m) = <a«(n,p),B(p,m)>. The extension of the relations to these
new values is obvious, we just consider in the decision diagram the appropriate
projection of the value: if R is the relation of the first schema, the new relation
is defined as R'(<a,b>) = R(a).

Verifying the New Tree Schema

Then we can compute the intersection of the relations. At this stage, we have a
tree schema representing the intersection, but we need to perform some verifica-
tions to transform the tree schema into a valid tree schema. This is performed for
links (as was described in chapter 6), as well as for counter functions or external
counters.

Concerning external counters, we just need to verify that the relation linked to
the counter is full. If it is not the case, then we must propagate the information
to the least choice node N such that every choice node in the link is a strict
subtree of N. If there is no such choice node, it means that for the values on
which the relation is false, the tree schema is empty. So we remove these values
from the mapping function. If there is a least such choice node N, then we add
N to the link, forbidding the choice of N leading to the original link for every
value on which the relation is false.
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Concerning counter functions, we can change the way the counters are com-
puted. First, we simplify the counter functions by going through the new tree
schema with global information in the way described in the previous subsection.
Such a traversal might suppress some parts of the skeleton. This suppressions
must be propagated, as for relations leading to an empty choice. If, after the
counter functions simplification we still have some values of the counter func-
tions on which the relation is false, then we add every choice node where this
counters are computed in the relation, forbidding those values. If the entry of
the counter function does not appear in the decision diagram, then we can get
rid of the counter function (and all the associated counters).

7.5 Conclusion

The extensions presented in this chapter showed another interest of the separation
between the skeleton part and the relational part of the set of trees. Thanks to this
separation, the addition of external counters was easy. We also added choice node
counters. Such counters can be automatically created during the computation
of tree schemata. The use of the counters in the tree schemata increases the
complexity of the algorithms on tree schemata. They are intended as a way to
perform smart approximations by numerical analysis of the counters. They offer
another tradeoff opportunity between precision and complexity.
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Chapter 8

Tree Based Abstract
Interpretations

In order to illustrate the possible usefulness of tree schemata, we briefly describe
different examples of abstract interpretations using sets of trees in their domains.
We compare the existing solutions to tree schemata and show the advantages of
our solution.

8.1 Model of Logic Programs

Abstract interpretation have been widely applied to logic programs. A general
presentation of the application of abstract interpretation of logic programs and
a survey of the different applications can be found in [CC92a).

The analysis we study here is the computation of the Herbrand model of logic
programs.

8.1.1 Syntax and Collecting Semantics

Let us first define the syntax of logic programs. We suppose that we have two
finite ranked sets of labels, F' and GG, and a set of variables, V. A term is a tree
labeled by F'UV. An atom is a tree labeled by F'UG UV, where the only subtree

p
labeled by G is the root. We write an atom ¢ Y | where p € (G, and each t; is a

tO tn71
term. A clause is a couple (head, body), such that the head is an atom and the
body is a finite sequence of atoms. We write a < aq...a,_1. A logic program is
a finite sequence of clauses.

A ground instance of a term t is a tree u such that there is a substitution
k: V— H(F) and u is the tree substitution of each variable X by x(X) in t. A
ground instance of a clause a < ag...a,_1 is a clause b < by ...b,_1 such that
there is a substitution x and b is the tree substitution defined by s on a and each

149
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b; is the tree substitution defined by the same s on a;. A logic program P defines
a set of ground instances of its clauses. We denote this set ground(P).

The standard semantics we chose for logic programs is a small step operational
semantics based on SLD resolution. The collecting semantics that we choose to
study is the backward semantics based on the Tp operator of [VEKT76]:

Tp(E)={a| Ja—ap...a,—1 € ground(P) such that each a; € E}

A model of the program P is a fixpoint of Tr. Generally, one uses the least model
of the program P. But the greatest model may be considered too: it is used for
example to manipulate infinite trees, as in [Col82, Col84], or to specify infinite
state systems in [CP98b].

8.1.2 Approximation of the Model

The semantic domain of the collecting semantics is P = p(H(F U G)). The
abstract domain we use is the set P¥ = 7S (FUG). The approximation ordering
is the inclusion ordering.

The Tp operator of a logic program P can be defined using a meta expression
in the way of section 5.4.2. If P contains only one clause a <« ay...a,, then
Tp(E)={{a:a1 € X,...a, € X}[} p where p(X) = E. If P contains more than
one clause, then the T operator corresponds to the union of the meta expressions
associated with every clause. Thus, if E is represented by a tree schema, we can
compute Tp(F) and represent it with a tree schema.

Example: Let P be the following logic program:

p(a,b)
p(b,a)
qX,Y) <« p&,Y)

p p q P
The meta expression representing 7'p is{ aY }U{ L\ }U{ A < X}.
a b b a XY XY

The iteration sequence computing the least fixpoint of the Tp operator will be:

X = O

X = O
l
a
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O
P/ \q
o= | >
0% 50
Lt
X, = X,

As long as the iteration sequence is finite, the fixpoint is represented by a
tree schema. When the iteration sequence is infinite, though, it is possible that
the fixpoint cannot be represented by a tree schema. In this case, anyway, we
need some way of acceleration of the iteration sequence, and the usual way in
abstract interpretation is the use of an approximation through widening. We
can use a widening using the choice node counters of section 7 which will fold
the finite cycles as soon as the counters are above a given constant. If we stop
the label numbering at a given depth, then the total size of the tree schema is
bounded. With the bound on the counters, it gives a finite set of tree schemata,
thus ensuring termination. Note also that if the meta expression have the limited
form of section 5.4.2, we can compute directly the fixpoint without performing
the iteration sequence.

Example: P is the following program:

p(f(X,X)) «— pX
p(a)

The beginning of the iteration sequence for the least fixpoint is:

X = O
p
=
p
!
O

X o=/ 0\
f
LLGJ
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It is obvious that a tree schema representing a fixpoint of 7}, would require an
infinite number of entry names. We have the following possible approximation
for Xy:

Tp (X4ﬁ) == a f
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We have Tp (Xﬁ) is included in X%, so X, is a post fixpoint of Tp. Indeed, we can
take Tp (X4ﬁ), which is also a post fixpoint and is a more precise approximation
of the least fixpoint of Tp. O

8.1.3 Comparison with Other Approaches

Earlier works concerning the approximation of the least Herbrand model of logic
programs were known under the name of type inference of logic programs (see
for example [Mis84, MR85, YS87]). These algorithms were not complete and the
results were very approximate due to the use of the cartesian closure approxima-
tion.

In [HJ90], Nevin Heintze and Joxan Jaffar proposed an improvement on type
inference using set based analysis: their analysis was more precise and the in-
ferred approximation was recursive. But due to cartesian approximation and the
rigid framework they used, they could not get the exact result on the first exam-
ple. Moreover, their representation uses many variable names, and in particular
introduces an exponential number of variable names during the computation of
the intersection. Thus, the representation was very inefficient. In fact, their rep-
resentation, and the use of cartesian approximation, could be as expressive as non
deterministic tree automata. It means that by tuning carefully the analysis (for
example using abstract interpretation techniques, as suggested in [CC95]), one
could get the exact meaning of the first example with the same approximation.

Abstract interpretation have been used to compute an approximation of the
least Herbrand model (see for example [HK87, BJ88, FS91]). These approaches
have been limited by the available abstract domains. Thus their answer on the
second example could not be as precise as with tree schemata.

8.2 Sets of Traces

The operational semantics of programs associates with a given program a set of
states and a transition relation over this set of states. For a given set of inputs,
the interpretation is a trace, starting from an initial state defined by the inputs
and following the relation from state to state until no other transition is possible
(or until we loop on a final state, if we require that the relation is total). Thus,
an alternative representation for the operational semantics of the program is a
set of traces. The exact shape of the traces depend on the particular semantics,
but we will see that they can always be represented by (possibly infinite) trees.
So, they are a good field of application for abstract interpretation based on trees.

Abstract interpretation of the execution traces was one of the initial applica-
tions of abstract interpretation. David Schmidt gave a recent presentation on the
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abstraction of a given trace by an abstract computation tree in [Sch98b]. Many
examples in this section are taken from his article.

8.2.1 Flowchart Semantics
Presentation

Flowcharts are one of the oldest representations of the semantics of imperative
languages. A flowchart is a graph labeled by program instructions. Each node in
the graph corresponds to a program point. There are two special nodes named
entry and exit. The nodes have one outgoing edge, except for the exit node which
has none and test nodes which have two outgoing nodes, one labeled by true,
and the other one labeled by false.

A state of the program is a couple <pp, p>, where pp is a program point
and p is an environment binding the different variables of the program to their
current values. The flowchart is a representation of the transition relation of the
program: each states <pp,p> — <pp/,p'> if there is an edge from pp to pp’ in
the flowchart, and if pp is a test point, then the edge is labeled by the evaluation
of the test in the environment p. The new environment p’ is computed by the
instruction in the node of pp.

Flowchart Semantics as Sets of Trees

It is obvious from the semantics that any state can be followed by at most one
state. It means that the execution trace of a program based on a flowchart
semantics is a (possibly infinite) word of states. Thus, the semantics of the
program can be equivalently represented by a set of words, or trees with labels of
arity at most one. This representation can be understood as a first computation
on the flowchart that loses no information, and that is convenient to express
properties of the program, such as dataflow properties or path properties.

The problem is that the set of states of a program is generally infinite, and
the set of traces is very difficult to represent in an explicit way (as opposed to
the flowchart, which is an implicit representation). One way of representing sets
of trees labeled by an infinite set of labels F' with tree schemata is the use of a
finite set of labels F¥, each new label abstracting elements of p(F'), such that F*
represents a partition of F.

In this way it is possible to have a tree schema representing a supset of the set
of traces. When the properties collected from the representation of the standard
semantics are dataflow properties, this approach corresponds to direct abstract
interpretation with finite abstract domain.
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Example: Consider the following (labeled) imperative program and its flow-
chart semantics:

entry
Pgary © P(2) :
P if z is even then T is even?22 s oxit
Py : T «— x div 2 true
Py Tzt r — x div 2
P : P(x)
Pend :

r «— x+1

We show a possible trace with entry z = 4 and a supset of the set of traces
represented by a tree schema using the abstract domain {0, e}, where o represents
the set of odd natural numbers and e the set of even natural number.
47 P? O

! N
47-Pdiv e,P? O,P?

! l
2, P+ €, Pd'

! !
3, P O
] N

P,

37Pend 0, e, P+
O

In [Sch98b], a given trace is approximated by a tree, which represents a set of
traces. The advantage of our point of vue is that there is no need for a complex
safety relation: the tree schema is a safe approximation if and only if it represents
a supset of the set of traces. The use of choice nodes allows the possibility of
specifying the infinite behavior of the program in the tree schema: if the program
were known to terminate, then we can add a relation on the second choice node
that excludes infinite loops.

Although the approximation by tree schemata allows better flexibility than
the classical behavior tree, the traces of flowchart semantics are mere words. It
means that the full complexity of tree schemata is not exploited and that we
could use a more efficient more specialized representation. So we present also a
semantics where the traces themselves are trees.

8.2.2 Big-Step Semantics

Big-step semantics represent the transition relation of programs in terms of in-
ference rule schemes. Big-step semantics are used to describe the semantics of
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higher order languages, or imperative languages with recursive interprocedural
calls. As above, a state of the program is a couple <pp,p> of program points
and environments. The inference rule schemes represent possible transitions and
compute return values. An inference rule is composed of an inferred sequent s
and a finite sequence of required sequents si, ..., s,. We write *=2*2_ A sequent
is a couple state-value. The transition relation derived from the set of inference
rule schemes is: a state S is derived to S’ if there is a rule % and there is
an 7 such that s; = 5’, v, the transitions before i return a value compatible with
the s;, and S’ returns v" and then the transition after ¢ return a value compatible
with the s;. Then the value computed by S is v. The execution trace of a pro-
gram with initial value is the tree corresponding to all the necessary steps used
to compute the return value.

We can still approximate the set of traces by a tree schema representing a
supset of the set of traces. Again, we use an approximation of the set of states.

Example: We present a small program written in a small functional language
containing conditional, recursive definitions and primitive operators on expres-
sions. The primitive operators will be denoted op, the expressions e and the
identifiers z,y, f,g. Environments map identifiers to values, which can be clo-
sures. Program points are identified to subexpressions. The inference rules are:

e,p,v e, p,true e9,p,v e, p,false ez, p,v

op(e), p, op(v) if e;then ejelse ez, p,v if ejthen egelse es3,p,v

recf(x).e,p, <p, f,x,e> x, p, p(x)
e, p, <p fliae> ey p v € pU{f =<y fia > =0} v
€169, P,V
Here is the small program we analyze, with the labels corresponding to its subex-
pressions:

p=recf(x).if even(z) then 1else f(zx div2)

pis = if pr then 1 else papp1  and Pappr = f(Paiv)
The following tree is the trace of p5 (i.e. p applied to 5):

5,0, 1
LT
5,0,5

p7®7 cl pif7p57]-
P2, Ps, false Papp1, Ps5, 2
| |
x7p575 f7p57cl pdiV7p572 pifap?al
557/)575 D2, p2,true 1,[)2,1

!

:L‘7p272
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cd = <0, f,x, pis>
pi = (el r—i)

The abstraction of the set of traces of p applied to an integer is:

where

po, 0,0 pe,(, 0

MM T
b, Y, C i

1

plfapeao

Ly

7, Pe, TrUE O, Pe, O

<;

pdiva ;00a o pdiva poa e

!

T, Po, O

Where the relation =; allows only finite loops:

/\
NN

false true

What is Gained with Tree Schemata

The approximation of the set of traces by tree schemata present many advan-
tages, compared with the behavior tree: there is a clear distinction between
necessary derivations and non-deterministic choices represented by (). This dis-
tinction allows better property extraction. The expressive power is better with
tree schemata, even compared with the so-called set-based abstraction presented
in [Sch98b]. The expressiveness is increased concerning the finite behavior when
dealing with trees and not only words. Concerning the infinite behavior, the
expressiveness is increased, even compared to the use of positive and negative
inference rules [IS98] in the behavior tree.

8.2.3 Parallel Programs: Fairness

Parallel programs semantics can be expressed using any of the previous seman-
tics, with the additional complexity that for a given program and a given initial



158 CHAPTER 8. TREE BASED ABSTRACT INTERPRETATIONS

state, we can derive many traces. Each trace corresponds to a possible order of
execution of the different parallel parts of the program. Such a semantics is called
the interleaving semantics [SNW94, vGG89] of the program.

We show a very simple example of parallel program and its interleaving se-
mantics to illustrate the expressive power of tree schemata with w-deterministic
relations.

Example: The following program sets the variable x to true, then executes in
parallel the loop while x do skip and sets the variable x to false.

X = true; |while X do skip||X = false]

The positions in the program are:
A Az || As]

In order to take into account the possibility that a parallel part of the program can
be terminated and the other parallel parts are stalled, we introduce the positions
F; and F3 and we allow Fy to be followed by F5. In this way the traces of the
program are necessarily infinite. The program is said to terminate if after some
point, we just have the states F, and Fj.

Under these assumptions, the set of traces of the program is:

A
1
O

ﬁ\)
25

We can express the termination property with a tree schema. The following
tree schema contains all terminating traces of programs with positions A;, As,
Ag, F2 and F33

0,2,4
% /j\xerm where Term = ”’/xb

A2 F2 Al F3 true
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So, to prove termination, we have to prove T' C F. We see that here, with
no additional assumption, it is not the case!. We will show that under a weak
fairness assumption, the program does always terminate. The proof is very easy.
The following tree schema expresses the weak fairness property:

Al 01 T 23
. N\
air where Fair = 01 C T,y T 3 2.3
%/\‘W\ \ /0’1
Ay By true

Then the semantics of the program under the fairness assumption is:

A
!
O

A x
2 Finy, = o & \1
cnNnT = Fln ~/Fin,  where " true
0 s
/ Fin, = N 1
F3 true

// \\
F; Fy

And we have CNT C F. O

This example shows how easy it is to manipulate non-trivial infinite behaviors
with tree schemata.

8.3 Other Applications

Many other abstract interpretations or analyzes may benefit from the use of tree
schemata. We present some of them very briefly.

8.3.1 Model Checking

Model checking [CES83] is a technique used to verify properties over systems,
such as hardware or software systems. When the system is finite, model checking

'In general, T is a supset of the set of traces, so we cannot conclude that the program does
not terminate. In order to do this, we can use subsets of the set of traces.
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uses compact symbolic representations, such as BDDs. When the system is too
big or infinite, model checking may benefit from abstract interpretation to reduce
the size of the systems to be explored. This seems to be a growing direction of
investigation in model checking (see for example [Bru93, CGL94, Dam96, Lev97,
Sch98al).

Properties of systems, especially temporal properties, tend to be expressed
over sets of trees, using logics such as CTL* [Tho88] or the modal p-calculus.
Models of systems using such tree representation would greatly benefit from the
symbolic representation using tree schemata. Because of their ability to express
complex infinite behavior, such as fairness, they would be well suited for these
logics. When analyzing programs, one could use the set of traces as defined in
the previous section, instead of the computation tree. In [ES88], it is noted that
the representation of the model as a set of traces instead of a set of states and a
relation is more general. In the more recent [KMM197], the adequacy of the use
of sets of trees to model parameterized systems is demonstrated.

8.3.2 Closure Analysis

In the set of states corresponding to a higher order functional program, we have
closures representing higher order functions. Abstracting the set of states so that
we can represent these closures during an analysis is a difficult problem. In a uni-
fied presentation of the problem, [JW95] presented a representation based on flow
graphs. Their presentation defines a hierarchy of instantiations of their frame-
work of growing accuracy and complexity (the simplest one, 0CFA is equivalent
to set-based analysis). In this framework, the tree schemata can be used as an
alternative representation for the flow graph, as in the set of traces case.



Chapter 9

Conclusion

9.1 Main Results

The main results of this thesis are a new representation for sets of trees and a
new representation for infinite relations.

The new representation for infinite relations is based on decision diagrams
and is an extension of BDDs. It defines a new class of infinite relations, w-
deterministic relations, which can be used as efficient approximations of regular
relations. Their expressiveness allows the representation of safety, liveness and
fairness properties (and many more).

The new representation for sets of trees is based on the decomposition of this
sets between a tree-shaped structural information and a relational information.
The new class of sets of trees it defines encompasses infinite tree automata and
tree automata with equality constraints between brothers. The representation
enforces maximal sharing of prefixes and the sharing of isomorphic sets of sub-
trees.

It allows the emptiness decision in constant time. Inclusion testing is decid-
able. If the relations are closed under intersection, the intersection of two tree
schemata is a tree schema. If the relations are moreover closed under union, then
the union of two tree schemata is also a tree schema. If we have approximation
strategies over relations, they carry over to tree schemata to compute approxi-
mations of intersection or union for example. With the same restriction, we can
compute projections and tree constructions on tree schemata.

Because of the decomposition at the heart of tree schemata, useful extensions
such as loop counting can easily be added. Thanks to their expressive power and
to the way they can handle approximations, tree schemata seem very well suited
for many tree based abstract interpretations.
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9.2 Future Work

9.2.1 Practical Usefulness

The main goal of the tree schemata is to allow practical and precise abstract
interpretations based on sets of trees. To this effect, we presented many algo-
rithms. Some of them were tested on prototype implementations in Java, but
they depend on many parameters that need to be tested with many experiments
in realistic conditions. Among this parameters, we can choose the representation
of relations, the best ways of approximating iteration sequences and the repre-
sentation of choice nodes. Moreover, the algorithms presented in the thesis give
a flavor of the way we can manage tree schemata, but some of them can certainly
be improved.

9.2.2 Negation

In this thesis, we did not mention negation, although this operation might be very
useful, in particular to be used in model checking. w-regular relations are closed
by negation, but w-deterministic relations are not. It is possible to approximate
the negation of w-deterministic relations, but it means that we need to carry over
a supset and a subset approximation.

Negation is a regular process, that is, if its input is regular, the process will
compute only a finite number of states. So we believe that tree schemata based
on w-regular relations can be closed by negation. Again, with less expressive (and
more practical) relations, we will need to carry over two approximations. It could
be feasible, and it would be interesting to have an idea of the complexity of such
an operation. It is possible that the addition of a specific negation node reduces
the complexity, but we need to be very careful that such a node does not tamper
too much with the sharing.

9.2.3 Extensions

In chapter 7, we presented some quite general extensions that increased consider-
ably the expressive power of tree schemata. These extension need to be furtherly
explored before we can state their usefulness.



Appendix A

List of

Symbols and Conventions

A.1 Widely Used Mathematical Symbols

N the set of natural numbers

o(E) the set of subsets of £

|E| the cardinal of the set F

& if and only if

= implies

dom(f) the domain of the partial function f

im(f) the image of the function f

f:E—=F the domain of the function f is £ and its codomain is in F
e Ei the cartesian product of the family of sets (FE;);er
Uier Ei the union of the family of sets (E;);cr

Nicr Ei the intersection of the family of sets (E;);er

E\F the set of elements of £ without the elements of F

A.2 Conventions for Other Mathematical Sym-

bols

lub< (F) the least upper bound of E for the partial ordering <
glb_ (E) the greatest lower bound of E for the partial ordering <
[n] the set of natural numbers smaller than n

[n, m| the set of natural numbers between n and m, m excluded
|ul the size of the word u

€ the empty word
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Ojell U;

the concatenation of the finite words u; in the total ordering
defined by <; (page 6)

A* the set of finite words over A

A¥ the set of infinite words over A

A the set of finite and infinite words over A

< the prefix relation on words

<% the alphabetic ordering on A*

T the closure in the set of infinite words of the set of finite words
L, with respect to the prefix ordering (page 7)

L¥(A) the set of infinite words recognized by the Biichi automaton
A

L*(A) the set of finite words recognized by the automaton .4

pos(t) the domain of the tree ¢

Arp the arity function associated with a set of labels L

H(L) the set of trees labeled by L and respecting its arity

Ly the subtree of ¢ in p, where p is a path of ¢

s<t 5 is a subtree of ¢

t{u\v] substitution of the subtree u of ¢ by v

Subtrees(t) the set of subtrees of ¢

Gy the set of nodes of the graph G

GF the set of edges of the graph G

0< the empty graph

<> the element of &),

Support(R) the support set of the relation R (page 13)

T(j) the projection of x (an element or a set) according to j (an
index, a set of indexes or an index name)

R.j—. the projection of R according to e (page 14)

A.3 Sets

and Operators Defined in the Thesis

The equivalence between two graph nodes, when they repre-
sent the same tree.

A.3.1 Relations

R= Ry ARy

the decomposition of the relation R in two independent rela-
tions (page 14)
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AllProj(R) the set of all possible projections of the relation R according
to any set of values (page 14)

Cicsj the vector e with its ™ and its j'" components exchanged

Rel The set of all possible relations with entry names and sets of
indexes subset of N* (page 44)

word (e) the word equivalent to the vector e

<u> the vector equivalent to the word u

nameg(e) the name associated with the entry e of the relation R

ename(R) the set of entry names of the relation R

Ry ~ R, the relations R; and R, are isomorphic (page 46)

Q(R) the recursive relation defined by the open relation R. If R is
not open, then the empty relation (page 48)

O(R, J,w) is the property stating whether the relation R projected ac-

cording to w on the set of indexes J is “square”. That is, if R is
a relation on §),; E;, O(R, J,w) is true if R.j—, = @,cp s Li-

el

nameiter(R, k)

is the property stating whether £ is a period of the entry names
of R. It is true if Vi € N, nameg(i + k) = nameg(7).

iter(R) the family of recursive relations associated with the regular
relation R (page 48)

infbehavez(p) | the set of indexes in the family of recursive relations (R;)icc
associated with the regular relation R such that whatever i
in this set of indexes, whatever <f> € R;, <pf> € R
(page 59)

R,(t) the w-deterministic relation represented by the decision dia-
gram t (page 62)

A.3.2 Tree Schemata

<F ordering on the set of labels F

O the choice node

Ho(F) the set of trees on F'J{O}

Ens(S) the set of trees represented by a skeleton S (page 89)

Sk(F) the set of skeletons on F

Sk (F) the set of sets of trees labeled by F' that can be represented
by a skeleton

1r the skeleton representing the set H(F') (page 92)

cps(9) the set of paths of S labeled by a choice
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choice(p) p can be a path or a choice node. In both cases, it is the
number of possible choices at this point

CS(S) the choice space of a skeleton S (page 93)

(S) the function defined by the skeleton S on its choice space
(page 93)

skel (T) the skeleton of the tree schema T

link (C) the link associated with the choice node C'

entry (C) the entry associated with the choice node C

rel (T) the relation on the tree schema T' (page 99)

Set(T) the set of trees represented by the tree schema 7T’

Ty the function that associates with every link of a tree schema
T the empty list (page 99)

G (l)(x) the set of possible choices for [ on entry name z, according to
the global information G (page 99)

Gl _, the new global information after taking the choice v for the en-
try x of the link [ while the global information is G (page 100)

TS(F) the set of tree schemata on F

TS (F) the set of sets of trees labeled by F' that can be represented
by a tree schema

t-1(T) the projection of the tree schema T according to the node =

of the tree ¢ (page 130)

the set of variables of the tree schema T
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Algorithms

B.1

Notations

Algorithms are always presented in a pseudo language for more generality. This
pseudo language is based on imperative languages. It uses mathematical no-
tations and English sentences, but also some key words and an indentation to
outline the control flow of the algorithms.

Each algorithm description starts with the name of the algorithm with a list
of arguments in brackets separated by a coma. The description of the algorithm
is then indented to show the extend of this description. This description consists
in a sequence of expressions to be executed in order.

do

else

is used to affect values to variables. The left hand side of the arrow is
the variable to be affected, and the right hand side is the new value for
the variable.

is used for comparison in tests. Its value, then, is either true or false.
It can be used as a statement, to remind the reader of some equalities.

followed by a membership expression (of the form = € F) and a do. It
loops on the following expression(s) for each elements of E. If there is
more than one expression, they are indented to show the extend of the
loop.

is used to start a sequence of expressions in a loop (such as V, for,
while). It can start a loop by itself. The sequence of expressions in the
loop can then be followed by a while followed by a test. The while is
on the same indentation as the do. The loop is performed until the test
is false.

see if.
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for

if

return

then

to

while

B.2

APPENDIX B. ALGORITHMS

followed by an affectation, to, a value, then do and one or more ex-
pressions. The affectation is on a variable z containing an integer. It
loops on the expression, increasing the value of x by one at the end of
each loop until it is greater than the value following to. If there is more
than one expression, they are indented to show the extend of the loop.

followed by a test which is delimited by a then, followed by one or
more expressions to be executed if the test is true, and an optional
else followed by one or more expressions to be executed if the test is
false. The range of then or else is expressed by an indentation. The
else of a given if is always on the same indentation as the if.

with an argument, is the end of the current execution of the algorithm.
The argument, if any, is the value computed by the algorithm. Note,
that any loop or any test in the current algorithm is ended.

see if.
see for.

followed by a test which is delimited by a do. If the test is true, it loops
on the following expression(s) while the test is true. The expressions
that are in this loop are indented. An alternative syntax describes the
same loop with at least one execution of the expressions. See do.

List of Algorithms

addKeys(dt) adds the keys corresponding to the recursive relation represented

by dt in the dictionary. (page 71)

bestOpen(R) returns the decision tree of the greatest open relation representing

the recursive relation R. (page 66)

compareRel(t, ty, S,dt) iscalled with an initial function S empty. Then returns

dt,(R)

dt,(R)

true if and only if ¢£; and t,, subtrees of dt, represent the same
subrelation of €2 (dt). (page 69)

returns the decision tree representing the w-deterministic relation R.
(semi-algorithm)

returns a decision tree representing R, where R is an open relation.
This decision tree is used to represent Q(R) if R is the greatest
open relation representing €2 (R). In the final representation, we use
dt,.,(R) to represent the open relation. (semi-algorithm)
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dt,.s(R)  returns the decision tree representing the regular relation R (before
elimination of redundant nodes). (semi-algorithm)

dtse(R) returns the decision tree representing R, where R is a finite union of
recursive relations. (semi-algorithm)

eqTree(M, N) returns true if and only if the two nodes M and N of a graph
represent the same tree (page 19)

inclusion(T,U) returns true if Set(T) C Set(U) (page 116)

inclusionChildren(T, U, Ty, A) computes the inclusion of the tree
schemata T and U labeled by the same label in F'.

instGlobRels(I', [, z,v,i) instantiates the global informations in I'
with the entry x of the link [ taking the value v. The
link [ is a link of the i*® tree schema.

inclusionRel(dt;,dts) returns true if every vector in the w-deterministic rela-
tion represented by decision tree dt; is in the w-deterministic relation
represented by the decision tree dts. (page 75)

inclusionSkel(7,U) returns true if Ens(T) C Ens(U) (page 115)

instantiate(dt,ntg,z,v) returns the decision tree and the name tree of the
relation R, (dt).,—, (page 76)

instNameTree(ntg,z) returns the name tree ntp where the first
occurrence of x have been removed.

interRel(dt,dty) returns the decision tree representing the w-deterministic
relation R, (dty) A R, (dts) (page 77)

intersection(7,U) returns the tree schema representing the intersection Set(7T')
and Set(U) (page 121)

interSkel(7,U) returns the skeleton representing the intersection of Ens(T)
and Ens(U) (page 120)

leastDeterministic(R) returns the MDD of the least w-deterministic relation
containing the regular relation R (page 80)

mdd(R) returns the MDD of the finite relation R (page 53)

mergeEntries(¢,s,n,S) is first called with n = 0 and S empty. ¢ and s are the
trees representing the entry names of the regular relations R and S.

It returns a tree representing a set of entry names which is compatible
with both R and S. (page 74)
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projection(t,x,T") returns the projection of the tree schema T on the tree ¢

according to the variable = (page 132)

projSkel(t,z,T) returns the projection of the skeleton 7" on the tree ¢ according

to the variable = (page 131)

recCons(t,x) returns the tree ¢ where every subtree labeled by = have been

replaced recursively by ¢. (page 39)

representation(t) returns a node (in a graph) representing the tree t. This

share(G)

representation of ¢ is unique, as long as we always use the two dic-
tionaries D and Dg. (page 25)

represent(t,T’) is the recursive algorithm for representation. It
finds out the cycles with the help of the set of trees
above the current tree, 7. When a cycle is found, calls
for representCycle.

representCycle(/N) returns the uniquely determined node repre-

senting the same tree as N which is in a cycle.

modifies the graph G (by merging some of its nodes) so that any
couple of different nodes of G represent different trees (page 20)

initiateBlocks(NN) creates the partition Blocks of the graph ac-
cording to the labels of the graphs

shareWithDone(/N) N is a node of a graph labeled by partial keys. If this node

represent the same tree as one of the nodes that can be reached
through the partial keys, returns true. Must be called with empty
dictionaries Dp and Dg. If the algorithm returns true, then the
node equivalent to N is stored in Dg(N). (page 26)

tryShare(M, N,i,0) is used to determine whether the node M is
equivalent to the already treated node N or any node
reachable from N. We have M.: = O which is already
treated and is used to restrain the number of calls to
compareWithDone.

compareWithDone(M, N) determines whether the node M repre-
sents the same tree as the node N which is already in D
(and so a representation with maximal sharing).

treeKey(N) returns the tree that is the key of the node N of a strongly con-

nected graph (page 22)
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treeMap(N,F) recursively applies the function F to the tree represented by the
node N, and returns the result of this operation. We suppose that a
fixpoint strategy is available for F. (page 36)

treeSubst(ty,x,t2) The substitution of the label « by the tree t5 in the tree ¢;
(page 38)

unavoidableSet(dt) returns the set of unavoidable relations defined by the de-
cision tree dt. (page 71)

unfoldTrue(t,r) returns the decision tree ¢t where every true node reachable
without going through a iter is replaced by r. (page 77)

unionRel(dty,dts) returns the decision tree of the least w-deterministic rela-
tions containing the union of the two w-deterministic relations rep-
resented by the decision trees dt; and dt,. (page 81)

unionSkel(7,U) returns the tree schema representing the union of the two
skeletons 7" and U (page 125)

unionWithLinks(7, U, A) returns the skeleton of the union of 7" and
U and the set of union links informations collected in the
process.

makeUnionLink(L,T") adds to 7' the links described in the union
link information L.
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