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Abstract

Malicious softwares or malwares for short have become a major security threat. While originating in criminal behavior, their impact are also influenced by the decisions of legitimate end users. Getting agents in the Internet, and in networks in general, to invest in and deploy security features and protocols is a challenge, in particular because of economic reasons arising from the presence of network externalities. Our goal in this paper is to model and quantify the impact of such externalities on the investment in security features in a network.

We study a network of interconnected agents, which are subject to epidemic risks such as those caused by propagating viruses and worms. Each agent can decide whether or not to invest some amount to self-protect and deploy security solutions which decreases the probability of contagion. Borrowing ideas from random graphs theory, we solve explicitly this ‘micro’-model and compute the fulfilled expectations equilibria. We are able to compute the network externalities as a function of the parameters of the epidemic. We show that the network externalities have a public part and a private one. As a result of this separation, some counter-intuitive phenomena can occur: there are situations where the incentive to invest in self-protection decreases as the fraction of the population investing in self-protection increases. In a situation where the protection is strong and ensures that the protected agent cannot be harmed by the decision of others, we show that the situation is similar to a free-rider problem. In a situation where the protection is weaker, then we show that the network can exhibit critical mass. We also look at interaction with the security supplier. In the case where security is provided by a monopolist, we show that the monopolist is taking advantage of these positive network externalities by providing a low quality protection.
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1 Introduction

Negligent users who do not protect their computer by regularly updating their antivirus software and operating system are clearly putting their own computers at risk. But such users, by connecting to the network a computer which may become a host from which viruses can spread, also put (a potentially large number of) computers on the network at risk [1, 2]. This describes a common situation in the Internet and in enterprise networks, in which users and computers on the network face epidemic risks. Epidemic risks are risks which depend on the behavior of other entities in the network, such as whether or not those entities invest in security solutions to minimize their likelihood of being infected. [23] is a recent OECD survey of the misaligned incentives as perceived by multiple stakeholders. Our goal in this paper is to analyze the strategic behavior of agents facing such epidemic risks.

The propagation of worms and viruses, but also many other phenomena in the Internet (such as the propagation of alerts and patches), can be modeled using epidemic spreads through a network[25, 26, 10]. As a result, there is now a vast body of literature on epidemic spreads over a network topology from an initial set of infected nodes to susceptible nodes [10, 16]. However, much of that work has focused on modeling and understanding the propagation of the epidemics properties, without considering the impact of network effects and externalities.

There are network effects if one agent’s adoption of a good (here self-protection) benefits other adopters of the good (a total effect) and increases others’ incentives to adopt it (a marginal effect) [9]. In our case, we have a total effect since when an agent invests in self-protection, it will reduce the impact of the virus: typically the anti-virus software will detect the virus and will not propagate it. Note that when an agent self-protects, it benefits not only to those who are protected but to the whole network. Indeed there is also an incentive to free-ride the total effect. Those who invest in self-protection incur some cost and in return receive some individual benefit through the reduced individual expected loss. But part of the benefit is public: the reduced indirect risk in the economy from which everybody else benefits. As a result, the agents invest too little in self-protection relative to the socially efficient level. A similar result is well-known in public economics: in an economy with externalities, the equilibrium outcomes is generally inefficient. Since Varian [24], this aspect of security has been well studied and the efficiency loss (referred to as the price of anarchy) has been quantified in various models [12, 13, 21, 22]. In this paper, we go one step further and we carefully analyze the main difference to other adoption problems which is that even non-adopters (i.e. persons who do not invest in security) benefit from security investments of others. We show that the network externalities have a public part and a private one. As a result of this separation, some counter-intuitive phenomena can occur: there are situations where the incentive to invest in self-protection decreases as the fraction of the population investing in self-protection increases.

In order to study the network externalities, we build on a ‘micro’-model first introduced in [19] and [18]: strategic agents are interconnected on a graph on which an epidemic takes place. Each agent can decide whether or not to invest some amount in self-protection. This decision modifies the probability of contagion of this agent and in turn, modifies the dynamic of the epidemic on the graph. We will see that our simple model of epidemic risks allows to capture the possible trade-off between the positive externalities of the total effect (investing in security benefits others) and a
negative marginal effect (decreasing incentive to invest in security). In particular, we are able to compute the network externalities function used in the macro approach as developed by Katz and Shapiro [14] and Economides and Himmelberg [8]. To the best of our knowledge, our Theorem 2 is the first rigorous computation of this macro function from parameters of a micro-model in the context of security. It allows to understand how the network externalities are affected by the various parameters of the epidemic and security technology. In this paper, we show the importance of the quality of the protection. In a situation where the protection is strong and ensures that the protected agent cannot be harmed by the decision of others, we show that the situation is similar to a free-rider problem. However, in a situation where the protection is weaker, then we will see that the network exhibits critical mass. We will show that in both cases, there is a market failure but the nature of the (inefficient) equilibria are very different. Understanding these differences is crucial for the elaboration of mechanisms to resolve this market failure. For example, tipping phenomenon can only occur in the case of weak protection. Our model allows to characterize the range of the parameters for which such a cascading adoption of security can occur. We also show non-trivial relation between the quality of the self-protection and its adoption in the population (break of monotonicity). As a consequence, we show that a monopolist has no incentive to provide a high quality protection. This result challenges the traditional view according to which ‘security is a public good problem’ and proposes new insights in the situation observed on Internet, where under-investment in security solutions and security controls has long been considered an issue.

Recent work which did model network effects related to decision-making under risk, has been limited to the simple case of two agents, i.e. a two-node network. For example, reference [15] proposes a parametric game-theoretic model for such a situation: agents decide whether or not to invest in security and agents face a risk of infection which depends on the state of the other agent. The authors show the existence of two Nash equilibria: all agents invest or none invests. However, their approach does not scale to the case of a large population, and it does not handle various network topologies connecting those agents. Our work addresses precisely those limitations. Aspnes et al. in [3] followed a different approach and explored another possible extension where the information structure is radically different from ours: each agent is able to observe each other behavior and then compute her own probability of being infected. As explained in Section 2.1, we assume that much less information is available to the agents: in our model only global averaged (over the population) quantities are known to the agents.

The rest of the paper is organized as follows. In Section 2, we describe our model for epidemic risks and give a relevant example: botnets. In Section 3, we connect our model to the macro approach and compute the network externalities function. We also analyze the strong and weak protection cases. In Section 4, we explore the implications of the properties of the demand system for the pricing strategies that security providers may adopt under different conditions. In Section 5, we conclude the paper.

2 A Model for Epidemic Risks

In this section, we consider the case of economic agents subject to epidemic risks. We first describe our model and then give an example of application from Internet: botnets.
We model agents as strategic players. An agent can invest some amount in self-protection. Each agent has a discrete choice regarding self-protection: if she decides to invest in self-protection, we say that the agent is in state $S$ (as in Safe or Secure). If the agent decides not to invest in self-protection, we say that she is in state $N$ (Not safe). If the agent does not invest, her probability of loss is $p^N$. If she does invest, for an amount which we assume is a fixed amount $c$, then her loss probability is reduced and equal to $p^S < p^N$.

In state $N$, the expected final wealth of the agent is $p^N(w - \ell) + (1 - p^N)w$, where $w$ is her initial wealth and $\ell$ is the size of the possible loss; in state $S$, the expected final wealth is $p^S(w - \ell - c) + (1 - p^S)(w - c)$. Therefore, the optimal strategy is for the agent to invest in self-protection only if the cost for self-protection is less than the threshold

$$c < (p^N - p^S)\ell.$$  

(1)

In order to take her decision, the agent has to evaluate $p^N$ and $p^S$. We explain how in the next section.

### 2.1 Epidemic risks for interconnected agents

Our main model for the epidemic risks is very general. For the sake of clarity, we present a simplified version here and refer to Section 3.2 for a generalization. The only requirement essential to our analysis is that the losses are random (possibly dependent among the population) but the empirical probability of loss (over the population) depends only on the state of the agent being either in state $S$ or in state $N$.

Our model for the spread of the attack is an elementary epidemic model. Agents are represented by vertices of a graph and face two types of losses: direct and indirect (i.e. due to their neighbors). We assume that an agent in state $S$ cannot experience a direct loss and an agent in state $N$ has a probability $p$ of direct loss. Then any infected agent contaminates neighbors independently of each others with probability $q$ if the neighbor is in state $S$ and $q^+$ if the neighbor is in state $N$, with $q^+ \geq q$. We will consider random families of graphs $G^{(n)}$ with $n$ vertices and given vertex degree [4]. In all cases, we assume that the family of graphs $G^{(n)}$ is independent of all other processes. All our results are related to the large population limit ($n$ tends to infinity). In particular, we are interested in the fraction of the population in state $S$ (i.e. investing in security) and denoted by $\gamma$.

We now explain how the equilibria of the game are computed. We consider a heterogeneous population, where agents differ in loss sizes only. We denote by $\ell_i$ the loss size of agent $i$. The cost for protection is denoted by $c$ and should not exceed the possible loss, hence $0 \leq c \leq \ell_i$. We model this heterogeneous population by taking the sequence $(\ell_i, \ i \in \mathbb{N})$ as a sequence of i.i.d. random variables independent of everything else. The parameter $\ell_i$ is known to agent $i$ and varies among the population. We denote by $F$ its cumulative distribution and by $F^{-1}$ its inverse.

Note that the stochastic process of the losses depends on the state of the agent but her strategic choice given by (1) depends on the probabilities of experiencing a loss in state $N$ and $S$. Clearly, the decision made by the agent depends on the information available to her and modelling the information sharing among the agents is an intricate question [11]. We will make a simplifying assumption: only a global information is available to the agents. More precisely, for a fixed fraction of the population $\gamma$
investing in security, we define \( p^S(\gamma) \) and \( p^N(\gamma) \) as the corresponding probabilities of loss averaged over the population, conditionally on the decision to invest in self-protection \( S \) or not \( N \). These quantities can be computed as a function of the parameters of the epidemic \( p, q, q^+ \) and of the graph thanks to a Local Mean Field analysis as explained in [18]. We assume that these quantities are known to each agent. Hence agent \( i \) can compute the quantities \( c_i(\gamma) = (p^N(\gamma) - p^S(\gamma))\ell_i \) and then decide her optimal strategy: to invest in \( S \) if \( c < c_i(\gamma) \), and no investment otherwise.

In particular, we can now compute the decision of each agent as a function of her private information \( \ell_i \) and \( p^S(\gamma), p^N(\gamma) \). Hence we can deduce the fraction of the population investing in security as a function of these \( p^N(\gamma) \) and \( p^S(\gamma) \), so that the equilibria of the game \( \gamma^* \) are given by a fixed point equation, see (3) below. Our model corresponds to a fulfilled expectations formulation of network externalities as in [14], [7], see Section 3.1 below. Our epidemic risks model is a simple one-period game and agents have no possibility of learning the value of \( \gamma \). Hence each agent has to make a guess for the value of \( \gamma \) and also knows that other agents are in the same situation. The rational guess is \( \gamma^* \) if the agents know the parameter of the epidemic, of the graph and the distribution of types \( F \). Hence the information structure of our game is crucial and is as follows: the private information of each agent is the size of her possible loss while the general distribution of these losses among the population is public; agents are not able to observe the behavior of others and know the parameters of the epidemic and of the underlying graph.

### 2.2 An example: Botnets

We now show how our model captures the main features of viruses, worms or botnets. The relevance of studying botnets is accredited by the last Symantec Internet Security Threat Report: “Effective security measures implemented by vendors, administrators, and end users have forced attackers to adopt new tactics more rapidly and more often. Symantec believes that such a change is currently taking place in the construction and use of bot networks. Between July 1 and December 31, 2007, Symantec observed an average of 61,940 active bot-infected computers per day, a 17 percent increase from the previous reporting period. Symantec also observed 5,060,187 distinct bot-infected computers during this period, a one percent increase from the first six months of 2007.”

A bot is an end-user machine containing software that allows it to be controlled by a remote administrator called the bot herder via a command and control network. Bots are generally created by finding vulnerabilities in computer systems, exploiting these vulnerabilities with malware and inserting malware into those systems. The bots are then programmed and instructed by the bot herder to perform a variety of cyber-attacks. When malware infects an information system, two things can happen: something can be stolen and the infected information system can become part of a botnet. When an infected information system becomes part of a botnet it is then used to scan for vulnerabilities in other information systems connected to the Internet, thus creating a cycle that rapidly infects vulnerable information systems.

Our model is particularly well-suited to analyze such threats. Recall that we defined two types of losses: direct losses could model the attack of the bot herder who infects machines when he detects it lacks a security feature and then indirect losses would model the contagion process taking place without the direct control of the bot herder. Note that the underlying graph would model the propa-
gation mechanism as file sharing executables or email attachment. In particular it does not necessary correspond to a physical network but it can also be a social network.

Clearly our model is a very simplified model of botnets observed on the internet. However, security threats on the internet are evolving very rapidly and our model captures their main features which are more stable.

3 Network externalities

In this section, we compute the fulfilled expectation demand and the network externalities function.

3.1 Connection with the “Macro” Approach

Following Economides [7], a macro approach is a methodology that directly assigns network externalities into the model. Katz and Shapiro [14] introduced the concept of fulfilled expectations equilibrium to model these externalities. They model network externalities through a function that captures the influence of network size expectations on the willingness to pay for the good provided through the network and study their consequences.

Our approach is “micro” and we show in this section how it allows us to compute the network externalities function explicitly as a function of the parameters of the epidemic. We assume that agents expect a fraction $\gamma^e$ of agents in state $S$, i.e. to make their choice, they assume that the fraction of agents investing in security is $\gamma^e$. For an agent of type $\ell$, the willingness to pay for self-protection in a network with a fraction $\gamma^e$ of the agents in state $S$ is given by (1) and equals $(p^N(\gamma^e) - p^S(\gamma^e))\ell = h(\gamma^e)\ell$. Note that it corresponds exactly to the multiplicative formulation of Economides and Himmelberg [8] which allows different types of agents to receive differing values of network externalities from the same network.

Given expectations and cost, all agents with type $\ell \geq c/h(\gamma^e)$ will invest in self-protection, so that the size of the network is $\gamma = 1 - F(c/h(\gamma^e))$. Hence following [8, 7], we can define the willingness to pay for the last agent in a network of size $\gamma$ with expectation $\gamma^e$ as

$$d(\gamma, \gamma^e) = h(\gamma^e)F^{-1}(1 - \gamma).$$

In equilibrium, expectations are fulfilled so that $\gamma^e = \gamma$. Thus the mapping

$$d(\gamma) := d(\gamma, \gamma) = h(\gamma)F^{-1}(1 - \gamma)$$

(2)

defines the value(s) for the fraction of population in state $S$ that can be supported by a fulfilled expectations equilibrium for a given cost. The function $h$ is the network externalities function and $f(\gamma) = h(\gamma) - h(0)$ measures the network effect. We show in the next section how our micro-model allows to compute these functions.

In particular, if the cost $c$ is given and exogenous, then the possible equilibria of the game are given by the same equation as in [8]:

$$c = d(\gamma^*).$$

(3)
However, the welfare maximization problem is different. In the model of [8] for the FAX market, when a new agent buys the good (a FAX machine), he has a personal benefit and he also increases the value of the network of FAX machines. This is a positive externality which is felt by the adopters of the good. In our case, when an agent chooses to invest in security, we have to distinguish between two positive externalities: one is felt by the agents in state S and the other is felt by the agents in state N. The ‘public externalities’ felt by agents in state N is \( g(\alpha) = p_N(\alpha)p_N(0) \), whereas the ‘private externalities’ felt only by agents in state S is \( g(\alpha) + h(\alpha) = p_N(0)p_S(\alpha) \). We now show that this modification has a strong implication. The social welfare function is:

\[
W(\alpha) = g(\alpha) \int_0^z F_1(1u) du + (g(\alpha) + h(\alpha)) \int_0^z F_1(1u) du;
\]

where \( g(\alpha) \int_0^z F_1(1u) du \) is the gross benefit for the fraction of agents in state N and \( g(\alpha) + h(\alpha) \int_0^z F_1(1u) du \) for the fraction of agents in state S and \( c(\alpha) \) are the costs. If \( W(\alpha) \) is concave in \( \alpha \), the social planner’s optimum is defined by the first order condition:

\[
W_0(\alpha) = h(\alpha)F_1(1\alpha)c + h_0(\alpha) + g_0(\alpha) \int_0^z F_1(1u) du + g_0(\alpha) \int_1^z F_1(1u) du;
\]

In particular, from (3), we see that \( W_0(\alpha) > 0 \), so that we have the following general result:

**Theorem 1** For the epidemic risks model, there are positive public externalities (felt by agents not investing in protection) and larger private externalities (felt by the self-protected population only). As a result, the equilibria of the game are always socially inefficient.

Note that this theorem is true as long as the probabilities of loss \( p_N(\alpha) \) and \( p_S(\alpha) \) are non-increasing functions of \( \alpha \), the fraction of the population investing in security. In the rest of the paper, we will specialize this theorem to our epidemic risk model. We will quantify the efficiency loss and characterize the possible equilibria.

3.2 Strong and Weak protections

In this section, we analyze the impact of the quality of the protection. With strong protection, the private externalities are high and do not depend on \( \alpha \), the fraction of the population investing in security. On the other hand, the public externalities increase significantly with \( \alpha \) so that the situation is similar to a free-rider problem. With weak protection, both private and public externalities increase significantly with \( \alpha \). However, for low values of \( \alpha \) (i.e. when the network is relatively insecure), the private externalities increase faster than the public ones whereas for high values of \( \alpha \), the public externalities increase faster than the private one. As a result, we show that the network exhibit critical mass arising from a coordination problem.

Recall that \( p \) is the probability of direct loss in state N and \( q + i \) is the probability of contagion in state N. We think of these parameters as fixed. Hence the only variable parameter of the epidemics is \( q \), the probability of contagion in state S.
The computation presented in this section are done for the standard Erdős-Rényi random graphs which has received considerable attention in the past [4]: \( G(n) = G(n, \lambda/n) \) on \( n \) nodes \( \{0, 1, \ldots, n-1\} \), where each potential edge \((i, j), 0 \leq i < j \leq n-1\) is present in the graph with probability \( \lambda/n \), independently for all \( n(n-1)/2 \) edges. Here \( \lambda > 0 \) is a fixed constant independent of \( n \) equals to the (asymptotic as \( n \to \infty \)) average number of neighbors of an agent. A mathematical treatment for general graphs is given in [18] and the following theorem follows from Section 4.1 in [18].

**Theorem 2** The following fixed point equation:

\[
x = 1 - \gamma e^{-\lambda qx} - (1 - \gamma)(1 - p^+)e^{-\lambda q^+x},
\]

has a unique solution \( x(\gamma, q) \in [0, 1] \). The network externalities function is given by

\[
h(\gamma) = e^{-\lambda qx(\gamma, q)} - (1 - p^+)e^{-\lambda q^+x(\gamma, q)}
\]

We will consider two cases:

- Strong protection: an agent investing in self-protection cannot be harmed at all by the actions or inactions of others: \( q = 0 \).

- Weak protection: Investing in self-protection does lower the probability of contagion \( q \leq q^+ \) but it is still positive.

For the sake of clarity, we also assume that \( \ell \) is fixed, i.e. the population is homogeneous.

### 3.3 Strong protection

In this case, we have \( p^S(\gamma) = 0 \) so that \( h(\gamma) = p^N(\gamma) \) which is clearly a non-increasing function of \( \gamma \) as depicted on Figure 1.

![Figure 1: Network externalities function for strong protection as a function of \( \gamma \); \( \lambda = 10, q^+ = 0.5, p = 0.01 \).](image)

As \( \gamma \) the fraction of agents investing in self-protection increases, the incentive to invest in self-protection decreases. In fact, it is less attractive for an agent to invest in self-protection, should others then decide to do so. As more agents invest, the expected benefit of following suit decreases since
there is a lower probability of loss. Hence there is a unique equilibrium point which is given by (3) as the function $\gamma \mapsto d(\gamma)$ is non-increasing.

However, there is a wide range of parameters for which this equilibrium is not socially optimal because agents do not take into account the positive externalities they are creating in determining whether to invest or not. We refer to [18] for a precise computation of the efficiency loss (referred to as the price of anarchy).

### 3.4 Weak protection

In this case, the map $\gamma \mapsto h(\gamma)$ can be non-decreasing for small value of $\gamma$ (see Figure 2). Hence the network can exhibit a positive critical mass [7]: if we imagine a constant cost $c$ decreasing parametrically, the network will start at a positive and significant size $\gamma^0$ corresponding to a cost $c^0$. For each smaller cost $c^1 < c < c^0$, there are three values of $\gamma^*$ consistent with $c$: $\gamma^* = 0$; an unstable value of $\gamma^*$ at the first intersection of the horizontal through $c$ with $d(\gamma)$; and the Pareto optimal stable value of $\gamma^*$ at the largest intersection of the horizontal with $d(\gamma)$.

![Network externalities function for weak protection as a function of $\gamma$](image)

Figure 2: Network externalities function for weak protection as a function of $\gamma$; $\lambda = 10$, $q^+ = 0.5$, $p^+ = 0.01$ and $q = 0.1$

The multiplicity of equilibria is a direct result of the coordination problem that arises naturally in typical network externalities model. The analysis of this case for $q = q^+$ was done in [19], in particular the efficiency loss was computed (see Proposition 5), and see [18] for general $q$.

We saw that in the strong protection case, there is only one possible equilibrium. Hence we can compute the value $q^*$ for the parameter $q$ under which the positive critical mass effect disappears. Figure 3 gives the ratio $q^*/q^+ < 1$ as a function of $q^+$. For $q > q^*$, there are several equilibria which are possible whereas for $q < q^*$, there is only one equilibrium.

The positive critical mass effect happens because for small values of $\gamma$, the marginal private externalities are higher than the marginal public externalities, whereas for high values of $\gamma$, the converse is true. This is due to the following fact: when a new agent invests in self-protection, it lowers both probabilities of losses for agents in state $N$ form $p^N(\gamma)$ to $p^N(\gamma) - \delta^N(\gamma)$ and for agents in state $S$ from $p^S(\gamma)$ to $p^S(\gamma) - \delta^S(\gamma)$. $\delta^N(\gamma)$ can be thought of as the public benefit given to the whole population by the adoption of self-protection by a new agent and $\delta^S(\gamma) - \delta^N(\gamma)$ as the benefit provided to the
other adopters of self-protection. For small values of $\gamma$, we have $\delta^S(\gamma) - \delta^N(\gamma) > 0$ (see Figure 4) so that the benefit received by other adopters is higher than for non-adopters, whereas for high values of $\gamma$, we have $\delta^S(\gamma) - \delta^N(\gamma) < 0$ so that the public benefit is actually higher than the benefit provide to other adopters.

3.5 Discussion

We have shown that both situations with strong or weak protections exhibit externalities and that the equilibria are not socially optimal.

In the case of strong protection, the situation is similar to the free-rider problem which arises in the production of public goods. If all agents invest in self-protection, then the general security level of the network is very high since the probability of loss is zero. But a self-interested agent would not continue to pay for self-protection since it incurs a cost $c$ for preventing only direct losses that have very low probabilities. When the general security level of the network is high, there is no incentive for investing in self-protection. This results in an under-protected network.

Note that in this case, if the cost for self-protection is not prohibitive, there is always a non-negligible fraction of the agents investing in self-protection. In the case of weak protection, the situation is quite different since there is a possible equilibrium where no agent at all invests in self-
protection. There is a range for the parameter $c$ such that the population is 'trapped' in state $N$ whereas for the same values of the parameters, the situation where a large fraction of the population is investing would be a sustainable equilibrium point. Even if a small fraction of agents does invest, and so raises the general level of security of the network, it is not sufficient for the benefit obtained by investing in self-protection for a new agent to be larger than the cost of self-protection. However, this may happen if a sufficiently large fraction of the population invests in self-protection. There is a possibility of tipping or cascading: inducing some agents to invest in self-protection will lead others to follow suit. The network externalities function allows us to quantify exactly the minimal number of agents to induce in order to trigger a large cascade of adoption.

![Adoption curves for $p = 0.01, q^+ = 0.5$ and $\lambda = 10$](image)

Figure 5: Adoption curves for $p = 0.01, q^+ = 0.5$ and $\lambda = 10$

Recall that $q$ is the probability of contagion when the agent invests in self-protection. If $q = 0$, the agent is completely secure whereas for $q = q^+$, agents have the same probability of contagion whatever their choices to invest or not in self-protection. Hence $q$ can be related to the quality or efficiency of the technology used for self-protection. The lower $q$ is, the better the self-protection is. Note that when $q = 0$, the technology is 'perfect' since there is no possible loss. In this case, we are in the situation of strong protection and we see that due to purely economic reasons, the technology is under-deployed in the network because people 'free-ride' the benefit of the technology. Consider now the case of an intermediate value for $q$. Figure 5 shows the adoption curves for different values of $q$. This curve shows the fraction of the population investing in security technology as a function of its cost (normalized by the loss).

We observe some counter-intuitive phenomena. First for a fixed price, increasing the quality of the security technology can lead to a decrease of its adoption in the population. We will see in Section 4.1 that this phenomenon has strong implications. Here is a qualitative interpretation of how this arises: when the technology is not very good, propagation of the epidemic is possible even if the agent uses the technology. Then agents have to pool their efforts in order to compensate for the weakness of the technology. In other words, a large number must invest in self-protection in order to have an acceptable level of security. But when the technology becomes better, then agents who did invest in it start to step down from the group of investors and choose to free-ride.
4 Interaction with the supply side

All characteristics discussed so far have nothing to do with the way in which self-protection is supplied. In this section, we explore the implications of the properties of the demand system for the pricing strategies that security providers may adopt under different conditions.

4.1 Monopoly with one software

We now consider the same model as in previous section but now the cost $c$ is not an exogenous parameter anymore but chosen by a monopoly. We assume that there are no variable costs so that the total cost for providing self-protection does not depend on the number of agents buying the self-protection. If the self-protection is a software, the marginal cost is zero and the fixed costs are the costs of R&D... We denote the fixed cost (normalized by the population size) by $c = c(q)$, where $q$ is the probability of contagion in state $S$ (as in previous section) and is a measure of the efficiency of the self-protection solution. Since efficiency increases as $q$ decreases, we assume that $q \mapsto c(q)$ is a non-increasing in $q \leq q^+$ and $c(q^+) = 0$.

The problem of the monopolist who influences expectations is to maximize profits:

$$\Pi(\gamma) = \gamma d(\gamma, q) - c(q),$$

where the function $d$ is defined in (3) but we add explicitly its dependence in $q$. First fix $q$. If $\max_\gamma \gamma d(\gamma, q) > c(q)$, then the monopolist will sell the self-protection at a price $c^*(q)$ which is defined as the condition for tangency of the curves $\gamma \mapsto d(\gamma, q)$ and $\gamma \mapsto c^*(q)/\gamma$. Otherwise there will be no sale. The following theorem gives the optimal choice for $q$ for the monopolist.

**Theorem 3** Consider an homogeneous population with constant loss size $\ell$ among the population. There exists $q^t > 0$ such that $c^*(q) = c^*(q^t)$ for $q \leq q^t$ and $c^*(q) < c^*(q^t)$ for any $q > q^t$. The optimal strategy for the monopolist is to sell the security protection at $c^*(q^t)$ to the whole population.

A formal proof is given in Section 6. A graphical proof of the theorem is given in Figure 6: various curves $\gamma \mapsto d(\gamma, q)$ are plotted for different values of $q$ from 0 to $q^+$. We can see that the curve $\gamma \mapsto c^*(0)/\gamma$ is tangential to all the curves $\gamma \mapsto d(\gamma, q)$ when $q$ is sufficiently low.

In words, Theorem 3 tells us that a monopolist has no incentives to invest in order to get a high-quality product: for any $q < q^t$, it will not increase his profits. The reason is the following: for a low protection, the demand will be high because of the positive network externalities described in Section 3.5, whereas for a high quality protection, the demand will be lower because of the free rider effect. In other words, the monopoly is taking advantage of the positive externalities induced by a low quality product.

4.2 Multiple equilibria

In standard settings, critical mass does occur only when positive externalities are at play [7]: it formalizes the “chicken and egg” paradox: many consumers are not interested in purchasing the good because the installed base is too small, and the installed base is too small because an insufficiently small
number of consumers have purchased the good. Hence nobody buying the good is an equilibrium. However, for a range of costs, expectations of positive level of sales of the network good are also fulfilled. There is a coordination problem. Such a situation occurs also in our model with weak protection (Section 3.4).

We now show that even in the case of strong protection (i.e. $q = 0$), where only one equilibrium exists in the case of an homogeneous population (Section 3.3), there is a possibility for the existence of multiple equilibria. Assume that there are two types of agents with possible losses $\ell^-$ and $\ell^+ > \ell^-$. The proportion of agent with type $\ell^-$ is $0 < \pi < 1$ and of agents with type $\ell^+$ is $1 - \pi$. The fixed cost is $c(0)$.

In this case because of the different types, the function $\gamma \mapsto d(\gamma)$ is not anymore concave, see Figure 7. Depending on the value of $\pi$, a monopoly will either chooses to sell the protection at a high price to the agents with type $\ell^+$ as depicted on Figure 7 or sell it a lower price to a larger fraction of the population. Assume now, that there is a competitive market. In this case, a competitor will
choose to sell the product on a lower curve \( \gamma \mapsto c/\gamma \) than the one chosen by the monopoly. Hence in a competitive market, the equilibria are determined by the intersection of the curves \( \gamma \mapsto d(\gamma) \) and \( \gamma \mapsto c(0)\gamma \) as depicted in Figure 7. In this case, there are several possible equilibria. It is easy to see that the Pareto optimal network size is at the largest intersection of these curves.

4.3 Epidemic risks with strong and weak protections

In this section, we show how our model extends to the case where the choice regarding self-protection is not binary but discrete: the agent has a choice among \( J \geq 1 \) different self-protection measures denoted by \( S_1, S_2, \ldots, S_J \). Also the cost associated to \( S_j \) is denoted by \( c^j \) for \( j \in [1, J] \). We define \( j^* = \arg \min \{ c^j + p^Sj\ell \} \), so that the optimal strategy is to invest in \( S_j^* \) if \( c^{j^*} < (p^N - p^{S_{j^*}})\ell \) and not to invest (state \( N \)) otherwise.

We now assume that an agent in state \( S_j \) has a probability \( p_j \) of direct loss and an agent in state \( N \) has a probability \( p^+ \) of direct loss with \( p^+ \geq \max_j p_j \). Then any infected agent contaminates neighbors independently of each others with probability \( q_j \) if the neighbor is in state \( S_j \) and \( q^+ \) if the neighbor is in state \( N \), with \( q^+ \geq \max_j q_j \).

We still consider random families of graphs \( G^{(n)} \) with \( n \) vertices and given vertex degree. We are interested in the 'profile' of the population given by the vector \( \gamma = (\gamma_0, \gamma_1, \ldots, \gamma_J) \), where \( \sum_j \gamma_j = 1 \), \( \gamma_0 \) is the asymptotic fraction of the population in state \( N \) and \( \gamma_j \) is the asymptotic fraction of population in state \( S_j \) for \( j \in [1, J] \).

We consider a heterogeneous population, where agents differ in self-protection cost and loss sizes. We denote by \( \ell_i \) the loss size of agent \( i \). The cost of agent \( i \) for protection \( S_j \) is denoted by \( c^j_i \) and should not exceed the possible loss, hence \( 0 \leq c^j_i \leq \ell_i \). We model this heterogeneous population by taking the sequence \( (c^1_i, \ldots, c^J_i, \ell_i, \ i \in \mathbb{N}) \) as a sequence of i.i.d. random variables independent of everything else. The parameters \( c^1_i, \ldots, c^J_i, \ell_i \) are known to agent \( i \) and vary among the population.

The equilibria of this game are computed as follows: for a fixed profile of the population \( \gamma \), we define \( p^{S_j}(\gamma) \) and \( p^N(\gamma) \) as the corresponding probabilities of loss averaged over the population, conditionally on the decision to invest in self-protection \( S_j \) or not \( N \). These quantities can be computed as a function of the parameters of the epidemic \( p_j, p^+, q_j, q^+ \) and of the graph thanks to a Local Mean Field analysis as explained in [18]. We assume that these quantities are known to each agent. Hence agent \( i \) can compute the quantities \( c^{S_j}(\gamma) = (p^N(\gamma) - p^{S_j}(\gamma))\ell \) and then decide her optimal strategy: invest in \( S_j^* \) if \( c^{j^*}_i(\gamma) < c^{S_j^*}(\gamma) \), where \( j^* = \arg \min \{ c^j_i + p^{S_j}(\gamma)\ell \} \) and no investment otherwise.

In particular, we can now compute the decision of each agent as a function of her private information \( (c^1_i, \ell_i) \) and \( p^{S_j}(\gamma), p^N(\gamma) \). Hence we can deduce the profile of the population as a function of these \( p^N(\gamma) \) and the \( p^{S_j}(\gamma) \)’s, so that the equilibria of the game are given by a fixed point equation.

Consider now the case \( J = 2 \). There is a strong protection \( S_1 \) available (as in Section 3.3) and a weak protection \( S_2 \) (as in Section 3.4) characterized by its parameter \( q > 0 \).

In this case for a fraction \( \gamma^1 \) investing in \( S_1 \) and \( \gamma^2 \) investing in \( S_2 \), the fixed point equation (4) has to be modified and becomes:

\[
x(\gamma) = x(\gamma^1, \gamma^2) = 1 - (1 - \gamma^1 - \gamma^2)(1 - p^+)e^{-\lambda q^+x} - \gamma^2 e^{-\lambda qx} - \gamma^1.
\]  \hspace{1cm} (6)

Clearly Equation (6) generalizes (4) (just take \( \gamma^1 = 0 \)) and can be generalized to \( J > 2 \).
We then have
\[ p^N(\gamma) = 1 - (1 - p^+ e^{-\lambda q^+ x}), \]
\[ p^{S1}(\gamma) = 0, \]
\[ p^{S2}(\gamma) = 1 - e^{-\lambda q^x}. \]

Hence we can define two externalities function corresponding to both technologies:
\[ h^{S1}(\gamma) = p^N(\gamma), \]
\[ h^{S2}(\gamma) = p^N(\gamma) - p^{S2}(\gamma). \]

A precise analysis of this situation is left for future research.

5 Conclusion

We presented a ‘micro’-model first introduced in [19] and [18] where strategic agents are interconnected on a graph on which an epidemic takes place. Each agent can decide whether or not to invest some amount in self-protection. This decision modifies the probability of contagion of this agent and in turn, modifies the dynamic of the epidemic on the graph. In a simple case with only one technology, we computed the network externalities function used in the macro approach. We also showed how to extend these results to the case of multiple technologies. Our model has also been extended in [6, 5, 20] to incorporate possible cyber-insurance. In a situation where the protection is strong and ensures that the protected agent cannot be harmed by the decision of others, we showed that the situation is similar to a free-rider problem. In a situation where the protection is weaker, then we saw that the network can exhibit critical mass. In the case where security is provided by a monopolist, we showed that the monopolist is taking advantage of these positive network externalities by providing a low quality protection.

6 Proof of Theorem 3

The condition for tangency can be written as:
\[ h(\gamma) = \frac{c(q)}{\gamma}, \]
\[ h'(\gamma) = -\frac{c(q)}{\gamma^2}. \]

This condition determines the values of \( q \) and \( \gamma \) such that the curves \( \gamma \mapsto h(\gamma, q) \) and \( \gamma \mapsto c^*(q) / \gamma \) are tangential at \( \gamma \). Thanks to (5), we have
\[ \gamma h(\gamma) = \gamma e^{-\lambda q^x(\gamma)} - \gamma (1 - p^+ e^{-\lambda q^+ x(\gamma)}) = 1 - x(\gamma) - (1 - p^+) e^{-\lambda q^+ x(\gamma)}, \]
where the last equality follows from (4). Hence we get by differentiating:
\[ h(\gamma) + \gamma h'(\gamma) = -x'(\gamma) + \lambda q^+(1 - p^+) x'(\gamma) e^{-\lambda q^+ x(\gamma)}. \]
Thanks to the condition for tangency, we get

\[ 0 = \gamma h(\gamma) + \gamma^2 h'(\gamma) = \gamma x'(\gamma) \left( \lambda q^+(1 - p^+) e^{-\lambda q^+ x(\gamma)} - 1 \right), \]

hence we see that \( x(\gamma) = \frac{\log(\lambda q^+(1 - p^+))}{\lambda q^+} \) does not depend on \( \gamma \), so that \( \gamma h(\gamma) \) is a constant by (7).
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