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Abstract—A lot of interest has recently arisen in the analysis of multiple-choice “cuckoo hashing” schemes. In this context, a main performance criterion is the load threshold under which the hashing scheme is able to build a valid hashable with high probability in the limit of large systems; various techniques have successfully been used to answer this question (differential equations, combinatorics, cavity method) for increasing levels of generality of the model. However, the hashing scheme analysed so far is quite utopic in that it requires to generate a lot of independent, fully random choices. Schemes with reduced randomness exists, such as “double hashing”, which is expected to provide similar asymptotic results as the ideal scheme, yet they have been more resistant to analysis so far. In this paper, we point out that the approach via the cavity method extends quite naturally to the analysis of double hashing and allows to compute the corresponding threshold. The path followed is to show that the graph induced by the double hashing scheme has the same local weak limit as the one obtained with full randomness.

I. INTRODUCTION

The hashing paradigm is as follows: we are given \( n \) items and \( m \) keys, and we want to assign a key to each item so as to be able to retrieve the items efficiently. In the most basic setting, we want to have exactly one key per item and at most one item per key. Critical performance metrics for such systems are the size of the hashtable (the number of keys) needed to hold a given number of items, and the time it takes to either retrieve or insert items. The \textit{cuckoo hashing} strategy is one that guarantees a constant look-up time. It consists in pre-defining a set of \( d \leq m \) keys for each item, which is then only allowed to pick a key within that set. Of course, depending on the choices of the pre-defined sets of keys, it may be impossible to handle simultaneously some sets of items and inserting a new item may not be easy. As for the second issue, \textit{cuckoo hashing} [1] is a simple, randomized way to search for a new valid assignment upon arrival of a new item: one first checks whether one of the keys pre-defined for the new item is available, in which case it suffices to pick one of these; otherwise, one of the pre-defined keys is chosen at random and re-allocated to the new item. The same procedure is then used for the item that has just been evicted (which is thus treated as a new item). In a fully random context, multiple-choice hashing has been shown to have good performance: if the set of \( d \) keys pre-defined for each item are chosen independently and uniformly at random among all sets of \( d \) keys, then there exists a threshold \( \tau^* \) such that, if \( n = \tau m \) with \( \tau < \tau^* \), in the limit of \( m, n \to \infty \) cuckoo hashing will yield a valid hashable with probability tending to 1 (which we refer to as w.h.p. for with high probability). Furthermore, the cuckoo hashing update procedure is also quite efficient [2], [3], in that the insertion time is polylogarithmic in the system size w.h.p. A recent refinement [4] of the update algorithm also achieves constant average insertion time w.h.p. when items are only inserted. The focus here being on the space utilization rather than on the insertion time, i.e. on the efficiency of multiple-choice hashing rather than on that of cuckoo hashing, we do not expand on this.

A major drawback of the fully random (multiple-choice) hashing scheme described above is the amount of randomness involved: the standard approach requires \( n \) independent, uniform choices of sets of \( d \) keys among \( m \). Phrased differently, this means roughly \( \log m \) independent random bits per item. Generating unbiased, perfectly independent random bits does not come for free [5], [6], therefore a lot of effort has been put into reducing this amount of randomness needed (see [7] and references therein for an account of some directions investigated so far). A candidate alternative is \textit{double hashing} [8], [9], which seems to have similar performances as the fully random one while requiring only roughly \( 2 \log m \) independent random bits per item: assume \( m \) is a prime number and label the \( m \) keys with the integers from 1 to \( m \); for each item, independently draw two random numbers \( f \in \{1,\ldots,m\} \) and \( g \in \{1,\ldots,m-1\} \); the pre-defined set of keys associated with a couple \( (f,g) \) are the keys labeled \( f+i g \pmod m \), for \( i \in \{0,\ldots,d-1\} \). Although the reduced randomness of the double hashing scheme is the very reason this method could be preferred over fully random hashing, it also makes the theoretical analysis of its performance more difficult. In this paper, we show that the load threshold under which double hashing succeeds w.h.p. is essentially the threshold \( \tau^* \) of standard fully random multiple-choice hashing, thereby confirming the hypothesis that double hashing has very similar performance to fully random hashing. More specifically, we show that, if \( n = \tau m \) with \( \tau < \tau^* \), in the limit of \( m, n \to \infty \) double hashing is able to handle all but \( o(n) \) items w.h.p. In the case of fully random hashing, one would be able to state a similar result with \( o(1) \) instead of \( o(n) \). It is very likely that we could obtain the same result using an additional argument (as in [10], [11]), however we believe the current result is sufficient to demonstrate the efficiency of the approach and we do not cross this last gap. It is also of interest to note that there are many extensions of the basic setting considered in this paper (one key per item and at most one item per key). The approach used in this paper is also suited for the analysis of
those extensions. For the sake of clarity we do not address them here, although the results go through with only minor modifications.

The remainder of this paper is structured as follows: in the next section, we point out some relevant previous work on the subject. In section III, we define the graphs and random graphs used to model the hashing techniques considered in this paper; in section IV, we recall the concept of local weak limit of random graphs, which is the basis of the cavity method approach for computing the load threshold \( \tau^* \). In section V, we show that the local weak limit of the random setup presented in Section I.

II. PREVIOUS WORK ON PERFORMANCE OF HASHING SCHEMES FOR LOAD BALANCING

The load threshold \( \tau^* \) under which fully random hashing works w.h.p. can be computed by various techniques [12], [13], [14]. For \( d \geq 3 \), it is given by

\[
\tau^* = \frac{\xi^*}{d(1 - e^{-\xi^*})^{d-1}},
\]

where \( \xi^* \) is the unique solution of the equation

\[
d = \frac{\xi(1 - e^{-\xi})}{1 - \xi - \xi e^{-\xi}}.
\]

In the basic setting (one key per item and at most one item per key) as well as in extensions (more items allowed per key [15], [16], [17], more keys required per item [18], [10], restrictions on the number of times a couple (item,key) is used [11]), the load threshold \( \tau^* \) is related to the emergence of a certain core of the bipartite graph with a large density. It can also be viewed as a problem of orientability of hypergraphs. In all the cases, the expression of the load threshold \( \tau^* \) involves a solution of a fixed-point equation which can be traced back to the cavity method, as shown in [19], [10], [11] as they are related to the fixed-point messages of the belief propagation message passing algorithm.

More generally than hashing systems, this work is related to load balancing. A common formulation for the load balancing problem is that we have \( m \) bins, in which we are going to throw \( n \) balls. If we throw each ball uniformly at random independently of the previous ones, we end up with the most loaded bin holding \( \frac{\log n}{\log \log n}(1 + o(1)) \) balls. However, if before throwing each ball we check \( d \) bins at random and throw the ball in the least loaded bin, then the most loaded bin will only hold \( \frac{\log \log n}{\log d} + O(1) \) balls [20], which represents an exponential improvement. In the same setup, where bins have no limit capacity, double hashing achieves the same performances [21], [7] as fully random choices. However, in order to guaranty a worst-case constant look-up time, one cannot allow a key to refer to an unbounded number of items, which motivates the hashing setup presented in Section I.

III. HASHING GRAPH AND RANDOM GRAPH MODELS

A multiple-choice hashing system can be represented as a bipartite graph \( G = (L \cup R, E) \) that we call the hashing graph, where the left part \( L \) represents the items and the right part \( R \) the keys; the edges of the graph indicate which keys can be assigned to which items. In the case of fully random hashing, the \( d \) edges adjacent to a left-vertex can be anything, while for double hashing they are restricted to having a certain structure. Given such a hashing graph \( G \), it is possible to build a valid hashtable if we can associate each left-vertex (items) to a right-vertex (keys) without collision, i.e. if there exists a left-perfect matching of \( G \). The items with which the hashing system is presented are random and thus the hashing graph is random, following a different distribution whether we consider fully random or double hashing. Thus, the goal is to determine whether the random graphs obtained have a left-perfect matching w.h.p. Note that for fully random hashing, the graph \( G \) is simply a uniform random graph with fixed degree \( d \) on the left.

For our analysis of double hashing, it is convenient to see its hashing graph as obtained in the following manner, where we merge all the items which are given the same choices of keys and keep track of the multiplicity of the vertices: we start from the bipartite graph \( \tilde{G} = (\tilde{L} \cup \tilde{R}, E) \) which contains all the information about the choices of keys offered to every item that can potentially be inserted in the hashtable. We have \( |R| = m \) and \( |\tilde{L}| = \binom{m}{2} \), with a left-vertex in \( \tilde{G} \) for each different neighborhood (different choice of keys) allowed by the local structure constraints of the hashing technique. If we label the vertices in \( R \) with the integers from 1 to \( m \) and the vertices in \( \tilde{L} \) with the couples \( (f, g) \) with \( f \in \{1, \ldots, m\} \) and \( g \in \{1, \ldots, \frac{m-1}{2}\} \), there is an edge in \( \tilde{G} \) between vertex \( r \in R \) and \( l = (f, g) \in \tilde{L} \) if there exists \( i \in \{0, \ldots, d-1\} \) such that \( r = f + ig \mod m \).

To build the hashing graph, \( f \) and \( g \) are drawn independently at random for each of the \( n \) items, which corresponds exactly to a sampling with replacement of \( n \) left-vertices in \( \tilde{L} \). We denote by \( L' \subseteq \tilde{L} \) the set of left-vertices obtained in this way, and by \( Z_i \sim \text{Bin}(n, 1/(\binom{m}{2})) \) the multiplicity of the left-vertices \( l \). The induced graph \( G' = \tilde{G}[L' \cup R] \) is exactly the graph obtained via double-hashing. This main result is stated in Corollary 1.

As we are interested in the regime \( n = \tau m \to \infty \), it is equivalent for our problem to suppose \( n \sim \text{Poi}(\tau m) \) instead. Indeed, the \( \text{Poi}(\tau m) \) random variable is concentrated around \( \tau m \) with only logarithmic fluctuations for \( m \to \infty \), therefore the existence and the value of a load threshold \( \tau^* \) are identical in the two models. Thus, we consider instead the set \( L \) obtained by taking \( Z_i \sim \text{Poi}(\tau m) \) copies of each vertex in \( \tilde{L} \), independently for each vertex in \( \tilde{L} \), and keeping in \( L \) only those vertices with at least one copy, as we did before for \( L' \). We will focus mainly on the random graph \( G = \tilde{G}[L \cup R] \); we denote by \( G_m \) a sample of this random graph for a particular value of \( m \) (\( \tau \) being fixed and \( n \sim \text{Poi}(\tau m) \)).
IV. Local Weak Convergence and the Cavity Method

As we mentioned earlier, we intend to show that the approach via the cavity method for computing the value of the load threshold $\tau^*$ can be extended to double hashing. We will not explain here how or why the cavity method works; the interested reader can refer to the vast literature on that particular subject. However, we need to explain the notion of local weak convergence of a sequence of graphs, which is used in this paper and is at the basis of the cavity approach. The framework used here is that of [22].

First, we recall that a sequence of probability measures $(\rho_m)_{m \in \mathbb{N}}$ on a certain metric space $S$ converges weakly to a probability measure $\rho$, which we denote by $\rho_m \rightharpoonup \rho$, if for every bounded continuous function $f : S \to \mathbb{R}$, $\int f \, d\rho_m$ converges to $\int f \, d\rho$. We focus on locally finite rooted graphs (or rooted networks, if we want to include marks on the edges). A rooted graph $(G, v)$ is a graph $G$ together with a distinguished vertex $v$ of $G$ which is called the root. A rooted isomorphism of rooted graphs is a graph isomorphism which sends the root of one to the root of the other, i.e. a one-to-one mapping of the vertices of a graph to those of another graph which preserves the root, the edges (and their marks). We denote by $[G, v]$ the isomorphism class of $(G, v)$ and by $\mathcal{G}_*$ the set of rooted isomorphism classes of rooted locally finite graphs. We endow $\mathcal{G}_*$ with the following metric: let the distance between $[G, v]$ and $[G', v']$ be $1/(1+\delta)$, where $\delta$ is the supremum of those $k \in \mathbb{N}$ such that there is some rooted isomorphism of the balls of graph-distance radius $k$ around the roots of $G$ and $G'$. With this metric on $\mathcal{G}_*$, the definition of weak convergence applies to probability measures on $\mathcal{G}_*$. Given a finite graph $G$, there is a natural way to form a probability measure on $\mathcal{G}_*$: we let $U(G)$ be the distribution over $\mathcal{G}_*$ obtained by choosing a uniform random vertex of $G$ as a root. Then, we say a sequence $(G_m)_{m \in \mathbb{N}}$ converges locally weakly towards a measure $\rho$ on $\mathcal{G}_*$ when the sequence of distributions $(U(G_m))_{m \in \mathbb{N}}$ converges weakly towards $\rho$.

In the case of fully random hashing and with $n = \tau m$, the hashing graph is a uniform random graph with fixed degree $d$ on the left. As $m \to \infty$, such a random graph, when rooted at a random right-vertex, is known to converge locally weakly to a two-step Galton-Watson tree with distributions $\text{Poi}(\tau d)$ and $\text{Deterministic}(d)$. A sample of such a (potentially infinite) tree is constructed as follows: the root (a key) has degree $\text{Poi}(\tau)$; every vertex at odd distance from the root (items) has exactly $d-1$ children; every vertex at even distance from the root (keys) has a $\text{Poi}(\tau d)$ number of children.

We should now explain how this notion of local weak convergence is used to obtain the load threshold $\tau^*$. We noted previously that the existence of a valid hashtable is equivalent to that of a left-perfect matching of the hashing graph. Clearly, such a matching is of maximum size among all matchings and its size is exactly equal to $n$. In [19], [10], [11], the cavity method was used to compute the asymptotic density of a maximum-size matching for any sequence of random graphs converging in the local weak sense to a Galton-Watson tree. It is then possible to determine the threshold $\tau^*$ under which a maximum-sized matching has size equivalent to $n = \tau m$ as $m \to \infty$. Having $\tau < \tau^*$ thus guaranties the existence of a matching of size $n - o(n)$ as $m \to \infty$; therefore all but at most $o(n)$ items can be handled. In a second shorter step, it was shown that the two thresholds $\tau^*$ and $\tau^{**}$ are actually equal for fully random hashing.

The advantage of the approach presented in this section is that the threshold $\tau^*$ is already computed for all graphs converging in the local weak sense towards two-step Galton-Watson trees. Therefore, to compute the load threshold for another hashing scheme, one only needs to perform two smaller steps: (1) show the appropriate local weak convergence of the hashing graphs, (2) check the equality of the two thresholds $\tau^*$ and $\tau^{**}$ for the particular hashing scheme used. In the next section, we stop before this second step and show that the thresholds $\tau^*$ are identical for the fully random hashing and double hashing, as both random graph models have the same two-step Galton-Watson tree as a local weak limit.

V. Local Weak Convergence of Double Hashing Graph

A. Main Results and Overview of the Proof

The proof consists in similar steps as in [23], with the difference that in our case the graphs are bipartite and have a more constrained local structure.

Let us call $G_m = (E_m \cup R_m, E_m)$ the random graph obtained at finite $m$ and let $\rho_{G_m}$ be the distribution of $(G_m, r_0)$, where $r_0$ is a random root in $R_m$; let $\tau_m$ be the average of $\rho_{G_m}$ over the random graph $G_m$. Let also $\rho$ be the law of a two-step Galton-Watson tree with laws $\text{Poi}(\tau d)$ and $\text{Deterministic}(d)$, as defined in the previous section. In a first step, we will show that $\tau_m$ converges weakly towards $\rho$ as $m \to \infty$. Then, we will show that $\rho_{G_m}$ is concentrated around $\tau_m$ so that $\rho_{G_m}$ almost surely converges weakly towards $\rho$. Explained differently, there are two sources of randomness involved in the sampling of a rooted graph $[G_m, r_0]$: the first one is artificial and is due to $r_0$ being a random right-vertex. It has been introduced to turn any fixed graph into a distribution over rooted graphs, which then allows to consider weak convergence of a sequence of such distributions. The second one is inherent to the hashing scheme used: it comes from the fact the couple $(f, g)$ determining the choice of keys offered to each item is chosen at random upon arrival of the item, and it turns $G_m$ itself into a random graph, in a way described in Section III. We first show that the measure $\rho_m$ obtained by averaging over both sources of randomness at the same time converges weakly towards the law $\rho$ of a two-step Galton-Watson, before showing that the averaging over the random choices offered to the items is not required for the convergence to hold, which means we do not need to average over different realization of a large hashtable for the results to hold.

We will thus show the following results: the first one is the intermediate result where we show local weak convergence with both types of averaging together.
Proposition 1: The average distribution $\mathbf{7}_m$ of the double hashing random rooted graph $[G_m, r_0]$ rooted at a random vertex $r_0 \in R_m$ converges weakly towards the distribution of a two-step Galton-Watson tree. In other words, we have

$$\mathbf{7}_m \rightarrow \rho.$$ 

The result above, together with some results on concentration of measure, leads to our main theorem, which is almost sure local weak convergence of the hashing graph:

Theorem 1: The distribution $\rho G_m$ of the double hashing random graph $G_m$ almost surely converges weakly towards the distribution of a two-step Galton-Watson tree. In other words,

$$\rho G_m \rightarrow \rho \text{ a.s.}$$

Finally, the announced result on the load threshold of double hashing is contained in the following corollary, which is a direct consequence of Theorem 1 and Theorem 2 from [10] or equivalently Theorem 2.1 from [11].

Corollary 1: The load threshold $\tau^*$ under which all items can be inserted in the hashtable for fully random hashing w.h.p. is also the load threshold under which all $n$ items but $o(n)$ can be inserted for double hashing w.h.p.

In the next subsection, we introduce a main tool for our proofs: a two-step breadth-first search (BFS) exploration of the hashing graph $G_m$; and illustrate its analysis through the simple example of upper-bounding the number of short cycles in $G_m$.

B. Breadth-First Search Exploration

When it is clear from the context, we simply write $G$ instead of $G_m$. For any $k \in \mathbb{N}^*$ and any graph $G^*$, we let $N_{G^*}^k(v)$ denote the $k$-hop neighborhood of vertex $v$ in the graph $G^*$; to ease the notation, when $G^* = G$ we simply write $N^k(v)$, and when $k = 1$ we write $N_G(v)$.

We consider the breadth-first search (BFS) exploration of the graph $G$, starting from a random right-vertex $r_0 \in R$. At each step, we select an active right-vertex and explore all its left-neighbors as well as their own right-neighbors. We define the sets $C_i^R$ and $C_i^L$ of connected right- and left-vertices at time $t$, the list of active right-vertices $A_t^R$, and the sets of unexplored right- and left-vertices $U_t^R$ and $U_t^L$. We have

$$C_0^R = C_0^L = \emptyset,$$
$$A_0^R = \{r_0\},$$
$$U_0^R = R \setminus \{r_0\},$$
$$U_0^L = \bar{L}.$$ 

At each step $t$, we proceed as follows:

- we let $r_t$ be the first element in the list $A_t^R$ (so that it is the closest vertex to $r_0$ in $A_t^R$);
- if $A_t^R = \emptyset$, we do the following updates:

$$C_{t+1}^R = C_t^R \cup \{r_t\},$$
$$C_{t+1}^L = C_t^L \cup N_G(r_t),$$
$$A_{t+1}^R = (A_t^R \setminus \{r_t\}) \cup N^2(r_t) \cap U_t^R,$$
$$U_{t+1}^R = U_t^R \setminus N^2_G(r_t),$$
$$U_{t+1}^L = U_t^L \setminus N_G(r_t).$$

We let $X_t^R$ be the number of vertices added to $A_t^R \setminus \{r_t\}$ at step $t$, i.e. $X_t^R = |N^2(r_t) \cap U_t^R|$, and $X_t^L$ (resp. $X_t^R$) be the number of left-vertices of $G$ (resp. $G$) explored at step $t$, i.e. $X_t^L = |N(r_t) \cap U_t^L|$ and $X_t^R = |N_G(r_t) \cap U_t^R|$, where we identify the vertices in $G$ and $G$ with the same label. We also let $\theta = \inf \{t \geq 1 : A_t \neq \emptyset\}$ be the time at which we complete the exploration of the connected component of $r_0$ in $G$; $\theta$ is a stopping time for the filtration $F_t = \sigma \left( (C_{s+1}^R, C_{s+1}^L, A_{s+1}^R, U_{s+1}^R, U_{s+1}^L)_{0 \leq s \leq t} \right)$. With these definitions and for all $t \leq \theta$, it is clear that

$$|C_t^R| = t,$$
$$|C_t^L| = \sum_{i=0}^{t-1} X_i^L,$$
$$|A_t^R| \leq 1 + \sum_{i=0}^{t-1} (X_i^R - 1),$$
$$|U_t^R| \leq m - 1 - \sum_{i=0}^{t-1} X_i^R,$$
$$|U_t^L| \leq \left( \frac{m}{2} \right)^t - \sum_{i=0}^{t-1} X_i^L \geq \frac{m-1}{2} (m - dt).$$

To get used to reasoning on this model of random bipartite graphs with local structure constraints as well as to understand why double hashing graphs converge to trees, we start off by bounding the number of cycles of a given length in $G$:

Lemma 1: Let $C_k$ be the number of cycles of length $k$ in $G$. We have

$$\mathbb{E}[C_{2k}] \leq d^{2k} + O(1/m)$$

Proof: Let $r_1, \ldots, r_k \in R$ be distinct vertices of $R$. For $r_1, \ldots, r_k$ to be on a cycle of size $2k$ in $G$ in this order, there must exist distinct vertices $l_1, \ldots, l_k \in L$ such that, for all $i, l_i$ connects $r_{i-1}$ and $r_i$, where $r_0 = r_k$. Fixing $r$ and $r'$ distinct in $R$, the number of vertices connecting them in $G$ is exactly $\binom{d}{2}$ (as setting the set of indices $\{i, i'\}$ such that $f + ig = r$ and $f' + ig' = r'$ or $f + ig = r'$ and $f + ig' = r'$ leaves exactly one possibility for the couple $(f, g) \in L$). Therefore, the probability that $r$ and $r'$ are connected by a vertex in $L$ is

$$\mathbb{P}\left(r \text{ and } r' \text{ are connected by a vertex in } L \right) = \frac{1}{\binom{d}{2}} = \left( \frac{d}{m} \right)^2 + O(1/m^2).$$

Furthermore, it is clear that the probability of existence of distinct vertices $l_1, \ldots, l_k$ in $L$ such that, for each $i$, $l_i$ connects $r_{i-1}$ and $r_i$, is no larger than the product of the probabilities of existence of each $l_i$ independently of the others:

$$\mathbb{P}\left( \forall i, \exists l_i \in L \text{ connecting } r_{i-1} \text{ and } r_i ; l_i \neq l_j, \forall j \neq i \right) \leq \prod_i \mathbb{P}\left( \exists l_i \in L \text{ connecting } r_{i-1} \text{ and } r_i \right) \leq \left( \frac{d^{0.5}}{m} \right)^k + O(1/m^{k+1}).$$

We conclude by summing over all the $m \ldots (m-k+1) \leq m^k$ possible choices of $r_1, \ldots, r_k$. 


C. Proofs

We now return to the proof of the main theorem. Lemma 2 shows that the joint distribution of the numbers of children of the left-vertices explored during the first \( t \) steps of BFS is asymptotically very close to that we would obtain in a two-step Galton-Watson tree.

Lemma 2: On an enlarged probability space, there exists a sequence \((Y^L_i)_{i \geq 0}\) of i.i.d. \( \text{Poi}(\tau d) \) variables such that

\[
P\left( (X^L_0, \ldots, X^L_{(i-1)\wedge \theta}) \neq (Y^L_0, \ldots, Y^L_{(i-1)\wedge \theta}) \right) \leq \frac{1}{m-1}(\tau d^2 t^2 + \tau^2 dt + 2\tau t).
\]

We denote by \( d_{\text{TV}}(p, q) \) the distance in total variation between the two distributions \( p \) and \( q \). To ease the notation, we will also use \( d_{\text{TV}} \) for random variables, which will refer to the distance between their distributions. The maximal coupling inequality says that, over an enlarged probability space, there exists a coupling of \( X \) and \( Y \) such that \( P(X \neq Y) = d_{\text{TV}}(X, Y) \).

Proof: For any \( t \leq \theta \), \( X^L_t \) is a binomial random variable of parameters \( |U^L_t \cap N_G(r_t)| \) and \( 1 - e^{-\frac{\tau dt}{m-1}} \).

We have that \( |N_G(r_t)| = \frac{m-1}{2}d \) and, as any two vertices in \( R \) (and in particular \( r_t \) and \( r_{t-1} \) for any \( i < t \)) are connected by exactly \( \binom{d}{2} \) vertices in \( L \), we obtain the bound

\[
\frac{m-1}{2}d - \binom{d}{2}t \leq |U^L_t \cap N_G(r_t)| \leq \frac{m-1}{2}d.
\]

Furthermore, we can bound \( \binom{d}{2} \) as follows

\[
\binom{d}{2} \leq \frac{d^2}{2}.
\]

It follows

\[
P\left( (X^L_0, \ldots, X^L_{(i-1)\wedge \theta}) \neq (Y^L_0, \ldots, Y^L_{(i-1)\wedge \theta}) \right) \leq \sum_{i=0}^{(t-1)/2} \left( \frac{d^2}{2} \right) \leq \frac{d^2 t}{2}.
\]

We conclude by using the maximal coupling inequality and then summing over \( i \).

Next, Lemma 3 asserts that w.h.p. the graph explored in the first \( t \) steps of BFS is a tree.

Lemma 3: For an integer \( t \leq \theta \), the portion of the graph \( G \) explored until step \( t \) becomes a tree w.h.p. as \( m, n \to \infty \).

Proof: Loops get formed in the portion of the graph explored at step \( t \) when one of the following events occur:

- there exists a vertex \( r \in U^L_t \) connected to \( r_t \) by at least two distinct vertices in \( L \);
- there exists a vertex \( l \in U^L_t \cap L \) which connects \( r_t \) and some vertex \( r \in A^L_t \).

Indeed, assuming \( G((C^R_t \cup A^R_t) \cup C^L_t) \) is a tree and none of the two events above occur, it is easy to see that \( G((C^R_{t+1} \cup A^R_{t+1}) \cup C^L_{t+1}) \) is still a tree. At step \( t \), if a loop is created, it must contain a newly explored left-vertex (i.e. a vertex in \( C^L_{t+1} \)) or edge and hence would also be a loop in \( G((C^R_t \cup A^R_t) \cup C^L_t) \). Furthermore, we can always assume that loop contains \( r_t \). If the second event does not occur, the newly added vertices are connected to those in \((C^R_t \cup A^R_t) \cup C^L_t\) only through \( r_t \), and thus any new loop must be contained in \( G(\{r_t\} \cup (A^R_{t+1} \cup C^L_{t+1})) \), which is prevented since the first event does not occur either. Let us call \( E_t \) and \( E'_t \) the two events considered.

\[
P(E_t) \leq \frac{\sum_{r \in U^L_t} P(|N(r) \cap N(r_t)| \geq 2)}{m-1},
\]

\[
P(E'_t) \leq \frac{\sum_{r \in U^L_t \setminus \{r_t\}} P(N(r) \cap N(r_t) \neq \emptyset)}{m-1}.
\]

We can bound \( E(|A^R_t|) \) as follows

\[
E(|A^R_t|) = t - (d-1) \sum_{i=0}^{(t-1)/2} E[X^L_t] \leq \tau dt.
\]

Summing over \( t \) yields the desired result.

The hashing graph \( G \) obtained may be a tree, but remember that we merged all the items with the same choices of keys into a single left-vertex of \( G \). Lemma 4 shows that each left-vertex explored in the first \( t \) steps of BFS actually correspond to a single item, i.e. the items explored were given different choices of keys, w.h.p.

Lemma 4: For an integer \( t \leq \theta \), no left-vertex explored until step \( t \) has two copies or more (i.e. \( Z_i \leq 1 \) for all \( l \in C^L_t \)) w.h.p. as \( m, n \to \infty \). We have

\[
P(\exists l \in C^L_t: Z_l \geq 2) \leq \frac{4\tau^3 dt}{(m-1)^2}.
\]

Proof: The result follows straightforwardly from the union bound

\[
P(\exists l \in C^L_t: Z_l \geq 2) \leq E[|C^L_t|] - (1 - P(\text{Poi}(\frac{2\tau dt}{m-1}) \leq 1)) \leq \frac{4\tau^3 dt}{(m-1)^2}.
\]

We are now ready to show that the average distribution \( \frac{1}{m} \) of the \( h \)-hop neighborhood of a random root-vertex \( r_0 \) in a random graph \( G_m \) tends to the distribution of a two-step Galton-Watson tree cut at depth \( k \), for any \( k \in \mathbb{N} \) and as \( m, n \to \infty \) (Proposition 1).

Proof: [Proof of Proposition 1] Let \( k \in \mathbb{N} \). For any finite tree \( T \) of depth at most \( k \) (or more generally for rooted graphs of radius at most \( k \)) and any collection of such trees \( T \), let \( A_T = \{|G| \in \mathcal{G}_*, (G)_k \simeq T\} \), where \( \simeq \) refers to rooted isomorphism, and \( A_T = \cup_{T \in \mathcal{T}} A_T \). For every \( e > 0 \) and any finite \( k \), there exists a finite set \( T \) of trees of depths at most \( k \) in which every odd-depth vertex has degree \( d \) and such that \( \rho(A_T) = \sum_{T \in T} \rho(AP_T) \geq 1 - e \). Let \( t \) be the maximum size of the trees in \( T \); it means that, with probability at least \( 1 - e \), a BFS run during \( t \) steps on a
two-step Galton-Watson tree sampled from $\rho$ will explore at least the $k$-hop neighborhood of the root.

Let $r_0$ be a random right-vertex in the random graph $G_m$. According to Lemmas 3 and 4 and with probability at least $1 - \frac{3 e^2 d^2 + 4 e^2 dt^2}{m} - \frac{4 e^2 dt}{m-1} \overset{m \to \infty}{\to} 1$, the graph induced by $[G_m, r_0]$ on the vertices explored during the first $t$ steps of BFS is a tree, with all left-vertices having exactly one copy. Hence, in particular the offspring of each left-vertex in this tree is of size $d - 1$. Furthermore, according to Lemma 2 and with probability at least $1 - \frac{3 e^2 d^2 + 4 e^2 dt^2}{m} - \frac{4 e^2 dt}{m-1} \overset{m \to \infty}{\to} 1$, there is a coupling between the numbers of newly explored left-vertices in the graph $[G_m, r_0]$ during the first $t$ steps of BFS and a sequence of i.i.d. Pois($\tau d$) random variables. Therefore, on event of probability tending to 1 as $m \to \infty$, we can couple the exploration during the first $t$ steps of BFS on $[G_m, r_0]$ and on a two-step Galton-Watson tree sampled from $\rho$. On the event that these two exploration can be coupled and for any $\tau \in T$ such that the BFS exploration on $T$ will have explored at least the $k$-hop neighborhood of the root within $t$ steps, it follows the BFS exploration on $[G_m, r_0]$ will also have explored at least the $k$-hop neighborhood of $r_0$. Then, for any $\tau \in T$, we have

$$|\mathbb{P}(\gamma_m, r_0, (G_m, r_0) \simeq T) - \rho(\mathbb{A}(T))| \leq \frac{\tau^2 d^2 + 4 \tau d^2 + 4 \tau dt^2}{m} + \frac{2 \tau d}{m-1}.$$

Then, it follows $\lim_{m \to \infty} \mathbb{P}(\gamma_m, r_0, (G_m, r_0) \simeq T) = \rho(\mathbb{A}(T))$ for any $\tau \in T$.

For any bounded uniformly continuous function $f$, there exists $k \in \mathbb{N}$ such that $|f((G_m)_k) - f(G_k)| \leq \epsilon$ for all rooted graphs $G \in \mathcal{G}_k$. For this $k$, we can define a finite collection of trees $T$ as before, such that $\rho(T) \geq 1 - \epsilon$. For $m$ large enough, we have $|\mathbb{P}(\gamma_m, (G_m, r_0) \simeq T)| - \rho(\mathbb{A}(T))| \leq \epsilon(1 + 3\|f\|_{\infty}) + \sum_{\tau \in T} f(T) |\gamma_m, r_0, (G_m, r_0) \simeq T\rangle - \rho(\mathbb{A}(T))|.$

Letting $m \to \infty$ and then $\epsilon \to 0$ completes the proof. ■

We will now prove almost sure local weak convergence of the random graph $G_m$ towards the two-step Galton-Watson tree (Theorem 1). To that end, we use the Azuma-Hoeffding measure-concentration inequality:

**Proposition 2:** Let $M = (M_t)_{0 \leq t \leq m}$ be a martingale with respect to a filtration $\mathcal{F} = (\mathcal{F}_t)_{0 \leq t \leq m}$. Suppose that there exists constants $c_1, \ldots, c_m$ such that, for all $1 \leq t \leq m$, the following holds:

$$(M_t - M_{t-1}) \leq c_t.$$

Then, for all $\sigma > 0$,

$$\mathbb{P}(|M_m - M_0| \geq \sigma) \leq 2e^{-\sigma^2/2 \sum_{0 \leq t \leq m} c_t^2}.$$

**Proof:** [Proof of Theorem 1] Let $k \in \mathbb{N}^*$ and $H$ be a rooted graph of radius at most $k$. We define $A_H$ as in the proof of Proposition 1. We let $h$ be the number of right-vertices in $H$; we focus on $m$ large enough such that $\ln m \geq h$. Recall that $\rho_{G_m}(A_H) = \frac{1}{m} \sum_{r_0 \in R_m} 1((G_m, r_0)_k \simeq H)$.

For any $r \in R_m = \{1, \ldots, m\}$, we define

$$\zeta_r = (Z_l : l \in N_{G_m}^+(r) \text{ and } l \notin N_{G_m}^+(r'), \forall r' < r)$$

and we let $\mathcal{F}_t = \sigma((\zeta_r)_{1 \leq r \leq t})$. It is easy to obtain from Chernoff’s bound that

$$\mathbb{P}(\zeta_r \geq \ln m) \leq \mathbb{P}(\sum_{l \in N_{G_m}^+(r)} Z_l \geq \ln m) \leq \frac{me^{-\tau d}}{m \ln \frac{m}{\ln m}}.$$

so that

$$\mathbb{P}(\exists r \in R_m \text{ such that } \zeta_r \geq \ln m) \leq \frac{m^2 e^{-\tau d}}{m \ln \frac{m}{\ln m}} \to 0.$$

We say that $G_m$ is valid if $|\zeta_r| < \ln m$ for all $r$, and that $\zeta_r$ is valid if $|\zeta_r| < \ln m$. We will sometimes write $G_m(\zeta)$ and $\rho_{G_m(\zeta)}(A_H)$ to avoid confusion. We define $\mathbb{P}_m(A_H|G_m \text{ valid})$ as the expectation of $\rho_{G_m}(A_H)$ over the random graph $G_m$ conditioned on $G_m$ valid.

Now, we let $M_t = \mathbb{E}[\rho_{G_m}(A_H)|\mathcal{F}_t, G_m \text{ valid}]$. We have $\mathbb{E}[M_{t+1}|\mathcal{F}_t] = \mathbb{E}[\rho_{G_m(\zeta)}(A_H)|\mathcal{F}_t, G_m \text{ valid}] = M_t$, thus $M$ is indeed a martingale with respect to $\mathcal{F}$. Note that $M_0 = \mathbb{P}_m(A_H|G_m \text{ valid})$ and, for $G_m$ valid, $M_m = \rho_{G_m(\zeta)}(A_H)$. Consider two sequences $\zeta = (\zeta_r)_{1 \leq r \leq m}$ and $\zeta' = (\zeta_r')_{1 \leq r \leq m}$ differing only in one value, say $\zeta_r \neq \zeta_r'$. There are at most $(1 + \zeta_r((d-1)h)$ right-vertices $r_0$ in $G_m(\zeta)$ such that $(G_m(\zeta), r_0)_k \simeq H$ and $r$ has a 2-hop neighbor in $R \cap (G_m(\zeta), r_0)_k$. Assuming $\zeta_r$ and $\zeta_r'$ are valid, we obtain $|\mathbb{P}_m(A_H|G_m(\zeta)) - \mathbb{P}_m(A_H|G_m(\zeta'))| \leq \frac{2h^2 \ln m}{m}$. Therefore, assuming $\zeta_r$ is valid for $t < r$, we have

$$|M_r - M_{r-1}| \leq \mathbb{E}\left[\max_{\zeta_r, \zeta_r'} |\rho_{G_m(\zeta)}(A_H) - \rho_{G_m(\zeta')}(A_H)|\right] |\mathcal{F}_{r-1}, G_m \text{ valid} | \leq \frac{2h^2 \ln m}{m}.$$

Then, the Azuma-Hoeffding inequality yields

$$\mathbb{P}\left(|\rho_{G_m}(A_H) - \mathbb{P}_m(A_H|G_m \text{ valid})| \geq \epsilon |G_m \text{ valid}\right) \leq 2e^{-2\epsilon^2/(2h^2 d^2 \ln^2 m)}.$$

Furthermore, it is easy to check that

$$\mathbb{P}\left(|\rho_{G_m}(A_H) - \mathbb{P}_m(A_H|G_m \text{ valid})| \leq 2\mathbb{P}(G_m \text{ not valid})\right) \leq 2e^{-2\epsilon^2/(2h^2 d^2 \ln^2 m)} + \frac{2e^{-2\epsilon^2/(2h^2 d^2 \ln^2 m)}}{m \ln \frac{m}{\ln m}}.$$

The term on the right-hand side is the general term of a convergent series, hence we can conclude using the Borel-Cantelli lemma and then the same argument as for Proposition 1.

**VI. CONCLUSION**

We have shown that the approach via the cavity method for computing load thresholds of multiple-choice hashing extends naturally from fully random hashing to double hashing. The interest of this approach is that the results on the maximum size of matchings in random graphs can be fully re-used once one proves that the hashing graphs have the same local weak limit for the schemes considered, which leaves only smaller, scheme-dependent steps to check.
The hashing graph of double hashing differs from that of fully random hashing through its local structure, which is constrained in a simple way. However, more complex constraints on the local structure may perhaps be handled via the same approach.
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