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Abstract. The future Large Hadron Collider (LHC) to be built at CERN1, by the turn of the millenium,
provides an ample source of challenging real-time computational problems. We report here some results
from a collaboration between CERN EAST2 (RD-11) group and DEC-PRL PAM3 team. We present
implementations of the four foremost LHC algorithms on DECPeRLe-1 [1]. Our machine is the only one
which presently meets the requirements from CERN (100 kHz event rate), except for another dedicated
FPGA-based machine built for just one of the algorithms [2]. All other implementations based on single
and multiprocessor general purpose computing systems fall short either of computing power, or of I/O
resources or both.
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1. Introduction

The community of High-Energy Physics is about
to decide to go forward with the next generation
collider to be built at CERN, the LHC. With this
new instrument, it will be possible to observe the
collisions of bunches (small packets) of protons
turning in two rings in opposite directions at 14
TeV (7 TeV in each direction), an energy not at-
tainable today. Experimentation in that ring is
expected to start at the beginning of the century,
around year 2002. Two di�erent detectors are be-
ing designed: CMS and ATLAS. They are huge
structures implementing a number of very di�er-
ent speci�c sub-detectors such as Silicon Trackers,

� This work was done while Laurent Moll, Jean Vuillemin
and PhilippeBoucardwere employees of Digital Equipment
Corporation, Paris Research Laboratory,Rueil-Malmaison,
France

Muon Chambers, Transition Radiation Trackers
and Calorimeters. A picture of ATLAS is shown
on �gure 1.

The data rate e�ectively generated by all dif-
ferent detectors will reach very high levels, for two
reasons:
� The bunch crossing frequency is about 40 MHz,

or 8 meters in terms of distance at almost light-
speed.

� There will be over 10 million channels.
The digital data 
ow provided by the detectors
will be over 100 TB/s. As it is obviously not pos-
sible to store or use directly this huge quantity of
information, a multi-layer scheme has been pro-
posed to reduce the data 
ow to amounts treatable
by high-level processors and storable continuously.
It is organized in three trigger levels:
� The �rst-level trigger includes an analog and a

digital part. Its purpose is to select quickly (at
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Fig. 1. The ATLAS experiment.

40 MHz) which Regions Of Interest (ROIs) in

the whole picture seen by the detectors are to

be kept for further analysis. A huge data switch

sends only the selected regions to the next level.
� The second-level trigger, where DECPeRLe-1

�ts, processes each of the selected ROIs, over

the full data from the detectors. It extracts in

real-time useful physics features, such as tracks

and energy level distribution in order to achieve

discrimination based on physics criteria.
� The third-level trigger is composed of high-level

processors performing experiment-speci�c pro-

cessing of the �ltered data to provide further �l-

tering before storage (actually, this three-level

architecture is still evolving, but it has been

chosen as a starting point for the ATLAS ex-

periment, see [3]).

The foreseen data rates at the di�erent levels are

shown on �gure 2.

The most interesting problems for FPGA-based

machines are situated in the second-level trigger-

ing part, as the data 
ow is high, the computation

needs are well suited for parallel hardware imple-

mentation, and 
exibility is very important. In

the next section we present the concept of PAM,

and the DECPeRLe-1 board, hardware base of the

implementations. In the last section we present

the implementations themselves: the algorithms

for the three best-de�ned detectors in the ATLAS

level event frequency data rate

1 40MHz 100TB/s
2 100kHz 100GB/s
3 1000Hz 1GB/s

Fig. 2. Data rates inside the LHC.

experiment and the global decision for the second-
level trigger.

2. Programmable Active Memories

The purpose of a Programmable Active Memory
(PAM) is to implement a virtual machine which
can be dynamically con�gured as a large number
of speci�c hardware devices.

The structure of a generic PAM is found in �g-
ure 3. It is connected|through the in and out
links|to a host processor. A function of the host
is to download con�guration bitstreams into the
PAM. After con�guration, the PAM behaves, elec-
trically and logically, like the ASIC de�ned by the
speci�c bitstream. It may operate in stand-alone
mode, hooked to some external system|through
the in0 and out0 links. It may operate as a co-
processor under host control, specialized to speed-
up some crucial computation. It may operate as
both, and connect the host to some external sys-
tem, like an audio or video device, or some other
PAM.

The High-Energy Physics applications pre-
sented here are implemented on a speci�c PAM:
it is named DECPeRLe-1 and it was built at Dig-
ital's Paris Research Laboratory in 1992. A dozen
copies operate at various scienti�c centers in the
world.

Besides our PAMs, which were built �rst at IN-
RIA in 1987 [4], then at DEC-PRL, other suc-
cessful implementations of recon�gurable systems
have been reported, in particular at the universi-
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ties of Edinburgh [5] and Zurich [6], and at the
Supercomputer Research Center in Maryland [7].

The ENABLE machine is a system, built from
FPGAs and SRAM, speci�cally constructed at
the university of Mannheim [8] for solving the
TRT problem of section 3.2. A second-generation
board called ENABLE++ is already being built
[25]. Many similar application-speci�c recon�g-
urable machines have been built in the recent
years: the recon�gurable nature is only exploited
while developping and debugging the application.
Once done, �nal con�guration is done, once and
for all|until the next \hardware release".

Commercial products already exist: QuickTurn
[9] and Meta-Systems4 sell large con�gurable sys-
tems, dedicated to hardware emulation. Compu-
gen [10] sells a modular PAM-like hardware, to-
gether with several con�gurations focusing on ge-
netic matching algorithms. More systems exist
than just the ones mentioned here.

A thorough presentation of the issues involved
in PAM design, with alternative implementation
choices, is given by Bertin [11].

2.1. The DECPeRLe-1 board

The overall structure of DECPeRLe-1 is shown in
�gure 4. Each of the 23 squares denotes one Xil-
inx XC3090 FPGA [12]. Each of the 4 rectangles
represents 1 MB of static RAM (letter R). Each

line represents 32 wires, physically laid out on the
printed circuit board (PCB) of DECPeRLe-1. A
photo of the system is shown in �gure 4.

Depending upon the application, individual
units are implemented within one to many FP-
GAs; they may also be implemented as look-up
tables (LUT) through the local RAM; some slow
processes are implemented by software running on
the host. Connections between processing units
are mapped, as part of the design con�guration,
either on PCB wires or on internal FPGA wires.

2.2. FPGA matrix

The computational core of DECPeRLe-1 is a 4�4
matrix of XC3090|letter M in �gure 4. Each
FPGA has 16 direct connections to each of its four
Manhattan neighbors. The four FPGAs in each
row and each column share two common 16-bit
buses. There are thus four 64-bit buses traversing
the array, one per geographical direction N, S, E,
W.

The purpose of this organization is to best ex-
trapolate, at the PCB level, the internal structure
of the FPGA. What we have is close to a large
FPGA with 64� 80 Programmable Active Bits|
except for a connection bottleneck every quar-
ter of the array, as there are fewer wires on the
PCB than inside the FPGA. By Noyce's thesis,
DECPeRLe-1 implements, with 1992 technology,
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Fig. 4. DECPeRLe-1 architecture
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Fig. 4. DECPeRLe-1 and its TURBOchannel interface board

a leading edge FPGA which should become avail-
able on a single chip by 1998.

2.3. Local RAM

Some applications are entirely implemented with
FPGA logic; most others require some amount of
RAM: to bu�er and re-order local data, or to im-
plement specialized LUTs.

The size of this cache RAM is 4 MB for
DECPeRLe-1, made of four independent 32-bit-
wide banks. The 18-bit addresses and read/write
signals for each RAM are generated within one of
two controller FPGAs|letter C in �gure 4. Data
to and from each RAM goes to the corresponding
switch FPGA|letter S.

2.4. External links

DECPeRLe-1 has four 32-bit-wide external con-
nectors.

Three of these (not represented on �gure 4) link
edges of the FPGA matrix to external connectors.
They are used for establishing real-time links, at
up to 33 MHz, between DECPeRLe-1 and external
devices: audio, video, physical detectors: : : Their
aggregated peak bandwidth exceeds 400 MB/s.

The fourth external connection links to the host
interface of DECPeRLe-1: a 100 MB/s TUR-

BOchannel adapter [13]. In order to avoid hav-
ing to synchronize the host and PAM clocks, host
data goes through two FIFOs, for input and out-
put respectively. To the PAM side of the FIFOs
is another switch FPGA, which shares two 32-bit
buses with the other switches and controllers|see
�gure 4.

The host connection itself consists of a host-
independent part implemented on the mother
board and a host-dependent part implemented on
a small option board speci�c to the host bus. A
short cable links the two parts|see �gure 4.

In addition to the above, DECPeRLe-1 fea-
tures daughter-board connectors which can pro-
vide more than 1.2 GB/s of bandwidth to special-
ized hardware extensions.

2.5. Firmware

One extra FPGA on DECPeRLe-1 is not con�g-
urable by the user; call it POM, by analogy with
ROM. Its function is to provide control over the
state of the PAM, through software from the host.

The logical protocol of the host bus itself is pro-
grammed in POM con�guration. Adapting from
TURBOchannel to some other logical bus format,
such as VME, HIPPI or PCI is just a matter of re-
programming the POM and re-designing the small
host-dependent interface board.
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A function of the POM is to assist the host
in downloading a PAM con�guration|1.5 Mb for
DECPeRLe-1. Thanks to this hardware assist, we
are able to recon�gure DECPeRLe-1 up to �fty
times per second, a crucial feature in some appli-
cations. One can regard DECPeRLe-1 as a soft-
ware silicon foundry, with a 20 ms turn-around
time.

We take advantage of an extra feature of the
XC3090 component: it is possible to dynamically
read back the contents of the internal state regis-
ter of each PAB. Together with a clock stepping
facility|stop the main clock and trigger clock cy-
cles one at a time from the host|this provides a
powerful debugging tool, where one takes a snap-
shot of the complete internal state of the system
after each clock cycle. This feature drastically re-
duces the need for software simulation of our de-
signs.

PAM designs are synchronous circuits: all reg-
isters are updated on each cycle of the same
global clock. The maximum speed of a design is
directly determined by its critical combinational
path. This varies from one PAM design to another.
It has thus been necessary to design a clock distri-
bution system whose speed can be programmed as
part of the design con�guration. On DECPeRLe-
1, the clock can be �nely tuned, with increments
on the order of 0.01%, for frequencies up to 100
MHz.

A typical DECPeRLe-1 design receives a logi-
cally uninterrupted 
ow of data, through the input
FIFO. It performs some processing, and delivers
its results, in the same manner, through the out-
put FIFO. The host is responsible for �lling-in and
emptying-out the other side of both FIFOs. Our
�rmware supports a mode in which the application
clock automatically stops when DECPeRLe-1 at-
tempts to read an empty FIFO or write a full one,
e�ectively providing fully automatic and transpar-
ent 
ow-control.

The full �rmware functionality may be con-
trolled through host software. Most of it is also
available to the hardware design: all relevant
wires are brought to the two controller FPGAs
of DECPeRLe-1. This allows a design to syn-
chronize itself, in the same manner, with some
of the external links. Another unique possibility
is the dynamic tuning of the clock. This feature

is used in designs where a slow and infrequent
operation|say changing the value of some global
controls every 256 cycles|coexists with fast and
frequent operations. The strategy is then to slow
the clock down before the infrequent operation|
every 256 cycles|and speed it up afterwards|for
255 cycles. Tricky, but doable.

2.6. PAM programming

A PAM program consists of three parts:
1. The driving software, which runs on the host

and controls the PAM hardware.
2. The logic equations describing the synchronous

hardware implemented on the PAM board.
3. The placement and routing directives that

guide the implementation of the logic equations
onto the PAM board.

The driving software is written in C or C++ and
is linked to a runtime library encapsulating a de-
vice driver. The logic equations and the place-
ment and routing directives are generated algo-
rithmically by a C++ program. As a deliberate
choice of methodology, all PAM design circuits are
digital and synchronous. Asynchronous features|
such as RAM write pulses, FIFO 
ags decoding
or clock tuning|are pushed into the �rmware
(POM) where they get implemented once and for
all.

A full DECPeRLe-1 design is a large piece
of hardware: excluding the RAM, twenty-three
XC3090 containing 15k PABs are roughly the
equivalent of 200k gates. This amount of logic
would barely �t in the largest gate arrays avail-
able in 1994.

The goal of a DECPeRLe-1 designer is to en-
code, through a 1.5 Mb bitstream, the logic equa-
tions, the placement and the routing of �fteen
thousand PABs in order to meet the performance
requirements of a compute-intensive task. To
achieve this goal with a reasonable degree of ef-
�ciency, a designer needs full control over the �-
nal logic implementation and layout. In 1992, no
existing computer-aided design (CAD) tool was
adapted to such needs.

We decided to use C++ for reasons of economy
and simplicity. VHDL is a complex, expensive
language. C++ programming environments are
considerably cheaper, and we are tapping a much
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wider market in terms of training, documentation
and programming tools. Though we had to de-
velop a generic software library to handle netlist
generation and simulation, the amount of work re-
mains limited. Moreover we keep full control over
the generated netlist, and we can include circuit
geometry information as desired. The Perle1DC
library is fully described in [14].

2.7. The runtime library

At the system level, the programming environ-
ment provides two main functions: a device driver
interface, and full simulation support of that in-
terface. This simulation capability allows the de-
signer to operate together the hardware and soft-
ware parts from a PAM program. The device
driver interface provides the mandatory controls
to the application program: the usual UNIX I/O
interface with open, close, synchronous and asyn-
chronous read and write; download of the con�gu-
ration bitstreams for the PAM FPGAs; readback
of their state (i.e. the values of all PAB registers);
read and write of the PAM static RAMs; software
control of the PAM board clock.

3. The algorithms

All the algorithms presented here have the same
global real-time constraint: process the events at
100 kHz. For the detectors, a Region Of Interest
has to be treated, corresponding to a small part
of the whole detector. The representation of the
detector data in this ROI is often a bitmap ob-
tained directly or by projection on two of the axes
in cylindrical coordinates.

To process this bitmap, two types of algorithms
are used:
� The dense map processing computes the full

image digitized by the detector from a scan line
input.

� The sparse map or list processing takes for in-
put a list of the non-zero pixels in each image.
Pixels are processed one at a time, generally
through a look-up table (LUT).

The optimal choice between these two types of
processing depends on the density of the images
provided by the detectors, the computational com-
plexity of the two algorithms, and the bandwidth
of the RAMs.

The four algorithms implemented show three
very di�erent points of interest of PAMs:
� The high input bandwidth of the board.
� The massive parallelization of the tasks, with

no temporal cost for the control logic.
� The ease of processing of numbers with only a

few bits, and the small surface required.
For each algorithm, a comment is made on the
di�erences with the software implementation, and
on the advantage of using FPGAs. The surface
used on the DECPeRLe-1 board is indicated; the
frequency of the designs is around 25 MHz for the
four of them. This limit is given by the speed
of the chips used (100 MHz toggle rate), and
the maximum operating frequency of the RAMs
(25 MHz).

3.1. The Calorimeter (CALO)

The Calorimeter detector is composed of many
small towers. They are composed of both an elec-
tromagnetic layer and a hadronic layer. The algo-
rithm implemented here is based on ROIs of 20 �
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Hadron jet Electron

Fig. 5. Calorimeter typical input images

20 towers (pixels). Each pixel value provides the
energy level for the two layers, presented by two
16-bit integers. The resulting data input rate is
high: 160 MB/s.

The analysis of an event is done by computing:
1. The pixel-wise sum.
2. The total energy.
3. The maximum energy.
4. The �rst statistical moment.
5. The peak energy.
6. The �nal discriminant uses the previously cal-

culated characteristics of an event to distin-
guish electrons from pions or from hadronic
jets, or even pions from jets.

The complete datapath is shown on �gure 5. The
features extracted for further processing are com-
puted in real-time.

The CALO implementation on DECPeRLe-1
uses a datapath completely equivalent to the soft-
ware implementation. It is e�cient because it can
handle the 160 MB/s input data, and because all
the operators are carefully designed (e.g. using
Booth coding for the multipliers) and sized (in
terms of number of bits in input and output) so
that the overall surface needed is about 4 LCAs,
or 1=4 of the computational matrix of the PAM.
This design is mainly composed of arithmetic op-
erators with some control.

The CALO algorithm and its cost in computing
resources is analyzed in [15].

3.2. The Transition Radiation Tracker (TRT)

The TRT is a detector based on 76800 radial
straw tubes organized in wheels (discs) perpendic-
ular to the z-axis. A ROI is composed of 32 wheels
� 16 straws. There are 2 thresholds per straw at
2 di�erent energy levels. So, for each event, we
have to treat two �32�16 bitmaps corresponding
to the 2D projection of the cylinder of straws. On

�gure 6, we can see the arrangement of the straws.
The horizontal axis is the z-axis and the vertical
axis is the �-axis. On these bitmaps, the particles
have almost straight tracks corresponding to the
helicoidal trajectories.

We have to extract the track on which there is
the largest number of points. To achieve this goal,
we compute a Hough Transform on the complete
bitmaps: it consists calculating the histogram of
the number of points on each line de�ned by its
intercept and its slope. It is done line by line, so
that we can get the resulting histogram also line
by line. We can then compute the maximum by
comparing each line to the maximum, which al-
lows us not to store the complete histogram.

To cope with the 100 kHz constraint and to
increase the number of di�erent tracks recogniz-
able, J.Vuillemin has introduced a variation of the
Hough Transform called Fast Hough Transform
(FHT), which is based on a divide and conquer al-
gorithm and reduces the computational complex-
ity from O(n3) to O(n2: log(n)). The FHT is fully
described in [16]. Thanks to it, we can provide
a choice of 128 di�erent intercept � 31 di�erent
slopes = 3968 tracks.

The datapath is heterogeneous, as shown on �g-
ure 8, and is very di�erent from all the other im-
plementations, software or hardware. It has thus
been the longest to specify and to code (about 2
man�months).
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The processing of the Hough Transform by ex-
tensive arithmetic computation as opposed to ta-
ble look-ups, and the use of a special divide and
conquer algorithm make this implementation far
more e�cient than the other ones. The computa-
tional matrix of DECPeRLe-1 is almost full, but
no RAM is used for the algorithm. The design
is mainly composed of 1-bit adders, comparators
and delays put together in such a way that it per-
fectly �ts a FPGA implementation (full use of ele-
mentary blocks, logic and 
ip-
ops, and of routing
resources).

The high-level C++ library used as CAD tool
was especially useful for this application, because
the logic, the control, the placement, the routing
of the design and the driving software all depend
on the geometry of the detector, which changed
many times during the development. As we were
using the same C �le to describe the detector, a
simple modi�cation in this �le and a recompila-
tion changed in a matter of ten minutes the design
and the software to make them compatible with
the new characteristics.

The speci�cation of this implementation of
TRT can be found in [17] and the �nal tests and
beam test results in [18].

3.3. The Silicon Tracker (SCT)

The SCT detector is composed of six cylindrical
layers covered with 100 �m sensors. Four of these
layers are useful in this algorithm ; a particle can

thus be followed through 4 impacts. A ROI is

composed of 4 layers � 1040 sensors.

As the hit precision is very high, the density of

hits is very low, even with the additional noise.

Simulation gives an average occupancy of the sen-

sors at 2.5 %. As a consequence, a sparse map

algorithm using LUTs has been chosen: for each

point on the image, a LUT points to the tracks to

which the point belongs. We histogram the com-

plete Hough-Transform of the ROI. For each possi-

ble track in the histogram, a 4-bit count is main-

tained, one bit per layer. At the end of the list

of points, the histogram is emptied, and for each

track, we compute the number of points on the

track. The best track is extracted by the largest

number of points (generally, there is one 4-point

track).

A total of 64 � 32 = 2048 tracks can be ex-

tracted at 100 kHz with an average occupancy of

3 %, in the DECPeRLe-1 implementation.

The datapath shown on �gure 7 is very homoge-

neous, and the DECPeRLe-1 design mainly com-

posed of a regular matrix of histogram and max-

extracting cells, plus some control. This imple-

mentation of the SCT algorithm is fully optimized

for both the available material and the LUT algo-

rithm. The computational matrix is completely

used: all the CLBs of the Xilinx parts are fully

used (5 inputs, 2 logical functions, 2 
ip-
ops), all

the longlines are used, and the routing is still very

hard. All the external connections of the FPGAs

are used, and the switches and controllers are al-

most full.

The bandwidth needed from the RAMs is so

high (2048 tracks at 25 MHz = 51.2 Gb/s) that

we must compress the contents of the LUT to �t

into only three 32-bit RAMs. This application

�ts perfectly in a FPGA-based machine, and the

obtained performance is very good. This imple-

mentation uses the same algorithm as the soft-

ware implementation, but the high level of concur-

rency, and the huge LUT bandwidth handled by

the histogrammingpart make this implementation

far more powerful than any high-level processor.

A complete description of the algorithm and

the implementation is given in [19].
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Fig. 8. The TRT datapath.



10 Moll, et al.

3.4. Global decision

The algorithms described above perform all so-
called feature extraction tasks. This is only the
�rst step in second level triggering. When features
are extracted from all sub-detectors, one must es-
timate what kind of particles are involved and
whether the physics reaction behind the observed
data is an interesting one. This is called the global
decision task of second level triggering.

Much of the global decision task consists of
making simple comparisons between features and
thresholds. However, two compute-intensive tasks
are involved. One is to do a particle identi�cation
for each of the ROIs (the ROI task), and the other
is to compute the so-called invariant mass for all
possible pairs of ROIs.

By using a neural net, a \fuzzy logic" parti-
cle classi�cation has been suggested for the ROI
task [20]. The neural net is of the feed-forward
type with 12 inputs, a-6 node hidden layer, and 4
output nodes.

Only two kinds of modules are necessary for im-
plementing such an algorithm: multiply accumu-
late units (MAUs) and sigmoid functions. Both
are very straightforward to put on DECPeRLe-
1. By slightly modifying the arithmetic circuits
for statistical moment used in the CALO imple-
mentation, an MAU was obtained. The sigmoid
functions are easily implemented in look-up tables
in the RAM. By putting the weights in RAM also,

adjustment of the net can be done without recom-
piling the design. A highly parallellized, pipelined
design is shown schematically in Figure 9.

Each of the MAUs occupy a little more than
one half of an LCA.

For further details about the algorithm and the
implementation see [21] and [22]

4. The real-time environment

The TRT detector and the router logic was su�-
ciently advanced in june 1994 to allow a real beam
test with a prototype with a few straws, a router,
some di�erent second-level feature extractors and
the data acquisition.

To interface with the detector, we receive data
from two HIPPI lines (monodirectional 32-bit at
25 MHz on di�erential pairs), and send �nal re-
sults through ethernet to a VME crate running
an OS/9 system handling all the real-time envi-
ronment and providing the HIPPI connections.

The aim was to quickly provide an e�-
cient TRT feature extraction machine based on
DECPeRLe-1. We use the HIPPI to TUR-
BOchannel Interface board (HTI) developed at
CERN and commercialized by HYTEC [23], which
is the easiest way to interface with HIPPI without
creating a specialized board.

Two of these boards are plugged directly onto
DECPeRLe-1 internal connectors, and two full
TURBOchannel interfaces are implemented in the

Serial

Parallel
to

Serial

Parallel
to

Features

in
Classifications

Out

1

1

1

1

1

1

1

1

1

1

16 16sigf() sigf()
8

8 8

MAU

MAU

MAU

MAU

MAU

MAU

MAU

MAU

MAU

MAU

Fig. 9. Neural net datapath.
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FPGAs, to control the HTI boards from the host
through DECPeRLe-1, and to get data through
DMA.

Working in the real-time environment forced us
to add a 256 kB 25 MHz FIFO implemented with
two of DECPeRLe-1's RAMs. As the results are
sent to the Unix workstation, which may suspend
the reading process for 20 ms, we must be able to
store data for the same amount of time.

The development of the TURBOchannel inter-
face in DECPeRLe-1 took 3 weeks to an expert
in both TURBOchannel and FPGAs. It uses 2
RAMs to double-bu�erize the data from the HTI
boards and some part of the switches and con-
trollers. The settlement of the board with the cor-
rect algorithm (the TRT for this beam test) took
some more weeks because of the unclear speci�ca-
tions of the environment provided. We can there-
fore evaluate the amount of work to go from the
specs to a working feature extraction device to 3
man�months, which is really short compared to
all the other known devices having provided the
same functionalities.

5. The performance

The CERN/EAST group is testing a number of
other architectures for second-level triggering, but
results are really available only for software imple-
mentations [24], as a big research direction is the
use of high-level processor farms. Moreover, it is
not really easy to compare the performance as the
speci�cation for the detectors and the input data
are quickly evolving.

The following tables show the performance ob-
tained by DECPeRLe-1 compared to SPARC10
implementations. All timings are in �s. To meet
the real-time requirements, they all should be less
than 10 (= 100 kHz), which is the case for the four
DECPeRLe-1 implementations.
� Calorimeter: the software implementation

measured here provides about 4 times as much
precision as the PAM, but the design uses ap-
proximately a quarter of the whole FPGAs re-
sources. This di�erence is due to incompatible
speci�cations.

SPARC10 DECPeRLe-1

1290 10

� Transition Radiation Tracker: the software
implementation uses a completely di�erent al-
gorithm with thresholded data, and is four
times less precise than the DECPeRLe-1 im-
plementation.

SPARC10 DECPeRLe-1

865 10

� Silicon Tracker: both implementations use
exactly the same algorithmwith the same data.
This comparison is thus the best we can do.

SPARC10 DECPeRLe-1

4990 8

� ROI task of global decision: the same al-
gorithm was run on the same data. The soft-
ware implementation uses optimized code like
unrolled loops.

SPARC10 DECPERLE

9 0.64

6. The e�ciency of FPGAs for High-

Energy Physics applications

The di�erence of performance between the
DECPeRLe-1 and the SPARC10 implementations
shows a ratio of 15 to 500 in favor of the former.
This di�erence is especially important for the crit-
ical detector algorithms. The price of the board is
equivalent to the price of a well-equipped worksta-
tion, and it is not much longer to design a whole
circuit than to do the software, including the real-
time and I/O handling.

The FPGA-based solutions prove to be the per-
fect solution for getting high performance at low
cost without being obliged to develop an ASIC.
The needs of computation power are such that
even with that level of performance, a lot of de-
vices will be needed (typically some hundreds).
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That is why the maximum of computation power
should be put in each device. It allows the use
of general-purpose FPGA-based machines, like
DECPeRLe-1, used at full power.

7. Conclusion

Thanks to the ease of use of the development tools
for DECPeRLe-1, all these designs have been done
in a very short time: from one week for the SCT
to two months for the TRT including the TUR-
BOchannel interface and the real-time tests. The

exibility of the designs are such that we were
able to follow the changes of speci�cation of the
detector (which happen quite often at this stage
of development) in only one day. If we add the
performance, which are already good enough to
use the PAM technology in the 2002 detector, we
�nd that FPGA-based machines are probably the
best trade-o� in terms of cost / performance /
development time.

A team from Mannheim university built a ded-
icated FPGA-based board for the same tests [2],
and a cooperation between this team and DEC-
PRL PAM team is developing a set of hardware
and tools to match the exact CERN needs. Alto-
gether it has now been demonstrated that PAM-
like technology is ideal for the feature extraction
phase of the second level triggering in ATLAS,
and it is highly probable that it will �nally be the
chosen solution [26] [27].
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