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Abstract

Demosaicking is a particular case of interpolation problem where, from a scalar image in which each pixel has either the red, the green or the blue component, we want to interpolate the full-color image. State of the art demosaicking algorithms perform interpolation along edges, but these edges are estimated locally. We propose a level-set based geometric method to estimate image edges, inspired by the image inpainting literature. This method has a time complexity of $O(S)$, where $S$ is the number of pixels in the image, and compares favorably with the state of the art algorithms both visually and in most relevant image quality measures.
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I. INTRODUCTION

When a digital camera captures a color image, for each pixel we have three values corresponding to three color channels: typically, three 8-bit numbers that measure the amount of red (R), green (G) and blue (B) present in the pixel. But for cost reasons most digital cameras (photo, digital video and mobile phone cameras) have only one sensor array, instead of three. This sensor is covered with a color filter array (CFA) which makes each pixel in the camera capture only one color channel. So in order to output a full-color image an interpolation process called demosaicking must be performed. Figure 1 (a) shows the Bayer pattern, the most common CFA.

A. The case for Demosaicking

As we mentioned, most digital imaging devices have one CCD or sensor array only. Digital photo and video cameras with three CCD’s are way more expensive than their one-CCD counterparts, and mobile phone cameras have one CCD only and will apparently remain that way in the foreseeable future.
Ramanath et al. point out in [1] that in order to counter-act the severe aliasing artifacts introduced by the CFA sampling, digital cameras use either birefringent materials or phase delay techniques to increase the correlation between pixels, helping the demosaicking process, but at the same time implying a reduction in the effective resolution of the camera. A good demosaicking process could therefore eliminate the need for this anti-aliasing stage.

The ever-increasing resolution of consumer cameras does not imply that “any demosaicking algorithm will do”. In digital video the resolution is really not that high, while in digital photography a 10Mpixel image could probably get away with a very simple demosaicking procedure for display on a PC screen, but that would definitely not do for large-size printing or for zooming into details.

B. Previous work

There is abundant literature on demosaicking, and for works pre-dating 2005 the interested reader is directed to the excellent survey by Gunturk et al. [2]; as for more recent works, we will mention the following. In [3] the author proposes an iterative scheme where color differences are averaged to estimate the green plane, then the red and blue ones, and a spatially adaptive stopping criterion is defined that tries to minimize the creation of artifacts. In several works the Bayer image is interpolated first horizontally and then vertically, and both images are combined into a single image according to a certain criterion: by choosing the direction with less artifacts [4], or the direction of image contours [5], [6]. In [7] the direction of interpolation the for green plane is selected as the one (horizontal, vertical or diagonal) where the color difference has minimum variance. In [8] demosaicking is performed by averaging pixels with similar neighborhoods. In [9] the authors propose an interpolation method where an image dictionary of image patches is learned that leads to the sparsest representation of patches in the demosaicked image.

C. Our contribution

State of the art results for demosaicking [5], [6], [7] are obtained with edge direction approaches: the missing color information is interpolated along the direction of the edges or contours of the image. But to the best of our knowledge in all the demosaicking literature the procedure of estimating the direction of edges is always local: in order to estimate the direction of the edge at pixel $p$, these algorithms look at the neighborhood of $p$ and make a decision which is independent of the decision for any other pixel $q$.

In this article we propose a demosaicking algorithm inspired by works in the inpainting literature, such as the disocclusion approach of Masnou [10] and the variational fill-in of Ballester et al. [11]. We
define an energy functional whose minimization, a level-set based procedure, gives the edge direction at every pixel. Although we use a variational approach in the formulation, in the implementation we do not use Partial Differential Equations (PDE’s) but a very simple dynamic programming scheme of linear computational time complexity: $O(S)$ where $S$ is the number of pixels in the image.

Experimentally we have found that our algorithm compares favorably with state of the art methods in all these quality measures: CIELAB distance, Peak Signal-to-Noise Ratio (PSNR), and Zipper Effect measure [12].

In this paper we will refer to pixels as integer coordinates in the image, that is, the position of pixel $p$ will be defined as $(i,j)$, and its intensity as $I(p)$. The red, green and blue planes will be referred to as $I_R$, $I_G$ and $I_B$ respectively. Red pixels with original value in the Bayer pattern will be noted as $I_{R}(p)$; and the interpolated values will be noted as $\hat{I}_{R}(p)$. The same notation is used for the green and blue channels.

II. THE PROPOSED ALGORITHM: THE GEOMETRY BASED DEMOSAICKING

A. Hypothesis: edges coincide in the three color channels

The main hypothesis in our formulation is that the three color channels are strongly correlated and share the same geometric information, i.e. the same family of level lines. This assumption can be considered as a reasonable one for natural images and it was experimentally checked in [13]. It is also consistent with the experiments on correlation among color channels reported by Gunturk et al. [14]. Indeed, it is actually at the basis of many demosaicking algorithms, e.g. [15], [2], [5], [7]. The algorithms using hue-based interpolation first interpolate $I_G$ and then assume perfect correlation among channels to interpolate $I_R$ and $I_B$, see [2]. The same hypothesis is used by state of the art methods in other color interpolation problems such as colorization of grayscale images [16], [17], [18], deinterlacing [19] or movie denoising [20].

B. Demosaicking, level-sets and inpainting

In [21] Caselles et al. introduced the concept of topographic maps for natural images. Given a grayscale image $I$, the upper level-set $X_{\lambda}(I)$ of level $\lambda$ of $I$ is the set of pixels which take a gray value greater than $\lambda$. The boundary of the level-set $X_{\lambda}(I)$ is the level-line of level $\lambda$: a closed curve which is the contour of level $\lambda$ of $I$. The family of all level lines of $I$ is the topographic map of $I$. If we have the topographic map of $I$ then we can reconstruct $I$, up to a change in contrast, i.e., all the geometric information of an image is contained in its family of level lines. Therefore, if we apply a change of contrast to the image
its topographic map does not change since its geometry, the shape of its level-lines or contours, remains
the same. Another property of topographic maps is that level-lines do not cross each other.

In section II-A we introduced our only hypothesis, which can now be expressed in the following
way: $I_R$, $I_G$ and $I_B$ have the same topographic map. Therefore, demosaicking amounts to finding the
level-lines in the empty regions of $I_G$ and then interpolating $I_R$ and $I_B$ along those lines. We choose $I_G$
because it is the most densely sampled.

With the Bayer CFA, let us say that the empty regions of $I_G$ are the odd 45° diagonals (see fig. 1 (b)).
In order to fill-in the odd diagonal of number $n$, the green values we create must respect the level-set
structure of the adjacent diagonals $n - 1$ and $n + 1$: one way to state this is by requiring that, if the $\lambda$
level-line intersects diagonal number $n - 1$ at pixel $p$ and diagonal number $n + 1$ at pixel $q$, then we
must fill-in pixel $\frac{1}{2}(p + q)$, which lies on diagonal number $n$, with the green value $\lambda$.

Now we can see the connection with these works in the inpainting literature: the disocclusion approach
of Masnou [10] and the variational fill-in of Ballester et al. [11]. Both approaches propose to fill-in
information in an empty region by creating the level-lines inside it, and these level-lines are chosen so as
to minimize a global energy functional related to the Elastica functional [22]: the idea is to favor level-
lines which are short and smooth. In our case, we can decompose the demosaicking problem into many
inpainting problems, one for each missing diagonal; in each of these problems, the inpainting region or
image gap will be the missing diagonal $n$ and the boundary conditions are given by the green values at
diagonals $n - 1$ and $n + 1$.

C. Inpainting one diagonal

When the image gap is only one-pixel wide, as it is in our case, it makes sense to impose that the
level-lines are straight-line segments, and therefore finding the orientation of every level line means to
compute the optimal matching function between two pixel sequences: diagonals $(n - 1)$ and $(n + 1)$. We
define our inpainting solution, that is, the optimal match between the diagonals, as the one which has
lowest energy: the set of correspondences that minimize a global accumulated cost.

We define the cost of a segment $pq$ (where $p$ is in diagonal $n - 1$ and $q$ is in diagonal $n + 1$) as a
function that measures the difference between the neighborhoods of $p$ and $q$ (higher difference implies
higher cost) and the length of the segment (higher length also implies higher cost). The cost function
between pixel $p$ and pixel $q$ is defined as:

$$cost(p, q) = (\alpha + \beta|p - q|)D(p, q)$$  

(1)
where $\alpha$ and $\beta$ are constants and $D(p, q)$ measures the difference between the neighborhoods of $p$ and $q$, as it will be explained in detail in section III.

Because level lines never cross, the global matching function will be non-decreasing (see fig. 1 (c)) and the optimization problem can be solved with dynamic programming as Cox et al. propose in the context of image stereo in [23]. See [19] for an application of this same approach to de-interlacing. The use of dynamic programming for inpainting was proposed by Masnou in [10].

Once we have the optimum matching, we have a dense set of correspondences between pixels in diagonals $n - 1$ and $n + 1$. So for each matching pair $(p, q)$ we fill pixel $\frac{1}{2}(p + q)$ of the empty diagonal $n$ with the average value of pixels $p$ and $q$ (see figure 1 (e) pixel $a$). For those pixels which do not correspond to the middle point of any matching pair $(p, q)$, bilinear interpolation is computed within the trapezoid defined by the closest matchings, see figure 1 (e) pixel $b$.

Second derivatives are also introduced in the interpolation as a small correction term in the spirit of [7]. For instance, if pixel $a$ has a red value in the Bayer pattern and $a$ is in the middle point of the matching pair $(p, q)$, we compute the green value at $a$ as:

$$
\hat{I}_G(a) = \frac{I_G(p) + I_G(q)}{2} + \begin{cases} 
\frac{(I_R(a) - I_R(a-(0,2)) + (I_R(a) - I_R(a+(0,2))))}{4} & \text{if } \vec{pq} \text{ is horizontal} \\
\frac{(I_R(a) - I_R(a-(2,0)) + (I_R(a) - I_R(a+(2,0))))}{4} & \text{if } \vec{pq} \text{ is vertical} \\
\frac{(4I_R(a) - I_R(a-(0,2)) - I_R(a+(0,2)) - I_R(a-(2,0)) - I_R(a+(2,0)))}{8} & \text{otherwise}
\end{cases}
$$

Notice that this identity can be written as $D^2_R I_G(a) = D^2_R I_R(a)$ where $D^2_R$ denotes the second derivative in the direction of the level line at pixel $a$, which is consistent with our main assumption described in Section II-A.
D. Full-color image

After we have performed the inpainting of all empty $+45^\circ$ diagonals we have the whole G channel interpolated. We complete the R and B channels using the classical hue-based interpolation technique described in [2]. For instance, if pixel $a$ is in a green position (we have $I_G(a)$) and we want to interpolate the red value $\hat{I}_R(a)$, we define a window $\Psi_R$ centered at $(0,0)$ and compute:

$$\hat{I}_R(a) = I_G(a) + \sum_{w \in \Psi_R} \frac{I_R(a + w) - \hat{I}_G(a + w)}{N}$$

(2)

where in $\Psi_R$ we consider only the pixels located at the red channel positions, their number being $N$. The same process is performed for the blue plane and at the end we obtain a full color image $I_+$. We repeat the same process but now using as inpainting gaps the empty $-45^\circ$ diagonals, obtaining another full color demosaicked image $I_-$. We merge both images $I_+$ and $I_-$ using a self-similarity measure: for each pixel $p$ we choose the value $I_+(p)$ or $I_-(p)$ which has a higher self-similarity measure computed as the minimum color difference between the pixel $p$ and the pixels in its neighborhood. That is, we are selecting the value least likely to be an error.

III. THE ALGORITHM IN DETAIL

The process described in section II which we call our core algorithm is iterated three times using in each step a different neighborhood distance measure $D$ in the cost function (1), see fig. (2).

First of all, we use as a difference measure in (1) the comparison of neighborhoods in $I_G$; with this particular choice of cost function our core algorithm produces a full colored demosaicked output which we call $I_1$. Secondly, in order to capture high frequencies, we use in (1) an interchannel-interpixel measure in the spirit of [5], and obtain $I_2$. These two images are merged with the self-similarity measure described above, obtaining $I_m$. Then we apply the core algorithm to $I_m$, using in (1) the comparison of neighborhoods in the three channels (since $I_m$ is a full color image) to obtain $I_{m3}$. Finally, we apply the self-similarity merging algorithm to $I_m$ and $I_{m3}$ obtaining the final output $I_o$ of our algorithm. Even
though the resulting image $I_o$ has accurate edges and details, we perform the ’Refinement Step’ described in [24] section II.A.2 which is similar in spirit to anisotropic diffusion along the level lines of the image. Not introducing this final step leads to color artifacts (see fig. 5) and worse quantitative results.

As we stated in the last section, the definition of the cost depends directly on the difference function $D$ used in (1). The difference measures $D_i$, $i = 1, 2, 3$ that we use in the three iterations of our core algorithm are defined as:

1) Green channel comparison:

$$D_1(p, q) = \sqrt{\frac{\sum_{w \in \Psi_G} (I_G(p + w) - \bar{I}_{G,p} - I_G(q + w) + \bar{I}_{G,q})^2}{N}}$$

(3)

where $\Psi_G$ is a $5 \times 5$ neighborhood centered in $(0, 0)$ which only has effective pixels at the G channel locations, $\bar{I}$ is the average value within $\Psi_G$, and $N$ is the number of effective pixels in $\Psi_G$ (therefore $N = 13$).

2) Interchannel and interpixel comparison. We define $S$ as an interchannel derivative; let $p$ be at a red position in the Bayer pattern, the horizontal derivative is defined as:

$$S_h(p) = I_R(p) - I_G(p + (0, 1))$$

(4)

This measure can be applied to every combination of contiguous pixels. Because we assume that level lines coincide, $S$ is expected to be constant within a homogeneous area thus its derivative will be zero; for further analysis refer to [5]. Therefore we obtain a measure of the homogeneity of a neighborhood by comparing its $S$ measures:

$$\text{Deriv}_h(p) = S_h(p) - S_h(p + (0, 2))$$

(5)

$$\text{IID}_h(p, q) = \sqrt{\sum_{w \in \Psi} \frac{|\text{Deriv}_h(p + w) - \text{Deriv}_h(q + w)|}{N}}$$

(6)

The size of the window was also set to $5 \times 5$ therefore $N = 10$. We compute these derivatives along the horizontal and vertical orientations, and average them:

$$D_2(p, q) = \frac{\text{IID}_h(p, q) + \text{IID}_v(p, q)}{2}$$

(7)

3) Three channel comparison:

$$D_3(p, q) = \frac{1}{N} \sum_{w \in \Psi} \sum_{c \in R,G,B} [I_c(p + w) - \bar{I}_{c,p} - I_c(q + w) + \bar{I}_{c,q}]^2$$

(8)

where $\bar{I}$ is the average value within the window $\Psi$ whose size is set to $9 \times 9$, and therefore $N = 243$. 
Let us comment on the choice of parameters of our algorithm. The neighborhood size in the merging step is $11 \times 11$. In (1): $\alpha = 0.9$ and $\beta = 0.1$. Also, a gap penalty was introduced in the dynamic programming method: whenever the computed cost between two pixels is higher that $C_{max}$, the pixels will not be matched. We have chosen $C_{max}$ to equal $N$ in the distance formulas (3), (6), and (8).

Dynamic programming methods run in linear time with respect to the number of pixels in the image (see [19] for a detailed analysis). The number of operations per pixel is in the order of thousands, which is quite higher than other methods in the state of the art ([25], [26], [7]) but perfectly normal for an off-line application. Also, the performance can be highly increased by using parallel computing techniques or a GPU implementation, in the spirit of [19].

IV. EXPERIMENTS

The algorithm was tested over the Kodak database (see http://r0k.us/graphics/kodak for the images’ index) consisting of 24 images of size $512 \times 768$. These full color RGB images were artificially mosaicked with a Bayer CFA, and demosaicked with our algorithm as well as several state of the art methods, for comparison: Lian et al. [25], Zhang et al. [26], and Chung et al. [7]. We performed both quantitative and qualitative evaluations of the results.

![Fig. 3](image)

Fig. 3. Details of results obtained with several algorithms on the images shown in the middle row of fig. 5: (a) Original image (b) Geometry based Demosaicking algorithm (c) Lian et al. (d) Zhang et al. (e) Chung et al. Note that our results show neither color nor geometric artifacts.
a) Qualitative Evaluation: In figure 3 we show some details of the images shown in fig. 5 (a) and fig. 5 (c) processed using different algorithms. Note that our algorithm demosaicks correctly the areas of the gate in the Lighthouse image and the ribbon in the little girl’s image, where the state of the art algorithms produce patterns and color artifacts. However there are some cases in which all algorithms fail, as it is shown in figure 4.

![Fig. 4. An example where all algorithms fail: (a) Detail of the original image (b) Geometry based Demosaicking method (c) Lian et al. (d) Zhang et al. (e) Chung et al.](image)

b) Quantitative Evaluation: Table I shows the numerical results of quantitative evaluation of the methods using different error measures. For reasons of space we show only the average results over the whole 24-image data set, and the results for just five of the images. All measures where computed ignoring a 12 pixel-wide band around the border of the image:

- Peak signal to noise ratio (PSNR). The results for this measure in table I were computed using
  \[
  \text{PSNR}(I_o, I_d) = 10 \log_{10} \left( \frac{255 \cdot 255 \cdot 3 \cdot N}{\sum_{c=1}^{3} \sum_{i=1}^{N} (I_{c,o}(i) - I_{c,d}(i))^2} \right)
  \]
  where \( N \) is the total number of pixels and \( I_{c,o} \) and \( I_{c,d} \) are the \( c \) channel of the original image and demosaicked image, respectively. Note that the higher the measure the better the image.
- Zipper Effect Measure. The zipper effect (ZE) is one of the most common artifacts in demosaicking and consists in an on-off pattern created in areas with saturated colors (see figure 4). Lu et al. in [12] propose a measure to count the pixels with ZE, and we compute it in table I. Since it is a percentage of pixels with ZE, the best measure would be zero and the worst 100%.

Note that the proposed method improves the others in PSNR and CIELAB measures, and with the Zipper Effect our results are comparable to those obtained with the best methods.

\[1\]This is done because some of the other algorithms we are comparing with do not perform well in said band; but we must point out that the performance of our algorithm is quite stable regardless the width of the band.
V. CONCLUSIONS AND FUTURE WORK

A new edge based demosaicking method was proposed. Due to its global nature, our algorithm improves state of the art methods both from a qualitative and a quantitative point of view. The only assumption made was that all the color channels of the image have the same edges, i.e. that level lines coincide. There is still room for improvement, as some zipper effect artifacts are alleviated but nonetheless present in our results. Also, the algorithm could be implemented on a GPU, increasing its performance in the spirit of [19].
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Fig. 5. Top row: the effect of the refinement step: (left) detail of original image Kodim06, (middle) result with refinement, (right) result without refinement. Middle row: original images (Kodim15 and Kodim19.) Bottom row: our results.