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Standard ML techniques learn real valued functions. However nowadays
many machine learning problems require to learn functions with structured out-
put e.g. automatic text translation (string — string), image captioning (image
— string), speech recognition (sound — text), prediction on graphs, learning
on manifolds, learning to rank documents, protein folding, etc. In this context
current research [1] focuses on developing ad-hoc algorithms for each structured
problem, often without theoretical guarantees.

Recently, [2] proposed a unifying theoretical framework to address in a sys-
tematic way structured prediction problems by introducing a novel learning
strategy with strong statistical guarantees. In particular the derived methods
are expressed in terms of an optimization problem in the output space. The

approach is explained and further specified for many useful discrete settings in
(3]
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