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2009 Habilitation a diriger les recherches, Ecole Normale Supérieure, Cachan, France
2005 Ph.D. in Computer Science, University of California, Berkeley, CA, USA
Dissertation: “Machine learning for blind source separation”
Advisor: Prof. Michael 1. Jordan.
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Professional experience

2007 - present Research faculty, INRIA - Ecole Normale Supérieure, Paris, France
Head of SIERRA project-team (since 2011)
Member of WILLOW project-team (2007-2010)

2005 - 2007 Assistant Professor, Ecole des Mines de Paris, Fontainebleau, France
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2021 Neurips Conference Test of time award and outstanding paper award
2020 Election at the French Academy of Sciences
2019  Prix Jean-Jacques Moreau
2019 Test of time award (10-year best paper award), ICML conference
2018 NeurIPS conference best paper award
2018 Lagrange Prize in continuous optimization
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2005 Best student paper award, AISTATS conference
2004 Best paper, honorable mention, ICML conference
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Series Editor, Adaptive Computation and Machine Learning, MIT Press, since 2016
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