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ABSTRACT

The abstract interpretation of programs is a mathematical model for static analysis of programs:

a new interpretation is given to the program text and this allows the building of a system of equations. The analysis of the program then consists in verifying that a solution provided by the user is correct, or in computing this solution, or else in discovering a good approximation of this solution.

* Attaché de Recherche au C.N.R.S., Laboratoire Associé n° 7.
** This work was supported by IRIA-SESORI under grants 75-035 and 76-160.
The abstract interpretation of programs was formalized in Cousot [1977a]. Only a few lattice theoretical results are recalled here for the paper to be self-contained.

Our main purpose is to show that most program analysis techniques may be understood and modelled as abstract interpretations of programs. This is illustrated by the following examples:

- Global data flow analysis,
- Analysis of program performance,
- Denotational semantics of programs,
- Proofs of program partial correctness,
- Proofs of program termination,
- Symbolic execution of programs,
- Type verification/discovery,
- Finite/infinite state program analysis.

The application of abstract interpretation in studying these apparently unrelated techniques renders the connexion between them clear and straightforward. Moreover, numerous mis-understood problems are highlighted when explained by the model of abstract interpretation.

1. INTRODUCTION

Let us introduce the abstract interpretation of programs by means of a very intuitive and trivial example. Suppose we are interested in discovering the sign of the integer variable i in the (non-terminating) program:

\[
i := 1 ; \text{while true do } i := i+1 ;
\]

Let us note \( \downarrow \) the fact that \( i \) is positive, \( \uparrow \) that \( i \) is negative, \( \pm \) the fact that \( i \) is an integer which sign is unknown. For reasons which will be explicited later we note \( \perp \) the fact that nothing is known about \( i \).

Besides we associate invariants \( P_1, P_2, P_3 \) with various points \{1\}, \{2\} and \{3\} of the program:

\[
i := 1 \{1\} ; \text{while true do } \{2\} i := i+1 \{3\};
\]

The value of \( P_1, P_2, P_3 \) may be \( \downarrow, \uparrow, \pm \) or \( \perp \) depending on the dynamic properties of \( i \) at the respective program points \{1\}, \{2\} or \{3\}. 

According to the semantics of usual programming languages, we know that:

- i is positive at program point \( \{1\} \) since it is equal to 1.

Therefore:

\[ p_1 = \dagger \]

- The sign of i at point \( \{2\} \) may be \( p_1 \) when coming from point \( \{1\} \) or \( p_3 \) when coming from point \( \{3\} \). Therefore

\[ p_2 = p_1 \text{ or } p_3 \]

where the operator or is defined by:

\[
\begin{align*}
\dagger \text{ or } \dagger &= \dagger \\
\dagger \text{ or } \dagger &= \dagger \\
\dagger \text{ or } \dagger &= \dagger \\
\dagger \text{ or } \dagger &= \dagger \\
\dagger \text{ or } \dagger &= \dagger \\
\end{align*}
\]

etc.

- Finally suppose the sign of i is \( p_2 \), the sign of \( i+1 \) is \( p_2 \oplus \dagger \), where the operator \( \oplus \) is defined by the rules of signs:

\[
\begin{align*}
\dagger \oplus \dagger &= \dagger \\
\dagger \oplus \dagger &= \dagger \\
\dagger \oplus \dagger &= \dagger \\
\dagger \oplus \dagger &= \dagger \\
\dagger \oplus \dagger &= \dagger \\
\end{align*}
\]

etc.

Hence the sign \( p_3 \) of i after the assignment \( i := i+1 \) is \( p_2 \oplus \dagger \). Therefore

\[ p_3 = p_2 \oplus \dagger \]

Notice that our simple reasoning permits to establish a system of three relations between the three invariants \( p_1, p_2, p_3 \):

\[
\begin{align*}
p_1 &= \dagger \\
p_2 &= p_1 \text{ or } p_3 \\
p_3 &= p_2 \oplus \dagger \\
\end{align*}
\]

Since \( p_1, p_2, p_3 \) need not satisfy any other constraint, any solution of the system of equations

\[
\begin{align*}
x_1 &= \dagger \\
x_2 &= x_1 \text{ or } x_3 \\
x_3 &= x_2 \oplus \dagger \\
\end{align*}
\]

would be an acceptable candidate for the invariants.
Solutions of that system exist, and in general are not unique:

<table>
<thead>
<tr>
<th></th>
<th>X₁</th>
<th>X₂</th>
<th>X₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>(b)</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
</tr>
</tbody>
</table>

However, a best solution (a) exists since ✗ is a more precise result than ✗.

The best solution (a) can be automatically constructed by successive approximations, as follows:

First approximation:

\[
\begin{align*}
X₁ &= 1 \\
X₂ &= 1 \\
X₃ &= 1
\end{align*}
\]

The second approximation is obtained by replacing \( X₁, X₂, X₃ \) by \( 1 \) in the right-hand side of the system of equations. We get:

\[
\begin{align*}
X₁ &= ✗ \\
X₂ &= 1 \text{ or } 1 = ✗ \\
X₃ &= 1 \text{ or } ✗ = 1
\end{align*}
\]

Third approximation:

\[
\begin{align*}
X₁ &= ✗ \\
X₂ &= ✗ \text{ or } 1 = ✗ \\
X₃ &= 1 \text{ or } ✗ = 1
\end{align*}
\]

Fourth approximation:

\[
\begin{align*}
X₁ &= ✗ \\
X₂ &= ✗ \text{ or } ✗ = ✗ \\
X₃ &= ✗ \text{ or } ✗ = ✗ \\
\end{align*}
\]

A last iteration recognizes that no change occurs in the values of \( X₁, X₂, X₃ \):

\[
\begin{align*}
X₁ &= ✗ \\
X₂ &= ✗ \text{ or } ✗ = ✗ \\
X₃ &= ✗ \text{ or } ✗ = ✗ \\
\end{align*}
\]
This is a certainly toilsome but at least systematic and simply automatizable way to prove that $i$ is positive in the program:

$$i := 1 \{1\} ; \text{while true do} \{2\} \ i := i+1 \{3\} ;$$

However this abstract interpretation is not very powerful since changing "$i := i+1" by "$i := i-2"$, we get a modified system of equations:

$$\begin{cases} 
X_1 = \dagger \\
X_2 = X_1 \text{ or } X_3 \\
X_3 = X_2 \oplus \dagger 
\end{cases}$$

which least solution is:

<table>
<thead>
<tr>
<th>$X_1$</th>
<th>$X_2$</th>
<th>$X_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\dagger$</td>
<td>$\dagger$</td>
<td>$\dagger$</td>
</tr>
</tbody>
</table>

The fact that $i$ is negative at program point $\{3\}$ is not captured by this abstract interpretation because of the rule "$\dagger \oplus \dagger = \dagger". A more careful analysis taking account of the absolute value of $i$ would be necessary to discover this fact.

The same inaccuracy occurs with other abstract interpretations (such as casting out of nines in arithmetic, parity checks in hardware, dimensional analysis in physics, ...) : they permit to automatically verify sufficient (yet in general not necessary) conditions of truth or falsehood of a property, (Sintzoff[1972]).

However more refined (but may be not fully automatizable) abstract interpretations may be used to analyze stronger properties of programs. For example the program

$$i := 1 \{1\} \text{while} \ i < N \text{do} \{2\} \ i := i+1 \{3\} ;$$

may be analyzed using the following equations over predicates:

$$\begin{cases} 
P_1 = (i = 1) \\
P_2 = (P_1 \text{ or } P_3) \text{ and } (i < N) \\
P_3 = P_2 (i \leftarrow i-1) 
\end{cases}$$
which solution is:

\[
\begin{align*}
P_1 &= (i = 1) \\
P_2 &= (1 < N) \land (1 \leq i) \land (i < N) \\
P_3 &= (1 < N) \land (2 \leq i) \land (i \leq N)
\end{align*}
\]

The purpose of this paper is to show that most techniques for analyzing properties of programs may be understood as particular abstract interpretations.

2. INTRODUCTION TO THE MATHEMATICAL MODEL USED IN ABSTRACT INTERPRETATION OF PROGRAMS

2.1 The Complete Lattice of Abstract Contexts

The set \(A\) of abstract contexts is supposed to be a lattice. We use the symbols:

\( \varepsilon, 1, \tau, \sqcup, \sqcap, \Pi, \Pi\)

to denote respectively the partial ordering, the infimum, the supremum, the join of two elements, the meet of two elements, the join of a set of elements, and the meet of a set of elements. The definitions and mathematical properties of these notions can be found in many places, for example Birkhoff\[1973\].

Example

In the introduction we used \(A = \{1, \tau, \varepsilon, \perp\}\) where \(\tau\) was denoted \(\downarrow\). The ordering relation \(\varepsilon\) is defined by its diagram:
For instance $\hat{+} \subseteq \hat{\cdot}$ since the assertion that $i$ is a positive integer is less unprecise than the assertion that $i$ is simply an integer. The introduction of $\hat{+}$ is necessary to make the poset $\{\hat{+}, \hat{\cdot}, \hat{\cdot} \}$ a lattice.

In general we will consider infinite lattices and will require them to be complete, that is by definition for any non-void part $\{X_i \mid i \in \Delta\}$ of $A$ the join:

$$\bigcup \{X_i \mid i \in \Delta\}$$

and meet:

$$\bigcap \{X_i \mid i \in \Delta\}$$

must exist for any arbitrary indexing set $\Delta$.

**Example**

Let $A$ be the subset of rational numbers included in the interval $[3, 4]$. It is a lattice with ordering $\leq$, infimum 3, supremum 4, join $\max$, meet $\min$. The strictly increasing chain $P_1 = 3$, $P_2 = 3.1$, $P_3 = 3.14$, ..., $P_6 = 3.14159$, ... converges towards $\pi$ which does not belong to $A$. Consequently $\bigcup \{P_i \mid i \geq 1\}$ does not exist in $A$ which proves that $A$ is not complete.

**Hypothesis**

The set $A$ of abstract contexts is supposed to be a complete lattice $(\varepsilon, \bot, \top, \sqcup, \sqcap, \sqcup, \sqcap)$.

**Lemma**

The set $A^k$ is a complete lattice $(\varepsilon^k, \bot^k, \top^k, \sqcup^k, \sqcap^k, \sqcup^k, \sqcap^k)$.

The following definitions are usual:

$\{<X_1, \ldots, X_k> \in A^k \mid Y_1, \ldots, Y_k>\} \iff \{(X_i \in Y_i), \forall i = 1, \ldots, k\}$

$<X_1, \ldots, X_k> \cup^k <Y_1, \ldots, Y_k> = <X_1 \cup Y_1, \ldots, X_k \cup Y_k>$ etc.

We drop the subscript $k$ when unambiguously available from context.
2.2 System of Equations Associated with a Program

A fixpoint equation:
\[ X = F(X) \]
with \( k \) variables, that is of the form
\[
\begin{aligned}
X_1 &= f_1(X_1, \ldots, X_k) \\
&\vdots \\
X_k &= f_k(X_1, \ldots, X_k)
\end{aligned}
\]
is associated to the \( k \) cutpoints of the program.
The variables \((X_1, \ldots, X_k)\) range over the complete lattice \( A \).

The syntactic process which permits to associate a system of equations with a particular program is not formalized here, and will be informally sketched for each of the further examples.

**Definition**

A function \( f : D \to D' \) from the poset \((D, \leq)\) in the poset \((D', \preceq)\) is order-preserving (synonymously monotonic or isotone) if and only if:
\[
\forall (x, y) \in D^2, \{x \preceq y\} \implies \{f(x) \preceq f(y)\}
\]

**Hypothesis**

The functions \( f_i : A^k \to A \) are supposed to be order-preserving.
(The point of monotonicity is that the better we define the argument contexts \((X_1, \ldots, X_k)\), the better we define the resulting context \( f_i(X_1, \ldots, X_k) \).)

**Lemma**

The map \( F : A^k \to A^k \) is preserving the ordering \( \preceq_k \).

2.3 Existence of Solutions to the System of Equations

**Theorem** (Tarski[1955]).

The order-preserving map \( F \) of the complete lattice \( A^k \) in itself has fixpoints (that is \( F(a) = a \) for some \( a \in A^k \)). In fact, the fixpoints of \( F \) form a complete lattice for ordering \( \preceq_k \).
Corollary 1 (Least fixpoint).

The least fixpoint \( \mu(F) \) of \( F \) is given by:

\[
\mu(F) = \bigcap_{k} \{ X \in A^k \mid F(x) \subseteq X \}
\]

Corollary 2 (Greatest fixpoint).

The greatest fixpoint \( \gamma(F) \) of \( F \) is given by the formula:

\[
\gamma(F) = \bigcup_{k} \{ X \in A^k \mid X \subseteq F(X) \}
\]

The above results permit to discuss the existence of solutions to the system of equations. However they do not provide an algorithmic construction of the extreme fixpoints. Additional hypothesis are necessary to provide constructive methods.

2.4 Construction of the Extreme Solutions of the System of Equations

2.4.1 Construction of the Least Fixpoint of \( F \)

Definition

A map \( f : D \to D' \) from the complete lattice \((D, \sqsubseteq, \sqcup)\) in the complete lattice \((D', \sqsubseteq', \sqcup')\) is called upper-semi-continuous if whenever

\[
X = \{ x_1, x_2, \ldots, x_n, \ldots \} \text{ where } x \sqsubseteq D \text{ and } x_1 \sqsubseteq x_2 \sqsubseteq \ldots \sqsubseteq x_n \sqsubseteq \ldots
\]

then

\[
f(\sqcup X) = \sqcup' \{ f(x) \mid x \in X \}
\]

Note that upper-semi-continuous functions have the monotonicity property and preserve upper limits.

\[
f(\lim_{n \to \infty} (x_n)) = \lim_{n \to \infty} (f(x_n))
\]

Hypothesis

The functions \( f_i : A^k \to A \) are supposed to be upper-semi-continuous, \( i = 1 \ldots k \).
Lemma

The map $F : \Lambda^k \to \Lambda^k$ is an upper-semi-continuous function from the complete lattice $\Lambda^k$ in itself.

Theorem (Kleene[1952], first recursion theorem)

The least fixpoint $\mu(F)$ of an upper-semi-continuous function $F$ from the complete lattice $\Lambda^k$ in itself is the limit of the increasing approximation sequence given by the formula:

$$\mu(F) = \bigcup_{n=0}^{\infty} F^n(1^k)$$

where

$F^n$ is the $n$-fold composition of $F$ with itself ($F^0(X) = X$, $F^{n+1}(X) = F(F^n(X))$) and $1^k$ is the least element of $\Lambda^k$ (a $k$-tuple which elements are equal to $\bot$).

Notice that:

$$1^k \subseteq_k F(1^k)$$

since $1^k$ is the infimum of the lattice $\Lambda^k$. Hence

$$F^n(1^k) \subseteq_k F^{n+1}(1^k)$$

is easy to prove by recurrence on $n$ using the property that $F$ is order preserving. This implies that the successive approximations:

$$1^k, F(1^k), F^2(1^k), \ldots, F^n(1^k), \ldots$$

form an increasing chain:

$$1^k \subseteq_k F^0(1^k) \subseteq_k F^1(1^k) \subseteq_k \ldots \subseteq_k F^n(1^k) \subseteq_k \ldots$$

Hence

$$\bigcup_{n=0}^{m} F^n(1^k) = F^m(1^k)$$

and

$$\bigcup_{n=0}^{\infty} F^n(1^k) = \lim_{n \to \infty} F^n(1^k)$$

Infinitely many successive approximations may be necessary to pass to the limit when the approximation sequence is indefinitely strictly increasing.
Otherwise, the first $p$ terms of the sequence are strictly increasing but terms of higher rank are equal to $F^p (x^k)$. This situation of utmost practical interest is found in particular when the lattice $A^k$ (or simply $A$) satisfies the ascending chain condition.

**Definition** (ascending chain condition)

A partly ordered set $(P, \leq)$ satisfies the ascending chain condition (resp. decreasing chain condition) if and only if every strictly increasing (resp. decreasing) chain is finite.

2.4.2 Construction of the Greatest Fixpoint of $F$.

Similarly, supposing the $f_i$, $i \in [1, k]$ to be lower-semi-continuous functions from the complete lattice $A^k$ in $A$, the greatest fixpoint $M(F)$ of $F$ is the limit of the decreasing approximation sequence given by the formula:

$$M(F) = \prod_{n=0}^{\infty} F^n (x^k)$$

2.4.3 Extreme Fixpoints of $F$.

The functions $f_i$, $i \in [1, k]$ will be said to be continuous when both lower-semi-continuous and upper-semi-continuous. In that case, the extreme fixpoints of $F$ may be constructed as the limits of the increasing and decreasing approximation sequences.

2.5 Discussion on Alternate Mathematical Models

Arbitrary posets are not in general complete lattices. Other well-known fixpoint theorems might be used in such a case (a.o. Abian and Brown [1961], Höft[1976], etc.). Other convenient algebras permit to give constructive definitions of fixpoints (a.o. chain complete partly ordered sets, complete ordered $F$-magma Nivat[1974], Courcelle and Nivat[1976], initial continuous algebras Goguen et al.[1977]). However we choose to use the complete lattice model because it is well-known. Moreover any poset can be made a complete lattice by known systematic methods (a.o., Mac Neille[1937]).
2.6 Warning

Subsequently we will apply the above theorems without paying careful attention to formalities.

3. APPLICATION TO PERFORMANCE ANALYSIS OF PROGRAMS

This example of application is presented first, since it permits to understand the utilized mathematical model by analogy with numerical analysis techniques.

3.1 Associating a System of Equations to a Program

The performance of programs may be analyzed by deriving for each program point the final value of an imaginary counter which is incremented each time control goes through that point.

We will model the program by a directed graph which nodes are junction, branch or separation (test) points.

Suppose we are given for each test \( \alpha \) in the program the probability \( p(\alpha) \) that this test will be true after being evaluated. We wish to determine the expected frequency \( C_i \) of traversing each arc \( i \) in the program during a single execution of the whole program. Under simplifying Markov assumptions (Cocke and Kennedy[1974]) the expected frequencies are given by the solution of a system of equations generated from the program by application of Kirchoff's laws of conservation of flow:
The main difficulty is to obtain the probabilities \( p(\alpha) \). In general, an exact expression in terms of known properties of the input cannot be obtained, e.g. internal tests may depend on computed quantities having no simple relation to the input. A major simplification is to consider tests as Markov processes, i.e. the probability is constant and independent of prior history. The values of these probabilities are supposed to be "given", e.g. might be determined by measurements.

### 3.2 The Complete Lattice of Abstract Contexts

Abstract contexts are positive reals \( \mathbb{R}^+ \) ordered by the natural ordering \( \leq (\alpha) \). The least upper bound operation \( \sqcup \) is the maximum \( \max \), and the greatest lower bound operation \( \sqcap \) is the minimum \( \min \) operation. The infimum \( \bot \) of the poset \( \mathbb{R}^+ \) is equal to 0 = \( \min \{ i \mid i \in \mathbb{R}^+ \} \). Notice that we are not considering a complete lattice since the expression

\[
\max \{ i \mid i \in \mathbb{R}^+ \}
\]

is not defined. Let us include a supremum \( \top \) denoted \( \top \) to \( \mathbb{R}^+ \), that is by definition:

\[
\top = \max \{ i \mid i \in \mathbb{R}^+ \}
\]

Now \( \mathbb{R}^+ (\leq, 0, \top, \max, \min, \MAX, \MIN) \) is a complete lattice (Birkhoff [1973]).

### 3.3 Solving the Equations

Let us simplify the equations by elimination of the variables \( C_1 \) and \( C_3 \) (and supposing that the value of \( p(\alpha) \) is given by \( p \)):

\[
\begin{align*}
C_2 &= 1 + C_2 \cdot p \\
C_4 &= C_2 \cdot (1 - p)
\end{align*}
\]

\( C_2 \) depends only on itself so that we can solve first the subsystem:
\[ C_2 = 1 + C_2 \cdot p \]

i.e. \( C_2 = F(C_2) \) where \( F(x) = 1 + x \cdot p \).

It is obvious that the solutions of this equation are \( \frac{1}{1-p} \) and \( \infty \). However let us go on with the example applying the theorems of paragraphs 3.3 and 3.4.

The function \( F \) is order-preserving, since:

\[
\{ x \leq y \} \implies \{ 1 + x \cdot p \leq 1 + y \cdot p \}
\]

(Recall \( 0 \leq p \leq 1 \)).

**Note**

The prove that \( F \) is order-preserving needs not be done for every particular program. In general it is possible to show that the isotony (or continuity) of \( F \) is a direct consequence of the syntactic method which is utilized to built the system of equations.

Tarski's theorem then states that the extreme fixpoints of \( F \) are:

\[
\mu(F) = \min\{ x \in \mathbb{R}^+ \mid 1 + x \cdot p \leq x \} \\
= \min\{ \frac{1}{1 - p}, \infty \} \\
= \frac{1}{1 - p}
\]

\[
M(F) = \max\{ x \in \mathbb{R}^+ \mid 1 + x \cdot p \geq x \} \\
= \max\{ 0, \frac{1}{1 - p} \} \cup \{ \infty \} \\
= \infty
\]

which is easily understood by the following geometric interpretation:

![Graph illustrating the fixpoints of the function F(x)](image-url)
Note that this definition of the fixpoint is not constructive, however the approximation sequences give an algorithm to compute them.

The map $F$ is clearly continuous since it is infinitely distributive that is for any indexing set $\Delta$ we have:

\[ 1 + \max\{x_i \mid i \in \Delta\} \cdot p = \max\{1 + x_i \cdot p \mid i \in \Delta\} \]

- The descending approximation sequence leads to the maximal fixpoint:
  \[ \lambda_0 = \infty \]
  \[ \lambda_1 = F(\lambda_0) = 1 + \infty \cdot p = \infty \]
  \[ \lambda_1 = \lambda_0 \]

- The ascending approximation sequence leads to the minimal fixpoint:
  \[ \lambda_0 = 0 \]
  \[ \lambda_1 = F(\lambda_0) = 1 + 1 \cdot p \]
  \[ \lambda_2 = F(\lambda_1) = 1 + (1 + p) \cdot p = 1 + p + p^2 \]
  \[ \vdots \]
  \[ \lambda_n = F(\lambda_{n-1}) = 1 + p + p^2 + \ldots + p^{n-1} \]

The limit of the ascending approximation sequence is an infinite series which sum is $\mu(F) = 1 / (1 - p)$.

- The classical geometric interpretation is the following:
Notice that this abstract interpretation of programs leads to a system of linear equations. The increasing approximation sequence corresponds to the Jacobi's iterative method known as "successive approximations" (for numerical coefficients).
4.2.2 Formal resolution of the equations by eliminations and
simplifications.

4.2.3 Resolution of difference equations as follows: the recurrence
relationship \( S_0 = s \) and \( S_{n+1} = F(S_n) \) between consecutive terms of
the approximation sequence leads to a system of difference equa-
tions, which may be solved to get \( S_n \) as a function of \( n \), \( S_n = S(n) \)
which gives the least solution \( S \) as \( \lim_{n \to \infty} S(n) \).

4.3 Verification of Properties of the Exact Solutions

Generally some properties of programs may be proved to hold without
full knowledge of the solution \( S \) of the system of equations. It just
suffices to prove some property \( P(S) \) of \( S \). Since the solution \( S \) of the
equations is defined as the limit of an approximation sequence \( S_0, \ldots, S_n = F^n(S_0), \ldots \) one can prove \( P(S) \) using one of the following induction
rules:

4.3.1 From \( \{P(S) \text{ and } P(F^n(S_0)) \Rightarrow P(F^{n+1}(S_0))\} \) infer \( P(S) \).
(e.g. De Bakker and Scott[1969]).

4.3.2 From \( \forall i \{ (\forall j \mid j < i) P(F^i(S_0)) \Rightarrow P(F^{i+1}(S_0)) \} \) infer \( P(S) \).
(e.g. Morris[1971]).

The previous rules may be also written more stylishly:

4.3.3 From \( \{P(S) \text{ and } \{(\forall X)P(X)\} \Rightarrow \{P(F(X))\}\} \) infer \( P(S) \).

Warning: These induction rules may be used only for "admissible" predicates
\( P \). (See e.g. Manna[1974]).

4.4 Approximation of the Solution

When the approximation sequences are infinite one can approximate
the least (greatest) fixpoint \( S \) of \( F \) by an upper approximation \( S_u \) such
that \( S \subseteq S_u \) and \( S_u \) is "sufficiently close" to \( S \) (or by a lower approxi-
mation \( S_\ell \) such that \( S_\ell \subseteq S \) and \( S_\ell \) is "sufficiently close" to \( S \).
The approximates $S_x$ and $S_u$ may be obtained by strengthening the iterates in the increasing or decreasing approximation sequences (e.g., Cousot [1976], Cousot [1977a], Sintzoff [1976]).

Note that in methods 4.1, 4.2, 4.3 one can also use approximations of the solution (provided that one can define what is a correct approximation of the solution, this is usually the purpose of the partial ordering $\preceq_k$).

4.5 Example: Performance Analysis of Programs

Numerous techniques for static analysis of programs use the above alternative methods and this will be exemplified in the subsequent paragraphs.

Let us see for example how 4.2.3 and 4.2.2 permit to understand the papers of Wegbreit [1975a] and Kennedy and Zucconi [1977] dealing with performance analysis of programs.

The linear equations may be solved by establishing a recurrence relationship between consecutive terms of the ascending approximation sequence. This leads to a system of difference equations which may be automatically solved (Cohen and Katcoff [1976]):

Example

The recursive equation $C_2 = 1 + C_2 \cdot p$ has a solution $C_2(\infty)$ defined by:

$$
\begin{align*}
C_2(0) &= 0 \\
C_2(n+1) &= 1 + C_2(n) \cdot p \\
\end{align*}
$$

These simple difference equations have the solution:

$$
C_2(n) = \frac{(1 + p^n)}{(1 - p)}
$$

and $\lim_{n \to \infty} p^n = 0$ since $0 \leq p < 1$ thus $C(\infty) = 1/(1 - p)$, (or $\infty$ if $p = 1$).

The linear equations may also be solved by formal substitutions, successively applying simplification rules until obtaining equations which solution is known. This is the method usually used when solving equations by hand.
The approximates $S_L$ and $S_u$ may be obtained by strengthening the iterates...
This simplification process is generally presented as a sequence of reductions of the program graph by elementary transformations (Graham[1972], Kennedy and Zucconi[1977]).

**Example**

\[
\begin{align*}
C_3 &= C' \\
C_2 &= C' + C_u \\
C_1 &= C''
\end{align*}
\]

The method is applicable only when considering appropriate applications (using algebras allowing the above formal manipulations) and appropriate programs which permit a simple simplification algorithm (i.e. the program flow graph must be "reducible", which is a frequent case but not a general one (Kennedy and Zucconi[1977]).

5. APPLICATION TO GLOBAL DATA FLOW ANALYSIS

In analyzing a computer program for purposes of code improvement, it is necessary to be able to trace at compile time the flow of information through a program. This analysis is called "global data flow analysis", and is used in connection with code improvement techniques (such as constant propagation, common subexpression elimination, moving invariant computations out of loops or reduction of the number of store-load sequences between memory and high-speed registers), (Aho and Ullman[1973], Allen[1971], Branquart et al.[1973], Cocke[1970], Fong et al.[1975], Hecht[1975], Hecht and Ullman[1973], Jensen[1965], Kam and Ullman[1976], Kennedy[1971], Kildall[1973], Morel and Renvoise[1974], Schaefer[1973], Schwartz[1975], Ullman[1975], Urschler[1974], Wegbreit[1975b]).
Global data flow analysis involves solving a class of problems each of which can be dealt with essentially the same manner that is solving a system of equations established by a suitable interpretation of the program.

The classical systematic techniques for global flow analysis, that is:
(a) - The Cocke-Allen interval analysis, typified by Allen[1971] and Cocke[1970].
(b) - The iterative methods, typified by Hecht and Ullman[1973].
differ only by the way they solve the system of equations.

Methods (a) are a graph formulation of an algorithm which formally solves the equations (see 4.2.2). They are applicable only to a limited class of recursive equations (corresponding to "reducible" program flow graphs) and to a limited class of interpretations.

Methods (b) correspond to the resolution of the equations by successive approximations (see 4.2.1) and therefore are not subject to the limitations of the Cocke-Allen interval approach.

(Aside, given a particular interpretation the practical question of which of the two approaches is the most efficient has not yet received a conceptual answer, see a.o. Kennedy[1976]).

5.1 Constant Propagation

A fairly simple case of program analysis and optimization occurs when constant computations are evaluated at compile-time. Consider the following skeletal program, Kildall[1973]:

```plaintext
{1}  a := 1; c := 0;
{2}  while ... do
{3}   b := 2;
{4}   d := a+b;
{5}   e := b+c;
{6}   c := 4;
{7}  od;
```
The abstract contexts associated to the various program points are state vectors $P_1$, ..., $P_7$ which associate an abstract value with each of the variables of the program. We will note $P_3(b)$ the abstract value of $b$ in the abstract context associated to program point {3}. The set of abstract values is the infinite lattice:

The symbol $\top$ will be the value of non-constant variables.

If the program has $n$ variables $x_1$, ..., $x_n$ then abstract contexts are state vectors belonging to the product lattice $L^n$.

The system of equations corresponding to our example is:

\[
\begin{align*}
P_1 &= \langle \top, \top, \top, \top, \top \rangle \\
P_2 &= P_1(a \leftarrow 1)(c \leftarrow 0) \\
P_3 &= P_2 \sqcup_5 P_7 \\
P_4 &= P_3(b \leftarrow 2) \\
P_5 &= P_4(d \leftarrow P_6(a) \sqcup P_6(b)) \\
P_6 &= P_5(e \leftarrow P_5(b) \sqcup P_5(c)) \\
P_7 &= P_6(c \leftarrow 4)
\end{align*}
\]

with the following notations:

- $P(x \leftarrow v)$ is the state vector $P$ where the value of variable $x$ is changed to $v$, hence: $P(x \leftarrow v)(y) = \text{if } x = y \text{ then } v \text{ else } P(y)$

- $P \sqcup_5 Q$ designates the component by component union of the lattice $L^5$. Therefore $(P \sqcup_5 Q)(x) = P(x) \sqcup Q(x)$ for $x = a, b, ..., e$ where $\sqcup$ is defined by:

\[
\begin{align*}
\top \sqcup x &= x \sqcup \top = \top, \forall x \in L \\
1 \sqcup x &= x \sqcup 1 = x, \forall x \in L \\
i \sqcup j &= \text{if } i = j \text{ then } i \text{ else } \top, \forall i, j \in \mathbb{N}
\end{align*}
\]
is the abstract addition operator:

\[
\begin{align*}
\bot \oplus x &= x \oplus \bot = x, \forall x \in L \\
\top \oplus x &= x \oplus \top = \top, \forall x \in L - \{1\} \\
i \oplus j &= i + j, \forall i, j \in \mathbb{N}
\end{align*}
\]

Notice that the system of equations is of the form:

\[X = F(X) \text{ with } F : (L^5)^7 \rightarrow (L^5)^7\]

Since every strictly increasing chain of \(L\) is of length at most 3, \((L^5)^7\) satisfies the ascending chain condition (see 2.4.1). This implies that the iterative method of resolution of the system of equations converges in at most \(3 \times 5 \times 7 + 1\) successive iterations.

The successive approximations are the following:

<table>
<thead>
<tr>
<th>(P_i) (1 \leq i \leq 7)</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>(P_1)</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>(P_2)</td>
<td>1</td>
<td>T</td>
<td>0</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>(P_3)</td>
<td>1</td>
<td>T</td>
<td>0</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>(P_4)</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>(P_5)</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>T</td>
</tr>
<tr>
<td>(P_6)</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>(P_7)</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

Initialisation

<table>
<thead>
<tr>
<th>(P_3)</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>(P_4)</td>
<td>1</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>(P_5)</td>
<td>1</td>
<td>2</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>(P_6)</td>
<td>1</td>
<td>2</td>
<td>T</td>
<td>3</td>
<td>T</td>
</tr>
<tr>
<td>(P_7)</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>T</td>
</tr>
</tbody>
</table>

Step 2

<table>
<thead>
<tr>
<th>(P_3)</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
</tr>
</thead>
<tbody>
<tr>
<td>(P_4)</td>
<td>1</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>(P_5)</td>
<td>1</td>
<td>2</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>(P_6)</td>
<td>1</td>
<td>2</td>
<td>T</td>
<td>3</td>
<td>T</td>
</tr>
<tr>
<td>(P_7)</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>T</td>
</tr>
</tbody>
</table>

Step 3, stabilization, stop

- \(\oplus\) is the abstract addition operator:
- \(\bot \oplus x = x \oplus \bot = x, \forall x \in L\)
- \(\top \oplus x = x \oplus \top = \top, \forall x \in L - \{1\}\)
- \(i \oplus j = i + j, \forall i, j \in \mathbb{N}\)
The final result is that "a" is constant equal to 1, and "b" and "d" are constant in the loop as soon as they have been assigned.

5.2 Live Variables

This example is representative of the "boolean techniques of program optimization". It has been intensively studied in the literature (a.o., Allen and Cocke[1976], Hecht and Ullman[1973], Kennedy[1971], Schaefer[1973], Ullman[1973]) so that very efficient algorithms exist (Aho and Ullman[1975], Kennedy[1975], Tarjan[1976]).

Given a variable X, which is defined at various points in a program, we wish to determine for each point p in a program flow graph whether or not X will be used after control leaves p. We say that X is live at p if it can be used again and dead at p otherwise. The "live" information would be useful in register allocation for example since the value of a variable which can never be used again needs not be saved.

Suppose the program has been represented by its control flow graph in which each node represents a basic block and each edge represents a possible block to block transfer.

For each block b in the program we have to determine the set \( \text{live}(b) \) of variables X for which there is a path from the entry point of b to a use of X, which path is definition-clear with respect to X (i.e. contains no redefinition of the variable X).

Let \( \text{use}(b) \) be the set of variables which have exposed uses in block b, i.e., those variables with a definition-clear path from the entry of block b to a use within b.

Let \( \text{clear}(b) \) be the set of variables X for which the path through the basic block b is definition-clear with respect to X.

Note that the sets \( \text{used}(b) \) and \( \text{clear}(b) \) can be computed by a local examination of block b.
Now there exists an $X$-definition-clear path from the entry of $b$ to a use of $X$ if and only if there exists such a path to a use within $b$ or there exists an $X$-definition clear path through $b$ to a successor of $b$ and there to a use.

In equation form:

$$\text{live}(b) = \text{use}(b) \cup \bigcup_{x \in \text{Succ}(b)} \left( \text{clear}(b) \cap \text{live}(x) \right)$$

Fig. 5.2.a

For an exit node which has no successors and contains no commands we have:

$$\text{live}(e) = \emptyset$$

Note

Since the above system of equations does not necessarily have a unique solution we want the smallest such solution (the ordering is set inclusion $\subseteq$).

Consider for example a program such as:

```
begin i := 1; while ... do ... od; j := i end.
```

where "i" and "j" are not used in the loop body. The greatest solution would consider "i" and "j" to be live in the loop body, whereas the smallest solution will only consider "i" to be live in the loop).

Let us illustrate the determination of the live sets for a simple flow graph with two variables $\alpha$ and $\beta$:

```
\[\begin{array}{ccc}
\text{use}(0) &=& \emptyset \\
\text{clear}(0) &=& \emptyset \\
\text{use}(1) &=& \{\beta\} \\
\text{clear}(1) &=& \{\alpha, \beta\} \\
\text{use}(2) &=& \emptyset \\
\text{clear}(2) &=& \{\alpha, \beta\} \\
\text{use}(3) &=& \emptyset \\
\text{clear}(3) &=& \{\alpha, \beta\} \\
\text{use}(4) &=& \{\alpha\} \\
\text{clear}(4) &=& \{\alpha\} \\
\text{live}(5) &=& \emptyset \\
\end{array}\]
```


Thus the variable \( \alpha \) is defined in node 0 and used in node 4, whereas variable \( \beta \) is defined in nodes 0 and 4 and used in node 1.

The ascending approximation sequence leads to the following trace:

<table>
<thead>
<tr>
<th>Steps</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Initialization</strong></td>
<td>( \emptyset )</td>
<td>( \emptyset )</td>
<td>( \emptyset )</td>
<td>( \emptyset )</td>
<td>( \emptyset )</td>
<td>( \emptyset )</td>
</tr>
<tr>
<td>1</td>
<td>( \emptyset )</td>
<td>( { \beta } )</td>
<td>( { \beta } )</td>
<td>( { \alpha } )</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>( \emptyset )</td>
<td>( { \beta } )</td>
<td>( { \alpha, \beta } )</td>
<td>( { \alpha } )</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>( \emptyset )</td>
<td>( { \beta } )</td>
<td>( { \alpha, \beta } )</td>
<td>( { \alpha, \beta } )</td>
<td>( { \alpha } )</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>( \emptyset )</td>
<td>( { \alpha, \beta } )</td>
<td>( { \alpha, \beta } )</td>
<td>( { \alpha, \beta } )</td>
<td>( { \alpha } )</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>( \emptyset )</td>
<td>( { \alpha, \beta } )</td>
<td>( { \alpha, \beta } )</td>
<td>( { \alpha, \beta } )</td>
<td>( { \alpha } )</td>
<td>-</td>
</tr>
</tbody>
</table>

And therefore 20 applications of equation 5.2.a are needed, plus 5 more applications which are required before no change to the sets is recognized which then terminates the iteration process.

### 5.3 *Optimal Approximation Sequence*

Notice that the fixpoint equation:

\[
X = F(X)
\]

should be solved, according to the definition of the approximation sequence (2.4.1) by Jacobi's method of successive approximations:

\[
X^{r+1} = F(X^r) \quad (r = 0, 1, 2, \ldots)
\]

which can be detailed in:
\[
\begin{align*}
&\begin{cases}
    x_i^{r+1} = f_i(x_1^r, x_2^r, \ldots, x_k^r) \\
i = 1, 2, \ldots, k
\end{cases} \\
& (r = 0, 1, 2, \ldots)
\end{align*}
\]

In fact, we used the Gauss-Seidel method on \( F \):

\[
\begin{align*}
&\begin{cases}
    x_1^{r+1} = f_1(x_1^r, x_2^r, \ldots, x_k^r) \\
    \vdots \\
    x_i^{r+1} = f_i(x_1^{r+1}, \ldots, x_{i-1}^{r+1}, x_i^r, x_{i+1}^r, \ldots, x_k^r) \\
    \vdots \\
    x_k^{r+1} = f_k(x_1^{r+1}, \ldots, x_{k-1}^{r+1}, x_k^r)
\end{cases} \\
\end{align*}
\]

which consists in continually reinjecting in the computations the last results of the computations themselves. This reduces the memory congestion and accelerates the convergence. However, Robert [1976] shows that Gauss-Seidel method is not algorithmically more reliable than Jacobi's successive approximation method. Without sufficient hypothesis on \( F \), Jacobi's method may converge although the one of Gauss-Seidel cycles. The contrary is also true, that is Gauss-Seidel's method may converge although Jacobi's iterations diverge.

Fortunately the continuity hypothesis on \( F \) implies that any chaotic iteration method converges to the right solution. Otherwise stated this signifies that one can randomly determine at each step which are the components of the system of equations which will evolve (under the condition to never forget one definitively).

Although the convergence to the least solution does not depend on the order of computations the efficiency of the iteration process does. Until now the interesting question of determining the optimal approximation sequence has received no general conceptual answer and is unlikely to receive one (if we think to numerical analysis where the problem has been extensively studied using very peculiar hypothesis).

However, experimental and theoretical results have been obtained for particular applications. With regard to the problem of live variables the optimal approximation sequence has been shown to exist ("node listing" method of Kennedy [1975], generalized by Tarjan [1976]), and may be algorithmically specified for particular abstract interpretations (on reducible
flow graphs, Aho and Ullman[1975], although these results are expressed in terms of order of search over a flow graph).

**Example**

Initializing $\text{live}(b)$ by $\text{used}(b)$ and applying the equation $\text{live}(b)$ in the order $b = 1, 2, 3, 4, 3, 2, 1, 0$; we have:

<table>
<thead>
<tr>
<th>live(b)</th>
<th>b</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialization</td>
<td></td>
<td>$\emptyset$</td>
<td>${\beta}$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>${\alpha}$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>${\beta}$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>${\alpha}$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>${\beta}$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>${\alpha}$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>${\alpha, \beta}$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>${\alpha, \beta}$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>${\alpha, \beta}$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>${\alpha, \beta}$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>${\alpha, \beta}$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>${\alpha, \beta}$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
</tr>
</tbody>
</table>

Therefore 8 applications of the equation 5.2.a are strictly necessary (instead of 20) and no supplementary applications are needed to prove that the iteration process has converged (instead of 5).

6. **APPLICATION TO LOGICAL ANALYSIS OF PROGRAMS**

The method introduced by Floyd[1967] and Naur[1966] for proving correctness of programs has been intensively studied, extended and even partly automatized. Its presentation as an abstract interpretation of programs
permits to understand the effective originality and respective power of various methods which are often stated to be new and different from previous ones. Moreover, this permits to elucidate several misunderstood problems.

6.1 Abstract Contexts

In this interpretation abstract contexts will be logical first order predicates.
Program entry point:
\[ \{ (x_i = v_i), \ i = 1, \ldots, m \} \]
The respective initial values of the variable \( x_1, \ldots, x_m \) are the symbols \( v_1, \ldots, v_m \). The \( v_i \) may eventually be \( \Omega \) denoting the uninitialized value.

Assignment statements:
\[ \{ P \} \quad i := E \quad \{ i' | P(i + i') \mbox{ and } (i = E(i + i')) \} \]
We note "\( \alpha(x + y) \)" a copy of \( \alpha \) in which each occurrence of the variable \( x \) is replaced by the variable \( y \). The above rule must be enriched if one wants to take account of the fact that the evaluation of \( E \) may fail.

Test statements:
\[ \{ P \} \quad \text{if } Q \text{ then } \{ P \mbox{ and } Q \} \mbox{ <statement list> fi} \]

Go to statements and labels:
\[ L : \{ \begin{array}{c} \text{OR} \ P_l \end{array} \quad \text{for} \quad \text{pred}(L) \} \]
where \( \text{pred}(L) \) denotes the set of program points going to \( L \) (sequentially or by an unconditional jump "go to L" to the constant label \( L \)).

We will exemplify the above rules on the very simple program (over the integers \( \mathbb{N}^* = \mathbb{N} \cup \{\Omega\} \)):
\[ \{ P_0 \} \quad i := 1; \]
\[ \{ P_1 \} \]
loop : \{ P_2 \}
\[ \begin{array}{c} \text{if } i \leq 1000 \text{ then} \\ \{ P_3 \} \quad i := i + 1; \\ \{ P_4 \} \quad \text{go to loop;} \\ \{ P_5 \} \quad \text{fi} \end{array} \]
The corresponding system of forward equations is the following:

\[
\begin{align*}
(1) \quad P_0 &= (i = \emptyset) \\
(2) \quad P_1 &= \{i' \in \mathbb{N}^* \mid P_0(i \leftarrow i') \text{ and } (i = 1)\} \\
(3) \quad P_2 &= P_1 \text{ or } P_4 \\
(4) \quad P_3 &= P_2 \text{ and } (i \leq 1000) \\
(5) \quad P_4 &= \{i' \in \mathbb{N}^* \mid P_3(i \leftarrow i') \text{ and } (i = i'+1)\} \\
(6) \quad P_5 &= P_2 \text{ and } (\text{not}(i \leq 1000))
\end{align*}
\]

6.3 Optimal Invariants

The system of equations has in general several solutions.

Example

Let us prove that the assertion:

\[P_2 = (i \leq 1001)\]

is an admissible invariant at program point \(\{2\}\).

Replacing in the system of equations we get:

\[
\begin{align*}
P_0 &= (i = \emptyset) \\
P_1 &= \{i' \in \mathbb{N}^* \mid P_0(i \leftarrow i') \text{ and } (i = 1)\} \\
&= \{i' \in \mathbb{N}^* \mid (i' = \emptyset) \text{ and } (i = 1)\} \\
&= (i = 1) \quad (\text{since } i' \text{ is not a program variable and therefore is uninitialized).}
\end{align*}
\]

\[
\begin{align*}
P_3 &= P_2 \text{ and } (i \leq 1000) \\
&= (i \leq 1001) \text{ and } (i \leq 1000) \\
&= (i \leq 1000) \\
P_4 &= \{i' \in \mathbb{N}^* \mid P_3(i \leftarrow i') \text{ and } (i = i'+1)\} \\
&= \{i' \in \mathbb{N}^* \mid (i' \leq 1000) \text{ and } (i = i'+1)\} \\
&= (i \leq 1001) \\
P_5 &= P_2 \text{ and } \text{not } (i \leq 1000) \\
&= (i \leq 1001) \text{ and } \text{not } (i \leq 1000) \\
&= (i = 1001)
\end{align*}
\]
It is now very easy to verify that the inductive invariant \( P_2 \) is correct since:

\[
P_2 = P_1 \lor P_4 \\
= (i = 1) \lor (i \leq 1001) \\
= (i \leq 1001)
\]

The same way one can prove that \( P_2 = \{1 \leq i \leq 1001\} \) is another admissible solution at program point {2}.

Yet according to Tarski's theorem (see 2.3) there exists a least solution \( S_{opt} \) (least for ordering \( \leq_5 \)) that is \( \Rightarrow_5 \). We call this least solution the \textit{optimal invariants} since they imply any other solution of the system of equations.

\textbf{Proof}

Since \( S_{opt} \) is the infimum in the complete lattice of fixpoints of \( F \) (Tarski's theorem 2.3) we have:

\[
(\forall P . P = F(P)) \rightarrow S_{opt} \leq P \\
(\forall P . P = F(P)) \rightarrow S_{opt} = \Rightarrow P
\]

\textbf{Example}

The optimal invariants for program of \textit{fig 6.2.a} are the least solution of the system of equations of \textit{fig 6.2.b} that is:

\[
\begin{align*}
P_0 &= (i = \Omega) \\
P_1 &= (i = 1) \\
P_2 &= (1 \leq i \leq 1001) \\
P_3 &= (1 \leq i \leq 1000) \\
P_4 &= (2 \leq i \leq 1000) \\
P_5 &= (i = 1001)
\end{align*}
\]

\textbf{6.4 Proof of Total Correctness}

The system of equations is generated directly from the program text according to the rules of the deductive semantics of the language. Therefore the optimal invariants are independant of any user provided input/output.
specification and reflect what is actually happening during the computation, as opposed to what is supposed to be happening.

Suppose now that the intended behaviour of the program \( \pi \) is specified by means of an input specification \( \Phi(X) \) and an output specification \( \Psi(X, \overline{X}) \). The intention is that for any initial values \( \overline{X} \) of the program variables satisfying the input specification \( \Phi(\overline{X}) \), the program terminates with final values \( \overline{Y} \) of the variables satisfying \( \Psi(\overline{Y}, \overline{X}) \).

The verification of correctness of a program \( \pi \) for input/output specifications \( \Phi \) and \( \Psi \) then consists in:

- Constructing the system of assertion equations \( P = F(P) \) of \( \pi \), and finding its optimal solution \( S_{opt} \).
- Proving that for every input \( \overline{X} \) such that \( \Phi(\overline{X}) \) is true, there exists a haltpoint \( h \), there exist output values \( \overline{Y} \) of the variables such that:
  \[ S_{opt}(h)(\overline{Y}, \overline{X}) \text{ and } (S_{opt}(h)(\overline{Y}, \overline{X}) \Rightarrow \Psi(\overline{Y}, \overline{X})) \]
  which requires that the program terminates at some haltpoint \( h \) with a state \( \overline{Y} \) of the program variables satisfying the output specification \( \Psi \).

In formulas (adapted from Katz and Manna [1976]) we must prove:

\[ \{( \forall \overline{X} | \Phi(\overline{X}) \}, h, \exists \overline{Y} | S_{opt}(h)(\overline{Y}, \overline{X}) \text{ and } \Psi(\overline{Y}, \overline{X}) \} \]

Where, from what preceded we have:

\[ S_{opt} = \mu(F). \]

**Example**

Consider the program segment:

\[
\begin{align*}
\{P_1\} & \quad \text{while } x \geq y \text{ do} \\
\{P_2\} & \quad x := x - y; \\
\{P_3\} & \quad \text{od}; \\
\{P_4\}
\end{align*}
\]

*fig 6.4.a*
Applying Hoare's rules we obtain the following system of equations:

\[
\begin{align*}
P_1 &= (x = x_0) \text{ and } (y = y_0) \\
P_2 &= (P_1 \text{ or } P_3) \text{ and } (x \geq y) \\
P_3 &= \{x' \mid P_2(x') \text{ and } x = x' - y\} \\
P_4 &= (P_1 \text{ or } P_3) \text{ and } (x < y)
\end{align*}
\]

and the corresponding optimal invariants are:

\[
\begin{align*}
P_1 &= (x = x_0) \text{ and } (y = y_0) \\
P_2 &= \bigvee_{j=0}^{\infty} \left( (\text{AND}(x_0 - ky_0 \geq y_0) \text{ and } (x = x_0 - jy_0) \text{ and } (y = y_0)) \right) \\
P_3 &= \bigvee_{j=0}^{\infty} \left( (\text{AND}(x_0 - ky_0 \geq y_0) \text{ and } (x = x_0 - (j + 1)y_0) \text{ and } (y = y_0)) \right) \\
P_4 &= \bigvee_{j=0}^{\infty} \left( (\text{AND}(x_0 - ky_0 \geq y_0) \text{ and } (x_0 - jy_0 < y_0) \text{ and } (x = x_0 - jy_0) \text{ and } (y = y_0)) \right)
\end{align*}
\]
But $x_0 \geq qy_0$ then for any $k$ satisfying $q > k \geq 0$ we have $q \geq k+1$ thus $qy_0 \geq (k+1)y_0$ and by transitivity $x_0 \geq (k+1)y_0$ we complete the proof of termination and correctness when $x_0 \geq 0$, $y_0 > 0$.

However in the remaining case $x_0 \geq 0$, $y_0 = 0$ the program is obviously incorrect since we cannot have $(x_0 < 0 \text{ and } x_0 \geq 0)$. For the same reason $P_u(x, y, x_0, 0)$ is always false when $x_0 \geq 0$ hence the program must enter an infinite loop for such input values.

6.5 Approximate Invariants, Systems of Inequalities and Proofs of Partial Correctness

Most program proving methods use inequalities of the form:

$$P_i \leq f_i(P_1, \ldots, P_k) \quad (i = 1, \ldots, k)$$

whereas we used the equations:

$$P_i = f_i(P_1, \ldots, P_k) \quad (i = 1, \ldots, k)$$

For example, instead of:

$$\{i > 0\} \quad i := i+1 \quad \{i > 1\}$$

one can legally write a less precise assertion, such as:

$$\{i > 0\} \quad i := i+1 \quad \{i > 1/2\}$$

since the strongest post-condition resulting from the pre-condition $\{i > 0\}$ is $\{i > 1\}$ which implies $\{i > 1/2\}$.

Tarski's theorem (2.3) implies that:

$$S_{opt} = u(F) = \Pi(P \mid F(P) \subseteq P)$$

$$\Rightarrow \forall P, (F(P) \subseteq P) \Rightarrow (S_{opt} \subseteq P)$$

$$\Rightarrow \forall P, (F(P) \Rightarrow P) \Rightarrow (S_{opt} \Rightarrow P)$$

Therefore in order to find a correct approximate invariant $S$ hence such that:

$$S_{opt} \Rightarrow P$$

it suffices to find a solution $S$ to the system of inequalities

$$P \leq F(P)$$
According to Katz and Manna[1976] the reasoning for proving the partial correctness of a program \( \pi \) is the following:

the program \( \pi \) is partially correct with respect to \( \Phi \) and \( \Psi \) if and only if:

\[
(P(h)(\overline{Y}, \overline{X}) \Rightarrow \Psi(\overline{Y}, \overline{X}))
\]

We can easily show that this reasoning is correct since under the hypothesis that \( \pi \) terminates we have:

\[
\exists h, \overline{X} \mid S_{opt}(h)(\overline{Y}, \overline{X})
\]

and if the program is partially correct we have

\[
P(h)(\overline{Y}, \overline{X}) \Rightarrow \Psi(\overline{Y}, \overline{X})
\]

but since \( P \subseteq F(p) \) we have \( S_{opt} \Rightarrow P \) hence

\[
S_{opt}(h)(\overline{Y}, \overline{X}) \Rightarrow \Psi(\overline{Y}, \overline{X})
\]

Example

Suppose we want to prove the partial correctness of the simple program of Fig 6.2.a, for an input specification \( \Phi(i, i_0) = \text{true} \) and an output specification \( \Psi(i, i_0) = (i = 1001) \). The system of inequations corresponding to that program is easily derived from the equations 6.2.b. This system of inequations admits an infinity of solutions. For example, we can easily derive an infinity of approximation invariants from the inductive invariants:

\[
P_2 = (a \leq i \leq 1001) \text{ for any } a \leq 1
\]

replacing in the system of equations we get:

\[
P_0 = (i = i_0)
\]
\[
P_1 = (i = 1)
\]
\[
P_3 = P_2 \text{ and } (i \leq 1000)
\]
\[
= (a \leq i \leq 1000)
\]
\[
P_a = \{i' \in \mathbb{N}^* \mid P_3(i \leftarrow i') \text{ and } (i = i'+1)\}
\]
\[
= \{i' \mid (a \leq i' \leq 1000) \text{ and } (i = i'+1)\}
\]
\[
= \{(a+1) \leq i \leq 1001\}
\]
It is now very easy to verify that the approximate inductive invariant is correct since:

\[ P_2 \leq P_1 \text{ or } P_4 \]

\[ P_2 \leq (i = 1) \text{ or } ((a+1) \leq i \leq 1001) \]

which is obvious since \( P_2 = (a \leq i \leq 1001) \) and \( a \leq 1 \).

Now the output approximate invariant is:

\[ P_5 = P_2 \text{ and } \neg (i \leq 1001) \]

\[ = (a \leq i \leq 1001) \text{ and } (1000 < i) \]

\[ = (i = 1001) \]

and obviously \( P_5 \Rightarrow \psi \).

Discussion

The verification of program partial correctness has been shown to be amenable to mechanization (see a.o. Deutsch[1973], King[1969], Waldinger and Levitt[1974]). Since the automatic discovery of optimal invariants is an unsolvable problem the programmer must provide inductive approximate invariants which cut the loops in the program that is provide the invariants which recursively depend on themselves in the equations. This in fact provides the entire solution of the inequations since a simple propagation in the equations permits to deduce the remaining invariants. Thus program partial correctness methods consists in verifying that a solution of the inequations provided by the user is correct (see 4.1.1), and that this solution implies the output specification when assuming the input specifications to hold.

The only criterion to choose the inductive approximate invariants among the infinitely many ones is that they must be simple enough to be easily proved by the theorem prover and yet powerful enough for the theorem prover to deduce the output specification. This criterion is certainly not a useful guide for the user to discover the convenient inductive invariants.

6.6 Approximate Invariants, Systems of Inequations and Proofs of Termination

Let \( \pi \) be a program which corresponding system of equations is \( P = F(P) \). The termination condition with respect to an input specification \( \Phi \) was given
at paragraph 6.4 as:
\[
\{ (\forall X \mid \phi(X)) \land \exists h \land \exists Y \mid S_{\text{opt}}(h)(Y, X) \}
\]
where \( S_{\text{opt}} = \mu(F) \).

Applying Tarski's theorem (see 2.3) we have:
\[
S_{\text{opt}} = \text{AND} \{ P \mid F(P) \Rightarrow P \}
\]
the termination condition becomes:
\[
\{ (\forall X \mid \phi(X)) \land \exists h \land \exists Y \mid \text{AND} \{ P(h)(Y, X) \mid F(P) \Rightarrow P \} \}
\]
\[
= \{ (\forall P \mid P \Rightarrow F(P)) , (\forall X \mid \phi(X)) , \exists h , \exists Y \mid P(h)(Y, X) \}
\]
which is the termination condition of Katz and Manna[1976].

However they observed that this last condition is not utilisable in practice since it is expressed in terms of every possible set of approximate invariants satisfying the system of inequations \( P \Rightarrow F(P) \) which admits infinitely many solutions. This fact is not surprising at all since this condition is based on Tarski's theorem which is not constructive. Their repartee was to use other methods to prove termination such as Floyd [1967]'s method based on well-founded sets with no infinitely descending chains.

Yet our termination condition is utilisable provided that we may find a constructive definition of the optimal invariants \( S_{\text{opt}} \). The ascending sequence of successive approximations is the key to that problem.

6.7 Discovery of Optimal Invariants

The optimal invariants \( S_{\text{opt}} \) are the limit of the ascending approximation sequence starting from the infimum \text{false}. Let us use the system of equations of fig 6.2.b as example:

Initialization:
\[
P_0 = \text{false} \quad i = 0.5
\]
Iteration 1:

\[ P_0 = (i = 0) \]
\[ P_1 = \{i' \in \text{IN} \mid P_0(i' + i') \text{ and } (i = 1)\} \]
\[ = \{i' \in \text{IN} \mid (i' = 0) \text{ and } (i = 1)\} \]
\[ = (i = 1) \]
\[ P_2 = P_1 \text{ or } P_0 \]
\[ = (i = 1) \text{ or } \text{false} \]
\[ = (i = 1) \]
\[ P_3 = P_2 \text{ and } (i \leq 1000) \]
\[ = (i = 1) \text{ and } (i \leq 1000) \]
\[ = (i = 1) \]
\[ P_4 = \{i' \in \text{IN} \mid P_3(i + i') \text{ and } (i = i'+1)\} \]
\[ = (i = 2) \]
\[ P_5 = P_2 \text{ and } (i > 1000) \]
\[ = (i = 1) \text{ and } (i > 1000) \]
\[ = \text{false} \]

Iteration 2:

\[ P_0 = (i = 0) \]
\[ P_1 = (i = 1) \]
\[ P_2 = P_1 \text{ or } P_0 \]
\[ = (i = 1) \text{ or } (i = 2) \]
\[ = (1 \leq i \leq 2) \]
\[ P_3 = (1 \leq i \leq 2) \]
\[ P_4 = (2 \leq i \leq 3) \]
\[ P_5 = \text{false} \]

... 

Iteration k:

\[ P_0 = (i = 0) \]
\[ P_1 = (i = 1) \]
\[ P_2 = (1 \leq i \leq k) \]
\[ P_3 = (1 \leq i \leq k) \]
\[ P_4 = (2 \leq i \leq k+1) \]
\[ P_5 = \text{false} \]

...

Iteration 1001:

\[ P_0 = (i = 0) \]
\[ P_1 = (i = 1) \]
\[ P_2 = (1 \leq i \leq 1001) \]
\[ P_3 = (1 \leq i \leq 1000) \]
\[ P_4 = (2 \leq i \leq 1001) \]
\[ P_5 = (i = 1001) \]
At iteration 1002 we find the same result, so that further iterations are useless, the iterates have converged. In 1001 + 1 iterations, the optimal invariants are generated directly from the system of equations.

It is a bit astonishing to discover that the approximation sequence really describes the execution of the program. Yet in general it is a means of computation which differs from usual execution since all possible program paths are followed parallelly, and the paths are initiated from all program points (and not from program entry points only).

It is obvious that for some non-terminating programs the approximation sequence might be infinite, so that its limit cannot be automatically computed. The repartee to that problem consists in using induction, i.e. reasoning by recurrence on the length of the sequence (see 4.1.2).

Example

Suppose we want to prove that the optimal invariants of the program of fig. 6.4.a are given at fig 6.4.c.

By computing the first terms of the approximation sequence and next using some heuristics we must first discover the general term $S(i)$ of the approximation sequence. We have found:

\[
\begin{align*}
P_1 &= (x = x_0) \land (y = y_0) \\
P_2 &= \bigoplus_{j=0}^{i} \bigoplus_{k=0}^{j} (x_0 - ky_0 \geq y_0) \land (x = x_0 - jy_0) \land (y = y_0) \\
P_3 &= \bigoplus_{j=0}^{i} \bigoplus_{k=0}^{j} (x_0 - ky_0 \geq y_0) \land (x = x_0 - (j+1)y_0) \land (y = y_0) \\
P_4 &= \bigoplus_{j=0}^{i} \bigoplus_{k=0}^{j} (x_0 - ky_0 \geq y_0) \land (x_0 - jy_0 < y_0) \land (x = x_0 - jy_0) \land (y = y_0)
\end{align*}
\]

We must first show that this is a correct expression of the first terms of the ascending approximation sequence.
The initialization is:

\[ P_1 = \text{false} \quad i = 1, 4 \]

the first iteration is:

\[ P_1 = (x = x_0) \quad \text{and} \quad (y = y_0) \]
\[ P_2 = (P_1 \text{ or } P_3) \quad \text{and} \quad (x \geq y) \]
\[ = (P_1 \text{ or false}) \quad \text{and} \quad (x \geq y) \]
\[ = (x = x_0) \quad \text{and} \quad (x \geq y) \]
\[ = (x = x_0) \quad \text{and} \quad (y = y_0) \quad \text{and} \quad (x_0 \geq y_0) \]
\[ P_3 = \{ \exists x' \mid P_2(x') \quad \text{and} \quad x = (x' - y) \} \]
\[ = (x_0 \geq y_0) \quad \text{and} \quad (x' = x_0) \quad \text{and} \quad (y = y_0) \quad \text{and} \quad (x = x' - y) \]
\[ = (x_0 \geq y_0) \quad \text{and} \quad (x = x_0 - y_0) \quad \text{and} \quad (y = y_0) \]
\[ P_n = (P_1 \text{ or } P_3) \quad \text{and} \quad \text{not} \quad (x \geq y) \]
\[ = (x = x_0) \quad \text{and} \quad (y = y_0) \quad \text{and} \quad (x_0 < y_0) \]

These iterates are clearly of the general form \( S(i) \) for \( i = 0 \). For the induction step, supposing \( S(i) \) to be correct and replacing in the equations we must show that we obtain \( S(i + 1) \).

\[ P_1 = (x = x_0) \quad \text{and} \quad (y = y_0) \]
\[ P_2 = (P_1 \text{ or } P_3) \quad \text{and} \quad (x \geq y) \]
\[ = (x = x_0) \quad \text{and} \quad (x \geq y) \]
\[ = ((x_0 \geq y_0) \quad \text{and} \quad (x = x_0) \quad \text{and} \quad (y = y_0)) \]
\[ \text{or} \]
\[ i \]
\[ \text{OR} \quad (\text{AND} \quad (x_0 - ky_0 \geq y_0) \quad \text{and} \quad (x = x_0 - (j+1)y_0) \quad \text{and} \quad (y = y_0)) \]
\[ j = 0 \quad k = 0 \]
\[ \text{and} \quad \{ x \geq y \} \]
\[ = ((x_0 \geq y_0) \quad \text{and} \quad (x = x_0) \quad \text{and} \quad (y = y_0)) \]
\[ \text{or} \]
\[ i+1 \]
\[ \text{OR} \quad (\text{AND} \quad (x_0 - ky_0 \geq y_0) \quad \text{and} \quad (x = x_0 - j'y_0) \quad \text{and} \quad (y = y_0)) \]
\[ j' = 1 \quad k = 0 \]
\[ \text{or} \]
\[ i+1 \]
\[ \text{OR} \quad (\text{AND} \quad (x_0 - ky_0 \geq y_0) \quad \text{and} \quad (x = x_0 - jy_0) \quad \text{and} \quad (y = y_0)) \]
\[ j = 0 \quad k = 0 \]
\[ P_3 = \{ \exists x' \mid P_2(x') \land x = x' - y \} \]

\[ \begin{align*}
&= \bigvee_{j=0}^{i+1} \bigwedge_{k=0}^{j} (x_0 - ky_0 \geq y_0) \land (x' = x_0 - jy_0) \land (y = y_0) \land (x = x' - y) \\
&= \bigvee_{j=0}^{i+1} \bigwedge_{k=0}^{j} (x = x_0 - (j+1)y_0) \land (y = y_0) \\
&= P_4 = (P_1 \lor P_3) \land (x < y) \\
&= (P_1 \land (x < y)) \lor (P_3 \land (x < y)) \\
&= ((x = x_0) \land (y = y_0) \land (x = x_0 - (j+1)y_0) \land (y = y_0) \land (x < y))
\]

Since now we have proved the general form \( S(i) \) of the \( i^{th} \) term of approximation sequence to be correct, the optimal invariants are obtained by:

\[ S_{\text{opt}} = \lim_{i \to \infty} S(i) \]

which directly results in formulas of Fig 6.4.b.

Discussion

It could be claimed that the users will have even more difficulties to find optimal invariants than they have to find approximate invariants.
6.8 Symbolic Execution

Symbolic execution is a widely used program analysis technique. (a.o., Burstall[1974], Cheatham and Townley[1976], Effigy[1975], Hantler and King[1976], Hoare[1976], King[1976], Select[1975], Sintzoff[1975], Yonezawa[1976]).

We will show that symbolic execution consists in solving a system of equations by successive approximations.

6.8.1 Abstract Contents

With each program point will be associated an abstract context which is the set of different program paths:

\{p', p''\}

which may lead to that program point. Each program path \(n\) of \(\{p, \ldots, p', p''\}\) is of the form:

\[P(n)\]

The path condition \(n\) is equal to an assertion \(Q\) stating the conditions which had to be satisfied in order for that path to be executed. The \(x_i\) are the program variables whereas the \(E_i\) are formal expressions depending on formal symbols \(V_1, \ldots, V_n\) which represent the arbitrary initial values of the variables \(x_1, \ldots, x_n\) on program entry.

In general, abstract contexts may have different representations, and rules of equivalence must be defined. From now on we will consider that abstract contexts are equal when formally equivalent.

In the following \(p(n)\) denotes \(Q\), \(p(n')\) denotes \(E\), and \(p(n \times B)\) is a copy of \(p\) modified so that the value of \(q\) becomes \(B\).

6.8.2 System of Equations

The dependence between abstract contexts associated to adjacent program points is defined by the following forward rules:
Entry points:

\[ C_e = \{ \langle \pi = \text{true}, (x_j = V_{e_j}), j = 1, \ldots, n \rangle \} \]

where \( V_{e_j}, j = 1, \ldots, n \) are different formal symbols which represent the symbolic input values of the variables.

Assignment statements:

\[ \{C\} \]

\[ x := E \]

\[ \{ p(x \leftarrow E(x_i \leftarrow (p(x_i))), i = 1, \ldots, n), \forall p \in C \}. \]

The variables \( x_i \) in the right-hand-side expression \( E \) are replaced by their values \( p(x_i) \), (parenthesized to maintain the proper scope of operator) and the result is assigned to the left-hand-side variable \( x \). (Algebraic simplifications are usually performed but in theory superfluous).

If statements:

\[ \{C\} \]

\[ \text{if } B \text{ then} \]

\[ \{ p(\pi \leftarrow (p(\pi) \text{ and } B(x_i \leftarrow (p(x_i))), i = 1, \ldots, n), \forall p \in C \} \]

\[ \langle \text{statement list} \rangle \fi \]

The path condition is updated for each possible path.

Labels and go to statements:

\[ L : \bigcup_{i \in \text{pred}(L)} C_i \]

where \( \text{pred}(L) \) denotes the set of program points which may precede \( L \) during any program execution.

The operation \( \bigcup \) describes the union of two abstract contexts \( C_1 = \{ p_1, \ldots, p_m \} \) and \( C_2 = \{ q_1, \ldots, q_n \} \). \( C_1 \cup C_2 \) is the set \( \{ p_1, \ldots, p_m, q_1, \ldots, q_n \} \) where possible equivalent program paths are eliminated and replaced by the representative of the equivalence class.

6.3.3 Symbolic Execution Tree

We illustrate the application of the above rules to the program:
x := l;

loop : {2}
if x ≤ a then
x := x*b;
goto loop;
fi;

The corresponding system of equations is:

\[
\begin{align*}
C_0 &= \{<\pi = \text{true}, (x = \Omega), (a = \alpha), (b = \beta)>\} \\
C_1 &= \{p(x \leftarrow 1), \forall p \in C_0\} \\
C_2 &= C_1 \cup C_4 \\
C_3 &= \{p(\pi \leftarrow p(\pi) \text{ and } (p(x) \leq p(a))), \forall p \in C_2\} \\
C_4 &= \{p(x \leftarrow (p(x) + p(b)), \forall p \in C_3\} \\
C_5 &= \{p(\pi \leftarrow p(\pi) \text{ and } (p(x) > p(a))), \forall p \in C_4\}
\end{align*}
\]

Symbolic execution consists in computing the increasing sequence of successive approximations (2.4.1):

Initialization:

\[
C_i = \{<\text{false}, 1, 1, 1>\}
\]
(we use the notation \(<Q, \alpha, \beta, \gamma>\) to denote \(<(\pi = Q), (x = \alpha), (a = \beta), (b = \gamma)>\)

Iteration 1:

\[
\begin{align*}
C_0 &= \{<\text{true}, \Omega, \alpha, \beta>\} \\
C_1 &= \{p(x \leftarrow 1), \forall p \in C_0\} \\
&= \{<\text{true}, 1, \alpha, \beta>\} \\
C_2 &= C_1 \cup C_4 = \{<\text{true}, 1, \alpha, \beta>\} \cup \{<\text{false}, 1, 1, 1>\} \\
&= \{<\text{true}, 1, \alpha, \beta>\}
\end{align*}
\]

since the path condition (\(\pi = \text{false}\)) describes an inaccessible path which needs not be considered.
\[ C_4 = \{ p(x \leftarrow p(x)) + (p(b)), \forall p \in C_2 \} = \{ (1 \leq \alpha), 1+\beta, \alpha, \beta \} \]

\[ C_5 = \{ p(x < p(x)) \land (p(x) > p(a)), \forall p \in C_2 \} = \{ (1 > \alpha), 1, \alpha, \beta \} \]

**fig 6.8.3.c**

**Iteration 2:**

\[ C_2 = C_1 \cup C_4 \]

\[ = \{ \text{true, } 1, \alpha, \beta, (1 \leq \alpha), 1+\beta, \alpha, \beta \} \]

\[ C_3 = \{ (1 \leq \alpha), 1+\beta, \alpha, \beta, (1 \leq \alpha) \land (1+\beta \leq \alpha), 1+\beta, \alpha, \beta \} \]

\[ C_4 = \{ (1 \leq \alpha), 1+\beta, \alpha, \beta, (1 \leq \alpha) \land (1+\beta \leq \alpha), 1+2\beta, \alpha, \beta \} \]

\[ C_5 = \{ (1 > \alpha), 1, \alpha, \beta, (1 \leq \alpha) \land (1+\beta > \alpha), 1+\beta, \alpha, \beta \} \]

**fig 6.8.3.d**

So that at iteration 2 we have built the following symbolic execution tree, (Hantler and King[1976]):

![Symbolic Execution Tree Diagram](image-url)
It is clear that we represented the abstract context $C_i$ associated to program point $i$ by the set of paths associated to each of the nodes labelled $i$ in the above execution tree. Equivalently we could have represented the abstract contexts associated with program point $i$ by the maximal subtree (of the above symbolic execution tree) which leaves would have been labelled by $i$. Then the union of abstract contexts performed at junction program points would be the merging of symbolic execution trees.

It is clear that the computation of the next terms in the approximation sequence would cause the symbolic execution tree to grow. Without particular hypothesis on $\alpha$ and $\beta$ this process would be infinite.

Thus symbolic execution must cope with the problem of passage to the limit in infinite sequences of successive approximations. In paragraph 4...
Base
After iteration 1 the abstract context $C_u$ is (see fig 6.8.3.c):

$$C_u = \{<(1 \leq \alpha), 1+\beta, \alpha, \beta>\}$$

Therefore trivially, $(C_u(x) - C_u(b) \leq C_u(a))$.

Induction Step
Suppose it is true of all paths in $C_u$ at iteration $l$:

$$C_u(l) = \{<p_i, \gamma_i, \alpha_i, \beta_i>, i \in D\} \text{ with } \gamma_i - \beta_i \leq \alpha_i$$

replacing in the right members of the equations we get:

$$C_2(l+1) = C_u(l) \cup C_1(l)$$

$$= \{<true, 1, \alpha, \beta>, <p_i, \gamma_i, \alpha_i, \beta_i>, i \in D\}$$

$$C_3(l+1) = \{<(1 \leq \alpha), 1, \alpha, \beta>, <p_i \text{ and } (\gamma_i \leq \alpha_i), \gamma_i, \alpha_i, \beta_i>, i \in D\}$$

$$C_u(l+1) = \{<(1 \leq \alpha), 1+\beta, \alpha, \beta>, <p_i \text{ and } (\gamma_i \leq \alpha_i), \gamma_i+\beta_i, \alpha_i, \beta_i>, i \in D\}$$

And now we have to prove $(x-b \leq a)$ for all paths of $C_u(l+1)$ that is both:

1. $(1 \leq \alpha) \implies (1+\beta-\beta \leq \alpha)$
2. $(\gamma_i - \beta_i \leq \alpha_i)$ and $(\gamma_i \leq \alpha_i) \implies (\gamma_i+\beta_i - \beta_i \leq \alpha_i)$

induction hypothesis path condition

Notes
Notice that the induction step consisted in reasoning on the cut tree for {4}.
This approach is also that of Sintzoff [1975] although the joining paths operation $\cup$ does not juxtapose the different paths but rather merges them using "alternative expressions" instead of simple formal values. This simplifies the description of the tree of considered alternatives since common parts of the different alternatives are merged together. Moreover the technique is applied to the verification of procedures.

### 6.8.5 Verification of the Correctness of Optimal Symbolic Contexts

According to 4.1.2 we can discover the limit $S_\infty$ of the increasing approximation sequence $S_0, S_1, \ldots$ by using (asking to the programmer) the general form $f(\ell)$ of $S_\ell$. This consists in proving the correctness of $S_\ell = f(\ell)$ by showing that:

- $S_0 = f(0)$ (or equivalently $S_1 = f(1)$)
- $f(\ell+1) = f(f(\ell))$

and next passing to the limit by

$$S_\infty = \lim_{\ell \to \infty} f(\ell)$$

This mathematical technique is essentially the one used by Burstall [1974].

**Example**

In our example of fig 6.8.3.a, $f(\ell)$ is entirely defined by:

$$C_2(\ell) = \{ \langle \text{AND} \sum_{i=0}^{j-1} (1 + i \beta \leq \alpha), 1+j\beta, \alpha, \beta >, j = 0, \ldots, \ell-1 \}$$

with the convention that $\text{AND} (e_{\Delta})$ is true for an empty indexing set $\Delta = \emptyset$.

Replacing in the system of equations of fig 6.8.3.b we get:

$$C_3(\ell) = \{ \langle \text{AND} \sum_{i=0}^{j-1} (1+i \beta \leq \alpha), 1+j\beta, \alpha, \beta >, j = 0, \ldots, \ell-1 \}$$

$$C_4(\ell) = \{ \langle \text{AND} \sum_{i=0}^{j-1} (1+i \beta \leq \alpha), 1+(j+1)\beta, \alpha, \beta >, j = 0, \ldots, \ell-1 \}$$
\[ C_{2}(\lambda+1) = C_{n}(\lambda) \cup C_{1}(\lambda) = C_{n}(\lambda) \cup \{<\text{true}, 1, \alpha, \beta>\} \]

\[
= \{<\text{true}, 1, \alpha, \beta>, \]
\[ j'-1 \]
\[ <\text{AND} (1+i\beta \leq \alpha), 1+j\beta, \alpha, \beta>, j' = 1, \ldots, \lambda \}
\]

\[
= \{<\text{AND} (1+i\beta \leq \alpha), 1+j\beta, \alpha, \beta>, j = 0, \ldots, \lambda \}
\]

which is of the form used as hypothesis of the induction step and therefore is correct. It is obvious that in iteration 2 we discover \( C_{2}(2) \) (see fig 6.8.3.d).

Now the final result of the symbolic execution is obtained as

\[ \lim_{\ell \to \infty} f(\ell) \]

and we get the result:

\[ C_{0} = \{<\text{true}, \Omega, \alpha, \beta>\} \]

\[ C_{1} = \{<\text{true}, 1, \alpha, \beta>\} \]

\[ C_{2} = \{<\text{AND} (1+i\beta \leq \alpha), 1+j\beta, \alpha, \beta>, \forall j \geq 0 \} \]

\[ C_{3} = \{<\text{AND} (1+i\beta \leq \alpha), 1+j\beta, \alpha, \beta>, \forall j \geq 0 \} \]

\[ \forall = \{<\text{AND} (1+i\beta \leq \alpha), 1+j\beta, \alpha, \beta>, \forall i > \alpha \} \]

Note: Since we have the optimal solution to the equations, we can prove or disprove termination (see 6.4). For example, the program of fig 6.8.3.a does not terminate over the specification \( \Omega(\alpha, \beta) = (\beta = 0, \alpha > 1) \) since \( \forall (\alpha, \beta) | (\alpha(\alpha, \beta)) = \text{true} \).
Taking \( h = \{5\} \), and \( C_5 \) as defined at fig 6.8.5.a we have:

\[
C_5 = \{ \langle \land_1 \ldots \land_j \rangle \text{ and } (1+j\beta \leq \alpha \rangle, \ldots >, \forall j \geq 0 \}
\]

under the condition \( \beta = 0 \) and \( \alpha \geq 1 \) the path conditions of all paths of \( C_5 \) are false, and therefore these paths are inaccessible. Hence when \( \{ \beta = 0, \alpha \geq 1 \} \), the program cycles.

Note also that Burstall[1974] does not use induction on the length of the approximation sequence but instead structural induction. Moreover he does not require \( f(\lambda) \) to correspond the least fixpoint of the symbolic equations so that he cannot prove termination.

### 6.8.6 Discovery of the Optimal Symbolic Contexts

The last mathematical technique we will investigate to cope with infinite symbolic execution trees is 4.2.3 since it permits the discovery of the optimal symbolic contexts as opposed to simple verifications in the previous paragraph. Recall that the recurrence relationship \( S_0 = 1^k \) and \( S_{k+1} = F(S_k) \) between consecutive terms of the increasing approximation sequence leads to a system of difference equations, which may be solved to get \( S_k \) as a function \( f(\lambda) \) of \( \lambda \), which gives the least solution \( S_{\infty} \) as \( \lim_{\lambda \to \infty} f(\lambda) \).

This approach is implicitly used in Grief and Waldinger[1974], in Cheatham and Townley[1976] and in the "algorithmic approach" of Katz and Manna[1976], etc.

**Example**

Let us apply this technique to the program given at fig 6.8.3.a.

Since all contexts in the system of equations fig 6.8.3.b depend on \( C_2 \), we will try to discover the value of \( C_2 \) in the first place.

A first iteration of the ascending approximation sequence corresponding to the equations fig 6.8.3.b leads to the basis for difference equations.
\[ C_2(1) = \{<\text{true}, 1, \alpha, \beta>\} = C_1 \text{ which is constant. (See fig 6.8.3.c and notice that a path with a path condition equal to \text{false} is inaccessible and therefore needs not be considered).} \]

Then we establish a recurrence relationship between \( C_2(\ell+1) \) and \( C_2(\ell) \) using the equations fig 6.8.3.b:

\[
\begin{align*}
C_2(\ell) &= \{<p_i, \ell, \gamma_i, \alpha_i, \beta_i, \ell^>, i \in D(\ell)> \} \\
C_3(\ell) &= \{<p_i, \ell \text{ and } (\gamma_i, \ell \leq \alpha_i, \ell), \gamma_i, \ell, \alpha_i, \ell, \beta_i, \ell^>, i \in D(\ell)> \} \\
C_4(\ell) &= \{<p_i, \ell \text{ and } (\gamma_i, \ell \leq \alpha_i, \ell), \gamma_i, \ell + \beta_i, \ell, \alpha_i, \ell, \beta_i, \ell^>, i \in D(\ell)> \} \\
C_2(\ell+1) &= C_1(\ell) \cup C_4(\ell) \\
&= C_1 \cup C_4(\ell) \text{ since } C_1 \text{ is constant.}
\end{align*}
\]

Notice that \( C_4(\ell) = \overline{\Delta}(C_2(\ell)) \)

where \( \overline{\Delta} \{<p_i, \ell, \gamma_i, \alpha_i, \beta_i, \ell^>, i \in D\} \)
\[
= \{\Delta(<p_i, \ell, \gamma_i, \alpha_i, \beta_i, \ell^>, i \in D)\}
\]

and

\[
\Delta(<p_i, \ell, \gamma_i, \alpha_i, \beta_i, \ell^>) = <p_i, \ell \text{ and } (\gamma_i, \ell \leq \alpha_i, \ell), \gamma_i, \ell + \beta_i, \ell, \alpha_i, \ell, \beta_i, \ell^>
\]

thus

\[ C_2(\ell+1) = C_1 \cup \overline{\Delta}(C_2(\ell)) \]

Hence the recurrence relations defining \( C_2 \) are:

\[
\begin{align*}
C_2(1) &= C_1 \\
C_2(\ell+1) &= C_1 \cup \overline{\Delta}(C_2(\ell))
\end{align*}
\]

which can be solved directly, using the property that \( \overline{\Delta} \) is distributive over \( \cup \), this yields:

\[
C_2(\ell) = \prod_{i=0}^{\ell-1} \overline{\Delta}^i(C_1)
\]

\[
= \{\overline{\Delta}^i(<\text{true}, 1, \alpha, \beta^>, i = 0, \ldots, \ell-1)\}
\]
It remains now to determine the multivalued function $\Delta^i$. This is done using the fact that $\Delta^i$ is defined by recurrence: $\Delta^{i+1} = \Delta_i \Delta^i$ and $\Delta^0$ is the identity function.

We have:

$$\Delta^0(\text{true}, 1, \alpha, \beta) = \text{true}, 1, \alpha, \beta = \langle p_0, \gamma_0, \alpha_0, \beta_0 \rangle$$

Let $\Delta^i(\text{true}, 1, \alpha, \beta)$ be $\langle p_i, \gamma_i, \alpha_i, \beta_i \rangle$. 

and therefore
\[ C_2(\ell) = \{\Delta^i(\text{true}, 1, \alpha, \beta), i = 0, ..., \ell-1\} \]
\[ = \{\langle \text{AND} \sum_{j=0}^{i-1} (1+j\beta \leq \alpha), 1+i\beta, \alpha, \beta\rangle, i = 0, ..., \ell-1\} \]

Thus the optimal solution to equations fig 6.8.3.b is found to be:
\[ \lim_{\ell \to \infty} (C_2(\ell)) \]
\[ = \{\langle \text{AND} \sum_{j=0}^{i-1} (1+j\beta \leq \alpha), 1+i\beta, \alpha, \beta\rangle, \forall i \geq 0\} \]

The other symbolic contexts are straightforwardly obtained replacing \( C_2(\infty) \) by its value in the equations. (One can verify that this corresponds to the solution proved to be correct in fig 6.8.5.a but this is useless here since the discovered result is guaranteed to be correct).

6.8.7 A Note On Loop Counters

Notice that in the previous paragraphs the basis for the recurrence was the length of the ascending approximation sequence, whereas in the methods cited in example one uses (eventually dummy) loop counters.

These dummy counters are used to denote relations among the number of times various paths have been executed and to help express the values assumed by the program variables. This is acceptable for simple programs with simply nested loops for which there exists a trivial relationship between the counters and the rank in the approximation sequence. Yet when considering program with inextricably intermixed loops the rank in the approximation sequence is no longer a simple function of the loop counters, hence the use of counters fails (see a.o. Greif and Waldinger[1974] page 114, Katz and Manna[1976], p. 205).

The reasoning on the approximation sequence should be the parade to these problems, and in fact should be used in all program analysis techniques.
Concluding Remarks

Program partial correctness proving methods are non-constructive since they only permit to verify that an approximate solution $S$ of the system of equations $P = F(P)$ is correct. The criterion of validity for $S$ is that $S_{opt} : S \rightarrow S$ where $S_{opt}$ is the optimal set of invariants defined as the least fixpoint of $F$. This criterion has been shown to be equivalent to $g : F(S)$.

Heuristic methods may be used to improve $S$. (The paper refers to specific methods here, though the specifics are not visible in the image.) They are based on the fact that if $S_{opt} > S$ then $S_{opt} = F(S)$, and $F(S)$ is generally better than $S$, (backward equations are also widely used (see 7)). More generally, heuristic methods consist in finding an approximate solution of the system of equations by strengthening the iterates of the approximation sequence (see 4.4).

Symbolic execution is a constructive method to discover program properties since in fact it consists in computing the approximation sequence which converges to the optimal solution of the equations. However, the general problem of finding an algorithm to generate optimal invariants for any program is unsolvable. Otherwise stated, approximation sequences may be infinite. However, some methods (see 4) permit to directly pass to the limit and obtain the optimal invariants. Thus, symbolic execution appears to be a promising technique. Moreover, it is the natural method usually chosen by programmers to hand-prove their programs.

7. APPLICATION TO THE DENOTATIONAL SEMANTICS OF PROGRAMMING LANGUAGES

The mathematical, denotational, fixpoint or topological semantics was introduced by Scott and Strachey (Scott [1970-], Scott and Strachey [1971]) and further developed by several authors. A very helpful guide to the literature may be found in Scott [1976]. (This fundamental paper provides a close...
and rigorous look at mathematical foundations which details have been voluntarily omitted here).

7.1 Functions

Suppose that each program variable takes its values in a domain \( D \n \), and denote \( D^n = D^n u \{1, \tau\} \). \( D^n \) is made a complete lattice using the ordering \( \preceq \), defined by:

\[
\perp \preceq D^n, \quad \top \preceq D^n, \quad \bar{X} \preceq D^n, \quad \bar{X} \preceq D^n, \quad \tau \preceq D^n, \quad \tau, \bar{\bar{X}} \in D^n
\]

The semantics of a program \( P \) is the partial function \( F_P : D^n \rightarrow D^n \) computed by that program. Therefore if the initial values of the program variables are \( \bar{X}_0 \), their final values will be \( F_P(\bar{X}_0) \) after execution of the program.

As usual a partial function \( F : D^n \rightarrow D^n \) is considered to be a total function \( F : D^n \rightarrow D^n \) such that \( F(\bar{X}) = \perp \) whenever \( F(\bar{X}) \) is undefined for \( \bar{X} \in D^n \). Moreover we naturally extend \( F \) to \( D^n' \rightarrow D^n' \) by defining \( F(\perp) = \perp \) and \( F(\tau) = \tau \).

Let us now define an ordering \( \preceq \) among functions in \( D^n' \rightarrow D^n' \) by:

\[
\{ F \subseteq G \} \iff \{ \bar{X} \in D^n', F(\bar{X}) \subseteq D^n', G(\bar{X}) \}
\]

and let \( \uparrow \) be the corresponding least upper bound operation.

In order to visualize these operations, consider a "projection" of \( D^n \) on the real open interval \( \mathbb{]0, 1[} \). Take \( \perp = 0 \) and \( \tau = 1 \). The ordering \( \preceq \) on \( D^n' = \mathbb{[0, 1]} \) is not the usual one (s) since any two distinct points of \( D^n \) are not comparable.
An example of comparable functions $F$ and $G$ would be:

\[ F(\overline{x}) \quad \text{and} \quad G(\overline{x}) \]

An example of union of (non-comparable) functions $F$ and $G$ would be:

\[ F(\overline{x}) \quad \text{and} \quad G(\overline{x}) \]

\[ F \cup G(\overline{x}) \]

### 7.3 Functional Equations

Let us now define the syntactic mechanism which permits to associate a system of equations with any flowchart program.

**Junction nodes:**

\[ F = \prod_{i=1}^{n} F_i \]

**Assignment nodes:**

\[ F_2 = F \circ F_1 \]
We consider a parallel assignment of $n$ values $F(\overline{x})$ to the $n$ variables $\overline{x}$. The semantics is given by functional composition denoted $\circ$.

**Test nodes**

![Diagram of test nodes]

- $F_t = (t \mid P) \circ F$
- $F_f = (t \mid \neg P) \circ F$

We note $\iota$ the identity function, that is $\iota(\overline{x}) = \overline{x}$, $\forall \overline{x} \in D^n$. If $F : D^n' \rightarrow D^n'$ is a function and $P$ a predicate ($P : D^n' \rightarrow \{\text{true}, \text{false}\}$), we note $(F \mid P)$ the restriction of the function $F$ to the subset of $D^n'$ satisfying the predicate $P$, therefore:

$$\forall \overline{x} \in D^n'$$

$$(F \mid P)(\overline{x}) = \begin{cases} F(\overline{x}) & \text{if } P(\overline{x}) \\ \bot & \text{else} \end{cases}$$

The semantics of a test is simply the restriction of the input function to the domain subset $\{P(\overline{x})\}$.

---
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(G \mid P) \cdot (F \mid Q) = (G \cdot F \mid P \cdot F \text{ and } Q)

(G \mid P) \cdot F = (G \cdot F \mid P \cdot F)

G \cdot (F \mid Q) = (G \cdot F \mid Q)

F \cdot (\bigvee_{i \in \Delta} G_i) = \bigvee_{i \in \Delta} (F \cdot G_i)

7.3 Example of the Semantics of While Loops

A while loop such as:

\text{while } P(X) \text{ do } X \leftarrow F(X) \text{ od}

over the set of variables $X$ is a syntactic denotation of the flowchart:

![Flowchart](image)

Its semantics is given by the least fixpoint of the system of equations:

\begin{align*}
F_0 &= 1 \\
F_1 &= F_0 \sqcup F_3 \\
F_2 &= (1 \mid P) \circ F_1 \\
F_3 &= F \circ F_2 \\
F_4 &= (1 \mid \text{not } P) \circ F_1
\end{align*}

The least fixpoint is the limit of the ascending approximation sequence also called Kleene's sequence in that particular application (Kleene[1952]).
Step 1:

\[ F_0(1) = 1 \]
\[ F_1(1) = F_0(1) \] \[ \cup \] \[ F_3(0) = 1 \] \[ \cup \] \[ 1 \] \[ \cup \] \[ 1 \] \[ \cup \] \[ 1 \] \[ \cup \] \[ \ldots \] \[ \cup \] \[ 1 \] \[ = 1 \]
\[ F_2(1) = (1 \mid P) \circ F_1(1) = (1 \mid P) \circ 1 = (1 \mid P) \]
\[ F_3(1) = F_0 F_2(1) = F_0 (1 \mid P) = (F \mid P) \]
\[ F_4(1) = (1 \mid \text{not } P) \circ F_1(1) = (1 \mid \text{not } P) \circ 1 = (1 \mid \text{not } P) \]

Step 2:

\[ F_0(2) = 1 \]
\[ F_1(2) = F_0(2) \] \[ \cup \] \[ F_3(1) = 1 \] \[ \cup \] \[ (F \mid P) \]
\[ F_2(2) = (1 \mid P) \circ F_1(2) \]
\[ = (1 \mid P) \circ (1 \cup (F \mid P)) \]
\[ = (((1 \mid P) \circ 1) \cup ((1 \mid P) \circ (F \mid P))) \]
\[ = (1 \mid P) \cup (F \mid P \text{ and } P \circ F) \]
\[ F_3(2) = F_0 F_2(2) \]
\[ = F_0 ((1 \mid P) \cup (F \mid P \text{ and } P \circ F)) \]
\[ = (F \mid P) \cup (F^2 \mid P \text{ and } P \circ F) \]
\[ F_4(2) = (1 \mid \text{not } P) \circ F_1(2) \]
\[ = (1 \mid \text{not } P) \circ (1 \cup (F \mid P)) \]
\[ = (((1 \mid \text{not } P) \circ 1) \cup ((1 \mid \text{not } P) \circ (F \mid P))) \]
\[ = (1 \mid \text{not } P) \cup (F \mid P \text{ and } \text{not } P \circ F) \]

By finding these first few approximations we are led to the formulas:

Step j:

\[ F_0(j) = 1 \]
\[ F_1(j) = \prod_{k=0}^{j-1} (F^k \mid \text{AND } P \circ F^i) \]
\[ F_2(j) = \bigcup_{k=0}^{j-1} (F^k | \text{AND } P \circ F^i) \]

\[ F_3(j) = \bigcup_{k=0}^{j-1} (F^{k+1} | \text{AND } P \circ F^i) \]

\[ F_4(j) = \bigcup_{k=0}^{j-1} (F^k | \text{AND } P \circ F^i \text{ and } (\text{not } P \circ F^k)) \]

These may then be proved to be correct using mathematical induction (4.1.2):

- It is first easy to verify that the above formulas are correct for \( j = 0, 1 \) and 2 with the following usual conventions:

  \[ \bigcup_{i \in \Delta} F_i = 1 \text{ when the indexing set } \Delta \text{ is empty} \]

  \[ \prod_{i \in \Delta} P_i = \text{true} \text{ when the indexing set } \Delta \text{ is empty.} \]

- Replacing the unknowns in the right hand side of the equations by the hypothetical values of step \( j \) we get at step \( j+1 \):

\[ F_0(j+1) = 1 \]

\[ F_1(j+1) = F_0(j+1) \bigcup F_3(j) \]

\[ = \bigcup_{k=0}^{j-1} (F^{k+1} | \text{AND } P \circ F^i) \]

\[ = \bigcup_{k=1}^{j} (F^{k-1} | \text{AND } P \circ F^i) \]

\[ F_2(j+1) = \bigcup_{k=0}^{j} (F^k | \text{AND } P \circ F^i) \]

\[ = \bigcup_{k=0}^{j-1} (F^k | \text{AND } P \circ F^i) \]

\[ = \bigcup_{k=0}^{j} \left( (1 \circ F^k | (P \circ F^k) \text{ and } (\text{AND } P \circ F^i)) \right) \]

\[ = \bigcup_{k=0}^{j} (F^k | \text{AND } P \circ F^i) \]
\[ F_3(j+1) = F \circ F_2(j+1) \]
\[ = F \circ \left( \bigoplus_{k=0}^{j} (F^k \mid \land \land P \circ F^i) \right) \]
\[ = \bigoplus_{k=0}^{j} (F \circ (F^k \mid \land \land P \circ F^i)) \]
\[ = \bigoplus_{k=0}^{(j+1)-1} (F^{k+1} \mid \land \land P \circ F^i) \]

\[ F_4(j+1) = (1 \mid \text{not } P) \circ F_1(j+1) \]
\[ = (1 \mid \text{not } P) \circ \left( \bigoplus_{k=0}^{j} (F^k \mid \land \land P \circ F^i) \right) \]
\[ = \bigoplus_{k=0}^{j} (1 \mid \text{not } P) \circ (F^k \mid \land \land P \circ F^i) \]
\[ = \bigoplus_{k=0}^{(j+1)-1} (1 \circ F^k \mid (\text{not } P \circ F^i) \land (\land \land P \circ F^i)) \]

The general term of the (Gauss-Seidel transformed of) Kleene's sequence given at step \( j \) has been proved to be correct by recurrence on \( j \). The limit of Kleene's sequence is obtained when \( j \to \infty \), so that the function computed by the while-loop schema is:

\[ \lim_{j \to \infty} F_4(j) \]

which is:

\[ \bigoplus_{k=0}^{\infty} (F^k \mid (\land \land P \circ F^i) \land (\text{not } P \circ F^k)) \]
7.4 Application to a Program for Computing \(\lfloor \sqrt{a} \rfloor \)

Before proceeding it seems wise to verify that our formal definition of the semantics of the while schema indeed captures our intuitive understanding of the schema. Let us consider an example of interpretation of this schema which is taken from Manna and Vuillemin[1972]:

The program is the following:

\[
\begin{align*}
<x, y, z> & := <0, 1, 1> \\
F_0 & \\
F_1 & \\
F_2 & \\
F_3 & \\
F_4 & \text{ with } a \geq 0
\end{align*}
\]

It computes the integer square root \(\lfloor \sqrt{a} \rfloor\) of a natural integer "a" using the arithmetic property

\[
\forall n \in \mathbb{N}, \quad 1 + 3 + \ldots + 2n-1 = n^2
\]

The semantics of this program is the function

\[
R = \text{while} \cdot \mu
\]

where

\[
\mu(x, y, z) = <0, 1, 1>
\]

\[
\text{while} = \bigcup_{k=0}^{\infty} (F^k \mid \text{AND } P \cdot F^i \text{ and } \neg P \cdot F^k)
\]

\[
P(x, y, z) = (y \leq a)
\]

\[
F(x, y, z) = <x+1, y+z+2, z+2>
\]
We have:

\[ R = \text{while } \mu \]

\[ = \bigcup_{k=0}^{k-1} (F_k \mid (\text{AND } P \circ F_i) \text{ and } (\text{not } P \circ F^k)) \circ \mu \]

\[ = \bigcup_{k=0}^{k-1} (F_k \mu \mid (\text{AND } P \circ F_i \mu) \text{ and } (\text{not } P \circ F^k \mu)) \]

Let us first compute \( F^n \circ \mu \) for \( n \geq 0 \).

\( F^0 \circ \mu = \cdot \circ \mu = \mu = <0,1,1> \)

induction hypothesis:

\( F^j \circ \mu = <j,(j+1)^2,2j+1> \)

\( F^{j+1} \circ \mu = <j+1, (j+1)^2 + 2j + 1 + 2, 2j + 1 + 1> \)

by recurrence:

\( F^n \circ \mu = <n, (n+1)^2, 2n+1>, \forall n \geq 0 \)

and also

\( P \circ F^n \circ \mu = (n+1)^2 \leq a \)

Replacing in "R" we get:

\[ R = \bigcup_{k=0}^{k-1} (<k, (k+1)^2, 2k+1> \mid (\text{AND}(i+1)^2 \leq a) \text{ and } (\text{not } (k+1)^2 \leq a)) \]

Simplifying using the arithmetic property:

\[ \bigwedge_{i=0}^{k-1} (i+1)^2 \leq a \iff \bigwedge_{i=1}^{k} i^2 \leq a \iff k^2 \leq a \]

we obtain:

\[ R = \bigcup_{k=0}^{k-1} (<k, (k+1)^2, 2k+1> \mid k^2 \leq a < (k+1)^2) \]

Note that the predicate \( k^2 \leq a < (k+1)^2 \) is true only for a unique value \( [\sqrt{a}] \) of \( k \), therefore \( R \) simplifies to:

\[ R = ( \bigcup_{k \neq [\sqrt{a}]} (<k, (k+1)^2, 2k+1> \mid \text{false}) \cup (<[\sqrt{a}],([\sqrt{a}]+1)^2,2([\sqrt{a}]+1) \mid \text{true}) \]
\[ R = \bigcup_{k \neq \lfloor \sqrt{a_j} \rfloor}^{\lfloor \sqrt{a_j} \rfloor} \{ \lfloor \sqrt{a_j} \rfloor, (\lfloor \sqrt{a_j} \rfloor + 1)^2, 2\lfloor \sqrt{a_j} \rfloor + 1 \} \]

\[ R = \{ \lfloor \sqrt{a_j} \rfloor, (\lfloor \sqrt{a_j} \rfloor + 1)^2, 2\lfloor \sqrt{a_j} \rfloor + 1 \} \]
**Remark 2**: (forward and backward equations).

The semantics of the while loop as proposed by Manna and Vuillemin [1972] is the least fixpoint of the functional \( \phi \) defined by the equation:

\[
\phi(X) = \text{if } P(X) \text{ then } \phi(F(X)) \text{ else null fi}
\]

in our formalism:

\[
\phi = (\phi \circ \mathcal{F} \mid P) \cup (1 \mid \neg P)
\]

which solution

\[
\phi = \bigcup_{k=0}^{\infty} \left( \mathcal{F}^k \mid \mathcal{F} \cdot \mathcal{F}^i \right) \text{ and } \left( \neg P \cdot \mathcal{F}^k \right)
\]

is the same as ours.

However this equation is obtained by the backward rules of McCarthy [1963] (see Manna [1974], pp. 324-326), whereas we used forward equations.

These two alternative methods may be compared in the following table:

<table>
<thead>
<tr>
<th>Basic constructs</th>
<th>Forward rules</th>
<th>Backward rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entry node</td>
<td>( F_0 = 1 )</td>
<td></td>
</tr>
<tr>
<td>Junction node</td>
<td>( F = \bigcup_{i=1}^{n} F_i )</td>
<td>( F_1 = F )</td>
</tr>
<tr>
<td>Assignment node</td>
<td>( F_2 = F_1 \circ F )</td>
<td>( F_1 = F_2 \circ F )</td>
</tr>
<tr>
<td>Test nodes</td>
<td>( F_t = (\neg P \mid P) )</td>
<td>( F_1 = (F_t \mid P) \cup (F_t \mid \neg P) )</td>
</tr>
<tr>
<td>Exit nodes</td>
<td>( F_0 = 1 )</td>
<td></td>
</tr>
</tbody>
</table>
Applying the backward rules to the while loop schema we get:

\[
\varphi = F_1 \\
F_3 = F_1 \\
F_1 = (F_2 \mid P) \sqcup (F_4 \mid \text{not } P) \\
F_2 = F_3 \circ F \\
F_4 = 1
\]

which simplifies in:

\[
\varphi = (\varphi \circ F \mid P) \sqcup (1 \mid \text{not } P)
\]

The uses of forward or backward equations are generally a matter of taste (Dijkstra[1976], page 214).

8. APPLICATION TO COMPILER VERIFICATION OR DISCOVERY OF PROGRAM PROPERTIES

The most familiar abstract interpretation performed by compilers is static type checking.

When the number of types involved in a program is finite the compiler can solve the system of type equations using a finite approximation sequence (4.2.1). However most languages permit to write programs using a potentially infinite number of types. The compiler must then cope with infinite approximation sequences. The two most common alternatives are:

- Type verification (4.1.1) : by means of declarations the programmer provides a solution or a correct approximation of the exact solution of the system of equations. The compiler simply verifies that the declarations of the programmer are correct (Ledgard[1972], Algo 68[1976]).
- Type discovery (4.4): the programmer needs not declare the type of the objects manipulated by its program (APL, SETL), or needs only declare gross global type properties which are not always sufficient for local type checking (PASCAL, see Cousot[1977b]). The compiler must then discover a correct approximation of the exact solution of the system of type equations (Cousot[1976], Tenenbaum[1974]).

We now illustrate discovery of program properties using a finite and then an infinite interpretation space. The general idea is to partition the potential values space of each variable in a finite or infinite number of subsets, each being represented by an abstract value. At each program point the problem is to determine to which subsets will belong the dynamic values of each variable. This is done by solving a system of equations which is obtained by interpreting the program basic operations and tests as acting on the abstract values of their operands. This static analysis of program properties resembles type discovery yet the space of abstract values may introduce a partition of the values space which is thinner than the one induced by conventional types. Accordingly the building of the system of equations may involve a deeper analysis of the semantics of primitive operations.

8.1 Finite Abstract Evaluation of Programs

Examples of finite abstract evaluation of programs may be found in type checking (Naur[1966]), checking of sufficient conditions for program properties to be satisfied (Sintzoff[1972]), finite state program testing (Henderson and Quarendon[1974], Henderson[1975]), elimination of unnecessary copying operations (Schwartz[1975]), etc.

8.1.1 Example of an Abstract Interpretation of Integers, Stacks and Trees

In order to give an extremely simple example of finite abstract interpretation, let us consider a programming language allowing the definition of data types using the basic integer type and the stack and binary tree constructors.
Let us partition the set of integer values as follows:

\[
I = + \quad \text{integer} \quad -
\]

This partition of integers permits to distinguish positive from negative integers setting aside their absolute values.

The set of trees will be partitioned into either nil trees or non-nil trees:

\[
T = \text{nil} \quad \text{tree} \quad \text{non-nil}
\]

This partition of trees is exclusive of the nodes content, of the tree shapes, etc.

The partition of the set of stacks will be thinner than the previous ones. We will distinguish between empty and non-empty stacks but a further distinction will be established between non-empty stacks depending on the nature of the stacked elements. This nature of stacked elements will be represented by the union of the abstract values of each of the stacked elements. Therefore no distinction is introduced between individual elements of the stack. A further radical simplification is introduced by considering only stacks of trees and stacks of integers:
With the above scheme an empty stack is represented by the abstract value `stack(\bot)`. A stack of positive or null integers would be represented by `stack(+)`. A may be empty stack containing negative integers and non-nil trees would be represented by `stack(\tau)`, so that the content of this stack is in fact not recorded.

Finally the space \( A \) of abstract values for each program variable is chosen to be:

\[
A = I + T + \Sigma
\]

where the plus operation between lattices is defined as follows (Scott [1971]):

\[
\begin{align*}
T & \quad T' \\
D & + \\
\bot & = \\
D' & \\
\bot' & \\
\end{align*}
\]

The abstract context associated with each program point of a program with \( n \) variables is a member of \( A^n \). We will represent an abstract context
by a sequence of couple (variable identifier <- abstract value) such as:

\[ C_1 = \langle \text{STACK} <- \text{stack}(\text{tree}), \text{COUNT} <- 0, \text{TREE} <- \text{tree} \rangle \]

As before \( C_1(V) \) is the value of variable "V" in context "C_1" and \( C_1(V+a) \) is a copy of "C_1" where the value of variable "V" is replaced by the abstract value "a". For example:

\[ C_1(\text{TREE}) = \text{tree} \]

\[ C_1(\text{TREE} + \text{nil}) = \langle \text{STACK} <- \text{stack}(\text{tree}), \text{COUNT} <- 0, \text{TREE} <- \text{nil} \rangle \]

We note \( \cup \) the union of abstract values in the lattice A. The operation \( \cup \) is the corresponding operation on abstract contexts:

\[ C_1 = \langle \text{STACK} <- \text{stack}(\text{+}), \text{TREE} <- \text{nil} \rangle \]

\[ C_2 = \langle \text{STACK} <- \text{stack}(\text{-}), \text{TREE} <- \text{non-nil} \rangle \]

\[ C_1 \cup C_2 = \langle \text{STACK} <- \text{stack}(\text{+} \cup \text{stack}(\text{-}), \text{TREE} <- \text{nil} \cup \text{non-nil} \rangle \]

\[ = \langle \text{STACK} <- \text{stack}(\text{integer}), \text{TREE} <- \text{tree} \rangle \]

Let us now perform the abstract evaluation of a sample program which iteratively traverses a binary tree and counts its tips (Knuth[1968], Burstall[1974]):

\[ C_1 = \]

\[ \text{STACK} := \text{empty}; \text{count} := 0; \]

\[ C_2 = \text{loop} : \]

\[ C_3 = \text{if TREE \# \text{nil} then} \]

\[ C_4 = \text{Push TREE onto STACK;} \]

\[ C_5 = \text{TREE <- left(TREE);} \]

\[ C_6 = \text{go to loop;} \]

\[ C_7 = \text{else} \]

\[ C_8 = \text{COUNT := COUNT+1;} \]

\[ C_9 = \text{if STACK = empty then} \]

\[ C_{10} = \text{go to finish;} \]

\[ C_{11} = \text{Pop TREE from STACK;} \]

\[ C_{12} = \text{TREE := right(TREE);} \]

\[ \text{go to loop;} \]

\[ \text{fi;} \]

\[ \text{fi;} \]

\[ \text{finish} : \]

\[ \text{fig 8.1.1.a} \]
Before building the corresponding system of equations we must define the abstract interpretation of primitive operations of the language.

Arithmetic operations are interpreted by the classical rules of signs.

The operations "left" and "right" are defined on non-nil trees and deliver an eventually nil tree. Therefore the operations "left(TREE)" and "right(TREE)" in a context "C" are interpreted as "son(C(TREE))" which is defined by:

\[
\begin{align*}
\text{son(tree)} &= \text{tree} \\
\text{son(non-nil)} &= \text{tree} \\
\text{son(1)} &= 1 \\
\text{son}(a) &= \top \quad \text{for any other abstract value } "a" \text{ in } A.
\end{align*}
\]

The test "TREE \neq \text{nil}" is defined only for trees, so that it aborts for other values. Therefore on the true path "TREE" must be a non-nil tree whereas on the false path it must be a nil tree.

Finally we have to define the abstract interpretation of stack primitives.

The assignment "STACK := empty" in context "C" delivers a context "C(STACK + \text{stack}(1))".

The operation "Push V onto STACK" is interpreted in context "C" by the abstract operation:

\[
C(\text{STACK} \leftarrow \text{Push}(C(\text{STACK}), C(V)))
\]

which is defined by:

\[
\begin{align*}
\text{Push(1, a)} &= 1 \\
\text{Push(stack(a), a')} &= \text{stack(a \cup a')}
\end{align*}
\]

since the properties of the stacked elements are represented by the union of individual elements. A last rule expresses that "Push" is not defined for non-stack values:

\[
\text{Push}(a, b) = \top \quad \text{for other } (a, b) \in A^2
\]
The operation "Pop V onto STACK" is interpreted in a context C by the abstract operation:

\[ C(V \rightarrow \text{Top}(C(\text{STACK}))), \text{STACK} \rightarrow \text{Pull}(C(\text{STACK})) \]

defined by:

\[ \text{Top}(1) = 1, \text{Pull}(1) = 1 \]
\[ \text{Top}(\text{stack}(a)) = a, \text{Pull}(\text{stack}(a)) = \text{stack}(a) \]

The properties of the top element in the stack are the ones of the union of stacked elements since no distinction is made between individual elements. This interpretation does not take account of the length of the stack so that underflow is ignored except when "a = 1" which permits to report a possible program abortion. The remaining cases are covered by the rules:

\[ \text{Top}(a) = \tau \]
\[ \text{Pull}(a) = \tau \]

which specify that stack operations cannot be correctly performed on non-stack arguments.

The above considerations permit to associate the following system of equations to our example program (Fig 8.1.1.a):

\[
\begin{align*}
C_1 &= \langle \text{STACK} \rightarrow \text{stack(1)}, \text{COUNT} \rightarrow 0, \text{TREE} \rightarrow \text{tree} \rangle \\
C_2 &= C_1 \cup C_5 \cup C_{11} \\
C_3 &= C_2(\text{TREE} \rightarrow \text{non-nil}) \\
C_4 &= C_3(\text{STACK} \rightarrow \text{Push}(C_3(\text{STACK}), C_3(\text{TREE}))) \\
C_5 &= C_4(\text{TREE} \rightarrow \text{son}(C_4(\text{TREE}))) \\
C_6 &= C_2(\text{TREE} \rightarrow \text{nil}) \\
C_7 &= C_6(\text{COUNT} \rightarrow (C_6(\text{COUNT}) \# +)) \\
C_8 &= C_7(\text{STACK} \rightarrow \text{stack(1)}) \\
C_9 &= C_7 \\
C_{10} &= C_9(\text{TREE} \rightarrow \text{Top}(C_9(\text{STACK})), \text{STACK} \rightarrow \text{Pull}(C_9(\text{STACK}))) \\
C_{11} &= C_{10}(\text{TREE} \rightarrow \text{son}(C_{10}(\text{TREE}))) \\
C_{12} &= C_8
\end{align*}
\]

Fig 8.1.1.b
The least solution of the above system of equations is the limit of the finite ascending sequence of successive approximations. The initial step is given by:

\[ C_i = \langle \text{STACK} + 1, \text{COUNT} + 1, \text{TREE} + 1 \rangle \quad i = 1 \ldots 12 \]

The computations are then a bit tedious (but not difficult) so that we directly give the final result:

<table>
<thead>
<tr>
<th>STACK</th>
<th>COUNT</th>
<th>TREE</th>
</tr>
</thead>
<tbody>
<tr>
<td>stack(1)</td>
<td>0</td>
<td>tree</td>
</tr>
<tr>
<td>stack(non-nil)</td>
<td>+</td>
<td>tree</td>
</tr>
<tr>
<td>stack(non-nil)</td>
<td>+</td>
<td>non-nil</td>
</tr>
<tr>
<td>stack(non-nil)</td>
<td>+</td>
<td>tree</td>
</tr>
<tr>
<td>stack(non-nil)</td>
<td>+</td>
<td>nil</td>
</tr>
<tr>
<td>stack(non-nil)</td>
<td>+</td>
<td>non-nil</td>
</tr>
<tr>
<td>stack(non-nil)</td>
<td>+</td>
<td>tree</td>
</tr>
<tr>
<td>stack(1)</td>
<td>+</td>
<td>nil</td>
</tr>
</tbody>
</table>

This very simple abstract evaluation of the program allows the compiler to discover program properties which turn out to be essential for code generation:

- COUNT is a positive integer
- TREE is not nil at lines 4 and 10 and therefore the operations "left" and "right" will not abort (provided that TREE is correctly initialized by a tree value which has been assumed in this interpretation).
- STACK is a stack of non-nil trees (when not empty).
- Finally, if the program terminates clearly, the final values of STACK and TREE will be respectively "empty" and "nil".

8.1.2 Compilers Must Perform an Approximate Analysis of Programs

One can make the previous interpretation more accurate by considering a set of abstract values which partition more precisely the space of
concrete program data. For example we could have represented a non-nil tree which nodes contain stacks of positive integers by the abstract value:

\[
\text{non-nil}(\text{stack}(+))
\]

Another refinement could be to take account of the maximal depth of trees, or the maximal length of stacks.

However these refinements imply considering an infinite space of abstract values and consequently some approximation sequences may be infinite. For example, an erroneous sequence of instructions such as:

\[
... \\
\text{STACK} := \text{empty} ; \\
\text{while} \ ... \ \text{do} \\
\quad \text{Push STACK onto STACK} ; \\
\quad ... \\
\text{od} ; \\
... 
\]

would lead to the infinite abstract value:

\[
\text{stack}(\text{stack}(\text{stack}(\ldots \ \text{stack}(1)))
\]

The way compilers can cope with infinite interpretations is by discovering correct approximations of the exact properties, ((4.4), they can also ask programmers for rescue (4.1.1) but this is not considered here).

**8.2 Approximation of Infinite Abstract Evaluations of Programs**

**8.2.1 Structural Approximation Method**

The first approximation technique we used consists in modelling the concrete data space by abstract values which cannot work up infinite approximation sequences.

Example

Suppose we want to statically determine the set of values which each integer variable may take at each program point, so that for the non terminating program:
\[ i := 1; \]

\[
\begin{align*}
C_1 & \quad \text{while true do} \\
C_2 & \quad i := i+1; \\
C_3 & \quad \text{od}; \\
C_4 & \\
\end{align*}
\]

we would have:

\[
\begin{align*}
C_1 & = \langle i \in \{1\} \rangle \\
C_2 & = \langle i \in \{2k+1 \mid k \geq 0\} \rangle \\
C_3 & = \langle i \in \{2k+3 \mid k \geq 0\} \rangle \\
C_4 & = \langle i \not\in \emptyset \rangle \\
\end{align*}
\]

This interpretation clearly involves infinite approximation sequences.

We proposed two abstractions:

- Determination of the sign (see 1) which represents an empty set by "\(\emptyset\)"; a set of positive integers by "\(\mathbb{N}^+\)"; a set of negative integers by "\(\mathbb{Z}^-\)" and other sets by "\(\mathbb{Z}\)".

- Constant propagation (see 5.1) which represents an empty set by "\(\emptyset\)"; a set "\(\{a\}\)" containing a single integer by "\(a\)"; and other sets by "\(\tau\)".

- One can also imagine parity determination which represents an empty set by "\(\emptyset\)"; a set of odd integers by "\(\text{odd}\)"; a set of even integers by "\(\text{even}\)"; and other sets by "\(\tau\)".

### 8.2.2 Computational Approximation Method

A second approximation technique we will exemplify now consists in modeling the concrete data space by infinitely many abstract values. Therefore this might lead to infinite approximation sequences. Yet in such a case, the limit of these sequences will be approximated in a finite number of steps using simple heuristics.
Example

A set of integers may be abstracted by its minimal and maximal members. For example the abstraction of the set \{-1, 10, 5, 7\} would be the interval \([-1, 10]\).

Let us exemplify interval analysis for integer variables by the trivial program:

```plaintext
  i := 1;
  C_1 = loop:
  C_2 = if i <= 1000 then
        i := i+1;
  C_3 = go to loop;
  C_4 = end;
```

We note \(C(i) = [a, b]\) the fact that \(a \leq i \leq b\) in context \(C\). An obvious algorithm (see Cousot[1976]) permits to establish the following system of equations:

\[
\begin{align*}
C_1 &= <i < [1, 1] > \\
C_2 &= C_1 \cup C_4 \\
C_3 &= C_2(i + C_2(i) \cap [-\infty, 1000]) \\
C_4 &= C_4(i + C_4(i) + [1, 1]) \\
C_5 &= C_2(i + C_2(i) \cap [1001, +\infty])
\end{align*}
\]

These equations use the union \(\cup\) and intersection \(\cap\) of intervals, and the operation \(+\) on intervals defined by:

\[
\begin{align*}
[a, b] \cup [c, d] &= [\min(a, c), \max(b, d)] \\
[a, b] \cap [c, d] &= [\max(a, c), \min(b, d)] \\
[a, b] + [c, d] &= [a+c, b+d]
\end{align*}
\]
The least solution of the above equations is given by:

\[ C_2 = \langle i - [1, 1001] \rangle \]

which permits to deduce the remaining unknowns:

\[ C_3 = C_2(i + C_2(i) \cap [-\infty, 1000]) \]
\[ = C_2(i + [1, 1001] \cap [-\infty, 1000]) \]
\[ = \langle i + [\max(1, -\infty), \min(1001, 1000)] \rangle \]
\[ = \langle i + [1, 1000] \rangle \]

\[ C_4 = C_3(i + C_3(i) + [1, 1]) \]
\[ = C_3(i + [1, 1000] + [1, 1]) \]
\[ = \langle i + [2, 1001] \rangle \]

\[ C_5 = C_2(i + C_2(i) \cap [1001, +\infty]) \]
\[ = C_2(i + [1, 1001] \cap [1001, +\infty]) \]
\[ = \langle i + [\max(1, 1001), \min(1001, +\infty)] \rangle \]
\[ = \langle i + [1001, 1001] \rangle \]

and allows the verification of the equation defining \( C_2 \):

\[ C_2 \equiv C_1 \cup_1 C_4 \]
\[ \langle i + [1, 1001] \rangle \equiv \langle i + [1, 1] \rangle \cup_1 \langle i + [2, 1001] \rangle \]
\[ \equiv \langle i + [1, 1] \cup [2, 1001] \rangle \]
\[ \equiv \langle i + [\min(1, 2), \max(1, 1001)] \rangle \]
\[ = \langle i + [1, 1001] \rangle \]

The problem of discovering the above solution is more difficult than a simple verification. Consider for example the approximation sequence for solving the equations:

\[
\begin{align*}
\{ x &= [1, 1] \\
\{ y &= x \cup (y + [1, 1])
\end{align*}
\]

It is an infinite sequence which first terms are:

\[ y = 1, [1,1], [1,2], [1,3], [1,4], \ldots \]

and which limit is \([1, +\infty]\).
Since a compiler must not enter an endless cycle, it must approximate the limits of potentially infinite approximation sequences. For that purpose one can use heuristics which induce an approximation of the expected limit from the first few terms of the sequence. The most simple heuristics which can be used with intervals is probably the following: if a bound of an interval is not constant take it to be infinite. Intuitively this heuristics is correct since it permits to discover at least (but not at most) all the values which a program variable may take during execution.

Applying this heuristics to the example (fig 8.2.2.a) we get:

Initialization:

\[ C_j = \{i \times j\}, \quad j = 1 \ldots 5 \]

Step 1:

\[ C_1 = \{i \times [1, 1]\} \]
\[ C_2 = \{i \times [1, 2]\} \]
\[ C_3 = \{i \times [1, 2]\} \]
\[ C_4 = \{i \times [2, 2]\} \]
\[ C_5 = \perp \]

Step 2:

\[ C_1 = \{i \times [1, 1]\} \]
\[ C_2 = \{i \times [1, 2]\} \]
\[ C_3 = \{i \times [1, 2]\} \]
\[ C_4 = \{i \times [2, 3]\} \]
\[ C_5 = \perp \]

Applying the simple heuristics to the equation associated to the loop cutpoint that is \( C_2 \) we get:

Induction Step 3:

\[ C_2 = \{i \times [1, +\infty]\} \]
from which we derive:

\[ C_1 = <i \in \left[1, 1 \right]> \]
\[ C_3 = C_2 (i \in C_2 (i) \cap \left[ -\infty, 1000 \right]) \]
\[ = <i \in \left[1, +\infty \right] \cap \left[ -\infty, 1000 \right] > \]
\[ = <i \in \left[1, 1000 \right]> \]
\[ C_4 = C_3 (i \in C_3 (i) + \left[ 1, 1 \right]) \]
\[ = <i \in \left[ 2, 1001 \right]> \]
\[ C_5 = C_2 (i \in C_2 (i) \cap \left[ 1001, +\infty \right]) \]
\[ = C_2 (i \in \left[1, +\infty \right] \cap \left[1001, +\infty \right]) \]
\[ = <i \in \left[1001, +\infty \right]> \]

Step 4:

\[ C_1 = <i \in \left[1, 1 \right]> \]
\[ C_2 = C_1 \cup_1 C_4 = <i \in \left[1, 1001 \right]> \]
\[ C_3 = <i \in \left[1, +\infty \right] \cap \left[ -\infty, 1000 \right] > \]
\[ = <i \in \left[1, 1000 \right]> \]
\[ C_4 = <i \in \left[ 2, 1001 \right]> \]
\[ C_5 = C_2 (i \in C_2 (i) \cap \left[ 1001, +\infty \right]) \]
\[ = <i \in \left[1, 1001 \right] \cap \left[1001, +\infty \right]> \]
\[ = <i \in \left[1001, 1001 \right]> \]

A next iteration would prove stabilization and therefore terminates the approximation sequence.

Note that by chance we have found the exact solution, but the compiler is not aware of this fact. It simply knows that the exact solution is included in the approximated one which has been automatically discovered. (The inclusion of two contexts is defined as the conjunction of the inclusion of the abstract values of each variable in these contexts. The inclusion of two intervals \([a, b] \subseteq [c, d]\) is defined by \(a \leq c \leq d \leq b\)).

It is important to note that because of the undecidable problems we are faced with, the approximation of infinite evaluations is valid but fundamentally incomplete. However it should be clear that this incompleteness is acceptable to compilers which never need full knowledge of the properties of the compiled programs.
(A complete explanation of the approximation method and a proof that it correctly approximates the exact solutions is beyond the scope of this paper and may be found in Cousot[1977]. Complementary details with a particular emphasis on interval analysis are given in Cousot[1976]).

9. CONCLUSION

Abstract interpretation offers a model for static analysis of programs which exhibits a beautiful unity in the apparent diversity of approaches. The connection between the various interpretations can be made very clear by observing that some interpretations are a refinement of others (or dually their abstraction) so that the several interpretations form a lattice which more refined element is the semantics (Cousot[1977a]).

From a theoretical point of view we hope to have shown that the results of lattice theory originally used by Scott for defining the semantics of programming languages (see references in Scott[1976]) have a wide domain of applicability which highly exceeds the study of semantics. However, the present development of the theory does not offer practical methods to compute fixpoints. By comparison with mathematics and numerical analysis it seems of the utmost interest to originate research on the problem of effective generation of approximate solutions to fixpoint equations in discrete domains.

From a practical point of view we hope that the model of abstract interpretation of programs will provide a useful framework for formulating the (eventually existing) algorithms for static analysis of programs. By eliminating what is specific to each application one can hope to get general methods for efficient resolution of fixpoint equations. This seems to be particularly true for the numerous global data flow analysis techniques which are often designed to tackle specific problems, and could be usefully generalized. The same way the numerous methods for automatic
generation of invariants in programs do not always expose clearly their underlying principles. An understanding as the generation of approximate solution to fixpoint equations is certainly the abstraction step which is necessary to make further progress.

It is of interest to compiler writers to design a catalogue of abstract interpretations which could be used to extract those properties of programs which are commonly used by compilers. Yet it is the intuitive feeling of the authors that there is no continuum between the degree of refinement of the properties to be extracted and the cost of extraction. Hence in practice the help of the programmer seems indispensible to shunt indecidability problems. This implies designing languages which permit the specification of abstract properties of programs, in particular which allow the declaration of local indications about approximate solutions to the system of equations. The next step is to offer the ability to describe new user-defined abstract interpretations with the complementary problem of designing the compiler so that it can really take account of the new informations gathered about programs. This view is in fact a claim for enriched data type, an area where there is much current activity.
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