1 - INTRODUCTION -

In high level languages, compile time type verifications are usually incomplete, and dynamic coherence checks must be inserted in object code. For example, in PASCAL one must dynamically verify that the values assigned to subrange type variables, or index expressions lie between two bounds, or that pointers are not nil. ... We present here a general algorithm allowing most of these certifications to be done at compile time. The static analysis of programs we do consists of an abstract evaluation of these programs, similar to those used by NAUR for verifying the type of expressions in ALGOL 60 [8], by SINTZOFF for verifying that a module corresponds to its logical specification [9], by KILDALL for global program optimization [5], by WEGBREIT for extracting properties of programs, [8], by KAAR for finding affine relationships among variables of a program [4], by SCHWARTZ for automatic data structure choice in SETL [8], ...
which implies that it can be fully worked out at compile time. The elementary interpretation of the basic operations of the language and the choice of abstract values depend upon the specific dynamic properties which one wants to extract from the program. Provided that this choice of abstract values and basic operations satisfies the general framework we specify in this paper, correctness and termination of the abstract evaluation algorithm are guaranteed [2]. For simplicity purposes we illustrate the method, by the determination of range information associated with integer variables in high level languages such as PASCAL [10] or LIS [3].

2 - ABSTRACT VALUES -

The abstract evaluation of a program is a "symbolic" interpretation of this program using abstract values instead of concrete or execution values. An

properties of such a set (intensive definition), satisfying a number of dynamic conditions. Let \( V_c \) be the set of concrete values and \( V_a \) the set of abstract values.

In sport programming since basic will be the set of integers and of the set
Another function, $\gamma$, gives the concrete form of an abstract value:

$$\begin{array}{c}
\xrightarrow{\gamma}
\end{array}$$

$\gamma([a, b]) = \{ x \mid (x \in B) \land (a \leq x \leq b)\}$

The functions $\emptyset$ and $\gamma$ are defined such that they verify:

$$\forall s \in 2^C, s \subseteq \emptyset(\emptyset(s))$$

and

$$\forall v \in V_a, v = \emptyset(\emptyset(v)).$$

Corresponding to the union $\cup$ of sets of concrete values, the union $\bar{\cup}$ of abstract values must also be defined for every particular abstract evaluation:

$$\begin{array}{c}
\xrightarrow{\bar{\cup}}
\end{array}$$

Example:

$$[a_1, b_1] \bar{\cup} [a_2, b_2] = [\min(a_1, a_2), \max(b_1, b_2)]$$

The abstraction function $\emptyset$ is assumed to be a morphism from $(2^C, \cup)$ into $(V_a, \bar{\cup})$:

$$\forall (s_1, s_2) \in V_a^2, \emptyset(s_1 \cup s_2) = \emptyset(s_1) \bar{\cup} \emptyset(s_2)$$

This implies that $\bar{\cup}$ has the associativity, commutativity and idempotency properties, and that the zero element $\emptyset$ of $\bar{\cup}$ is also $\emptyset(\emptyset)$ where $\emptyset$ is the empty set. $\emptyset$ is called the null abstract value.

Corresponding to the inclusion $\subseteq$ of sets of concrete values, the abstract evaluation uses the inclusion $\bar{\subseteq}$ of abstract values, which is defined by:

$$\forall (v_1, v_2) \in V_a^2,$$

$$(v_1 \bar{\subseteq} v_2) \iff (v_1 \bar{\cup} v_2 = v_2)$$

and

$$(v_1 \bar{\subseteq} v_2) \iff ((v_1 \bar{\subseteq} v_2) \land (v_1 \neq v_2))$$
From this definition and the hypothesis on $\bar{u}$, $\bar{v}$ can be shown to be a partial ordering, and $\bot$ is included in every abstract value.

Example:

\[ [a_1, b_1] \preceq [a_2, b_2] \iff (a_2 \leq a_1) \land (b_2 \geq b_1) \]

\[ [-2, 10] \preceq [-3, 12] \text{ but } [-2, 10] \text{ and } [0, 12] \text{ are not comparable.} \]

$V_a$ is a complete $\bar{u}$-semi-lattice under the partial ordering $\preceq$.

Example:

The strictly increasing infinite chain $\bot, [1, 1], [1, 2], [1, 3], \ldots$ has an upper bound which is $[1, \infty]$.

Finally, for the abstract evaluation of loops, the problem arises of computing the limit of strictly increasing infinite chains, in a finite number of steps. For that purpose, an operation has been defined, called widening, denoted $\bar{\circ}$:

\[ V_a \times V_a \xrightarrow{\bar{\circ}} V_a \]

For every particular abstract evaluation, $\bar{\circ}$ must be defined such that:

- $\forall (v_1, v_2) \in V_a^2$, \((v_1 \bar{\circ} v_2) \preceq (v_1 \bar{\circ} v_2)\) and

- every infinite sequence $s_0, s_1, \ldots, s_n, \ldots$ of the form $s_0 = \bot$, $s_1 = s_0 \bar{\circ} v_1$, \ldots, $s_n = s_{n-1} \bar{\circ} v_n$, \ldots (where $v_1, v_2, \ldots, v_n, \ldots$ are arbitrary abstract values), is not strictly increasing.

Example:

\[ [a_1, b_1] \bar{\circ} [a_2, b_2] = \]

\[ \begin{cases} \text{if } a_2 < a_1 \text{ then } \Rightarrow \text{ else } a_1 \text{ fil,} \\ \text{if } b_2 > b_1 \text{ then } \Rightarrow \text{ else } b_1 \text{ fil} \end{cases} \]
\[ \emptyset \models [1, 10] = [1, 10] \]
\[ [1, 10] \models [1, 11] = [1, \infty] \]
\[ [1, \infty] \models [0, 12] = [-\infty, \infty] \]
so that, in that case, the length of the sequences \( s_0, s_1, \ldots, s_n, \ldots \) which are strictly increasing is less or equal to 4.

3 - ABSTRACT CONTEXTS -

The abstract evaluation of a program computes by successive approximations an abstract context at every program point. An abstract context is a set of pairs \((i, v)\) which expresses that the identifier \(i\) has the abstract value \(v\) at some program point. Then, in every actual execution of the program, the objects accessed by \(i\) will be in the set \(\gamma(v)\) at that program point.

If \(I\) denotes the set of identifiers (after the syntactical conflicts of identifiers in the program have been resolved), the set \(C\) of abstract contexts is such that:

\[ C \subseteq I \times (V_a \setminus \{\emptyset\}) \]

and the pairs in a given context differ from one another in their identifiers:

\[ \{\forall C \in \mathcal{B}, \forall (i, j) \in I^2, \forall (v, u) \in (V_a \setminus \{\emptyset\})^2, \]
\[ \{(i, v) \in C \land (j, u) \in C \land (i, v) \models (j, u) \implies (i \neq j)\}. \]

We note \(C(i)\) the value of an identifier \(i\) in a context \(C\), it is defined by

\[ C(i) = \text{if } (\exists v \in (V_a \setminus \{\emptyset\}) \mid (1, v) \in C) \text{ then } v \text{ else } \emptyset. \]

**Example:**

\[ C = \{(x, [1, 10]), (y, [-\infty, 0])\} \]

\[ C(x) = [1, 10] ; C(y) = \emptyset ; \]

In particular, we note \(\emptyset\) the null abstract context so that, from the above definition:

\[ \{\forall i \in I, \emptyset(i) = \emptyset\}. \]
The union $C \cup C'$ of two contexts $C$ and $C'$, will be used for expressing, for example, the context resulting from conditional statements. The widening $C \triangleright C'$ of contexts, will be used in loops. They are defined using the union and widening of abstract values:

$$C_1 \cup C_2 = \{(i, v) \mid (i \in I) \land (v \in (V \cup \{\bot\})) \land (v = C_1(i) \cup C_2(i))\}$$

$$C_1 \triangleright C_2 = \{(i, v) \mid (i \in I) \land (v \in (V \cup \{\bot\})) \land (v = C_1(i) \triangleright C_2(i))\}$$

We can show, for every identifier $i$, that:

$$(C_1 \cup C_2)(i) = C_1(i) \cup C_2(i)$$

and

$$(C_1 \triangleright C_2)(i) = C_1(i) \triangleright C_2(i)$$

**Example:**

$$C_1 = \{(x, [1, 10]), (y, [\Rightarrow, 0])\}$$

$$C_2 = \{(x, [0, 5]), (z, [1, *\Rightarrow])\}$$

$$C_1 \cup C_2 = C_2 \cup C_1 = \{(x, [0, 10]), (y, [\Rightarrow, 0]), (z, [1, *\Rightarrow])\}$$

$$C_1 \triangleright C_2 = \{(x, [\Rightarrow, 10]), (y, [\Rightarrow, 0]), (z, [1, *\Rightarrow])\}$$

$$C_2 \triangleright C_1 = \{(x, [0, *\Rightarrow]), (y, [\Rightarrow, 0]), (z, [1, *\Rightarrow])\}$$

As before, we define the inclusion $\preceq$ of contexts by

$$(C_1 \preceq C_2) \iff (C_1 \cup C_2 = C_2)$$

and

$$(C_1 \preceq C_2) \iff ((C_1 \preceq C_2) \land (C_1 \triangleright C_2))$$

It can be shown that this is equivalent to

$$(C_1 \preceq C_2) \iff (\forall i \in I, C_1(i) \preceq C_2(i))$$

$\preceq$ is a complete $\cup$-semi-lattice under the partial ordering $\triangleright$. In addition, for every contexts $C_1, C_2$ we have:

$$C_1 \cup C_2 \preceq C_1 \triangleright C_2$$

and there are no infinite strictly increasing chains $S_0 \preceq S_1 \prec \cdots \prec S_n \prec \cdots$ of abstract contexts of the form $S_0 = \emptyset, S_1 = S_0 \cup C_1, \ldots, S_n = S_{n-1} \triangleright C_n, \ldots$ for arbitrary abstract contexts $C_1, \ldots, C_n, \ldots$
4 - PROGRAMS -

As a first approximation of programs, we will use finite flowcharts. They are built from the following elementary program units:

- A single entry node:

- Exit nodes:

- Assignment nodes:

- Test-nodes:

(To avoid the choice of a particular programming language, we will assume that the evaluation of expressions in assignment and test nodes have no side-effect).

- Simple junction nodes:

- Loop junction nodes:
Only connected flowcharts are considered and there is at least one path from the unique entry node to every node of the flowchart. With these conditions, every cycle in the flowchart contains at least one simple or loop junction node. Additionally, a preliminary graph theoretic analysis of the flowchart has been performed, choosing which of the junction nodes are loop junction nodes, so that every cycle contains at least one loop junction node, and that the total number of loop junction nodes is minimal.

Example:
For every particular application of the abstract evaluation algorithm, we must provide a definition of the evaluation of basic program units. The function $\mathcal{F}$ defines for any assignment or test program unit $n$ and input context $C$, an output context $\mathcal{F}(n, C)$, (or two when $n$ is a test node). The application $\mathcal{F}$ must be a correct "abstraction" of the actual execution of program unit $n$. It may be defined as follows:

5.1. - $\forall n \in \mathcal{N}_a$ (the set of assignment nodes), $n$ is of the form:

$$ n \mapsto v := f(v_1, \ldots, v_m) $$

where $(v, v_1, \ldots, v_m) \in I^{n+1}$ and $f(v_1, \ldots, v_m)$ is an expression of the language depending on the variables $v_1, \ldots, v_m$. Then:

$$ \forall C \in \mathcal{C}, \forall i \in I, i \vdash v \Rightarrow \mathcal{F}(n, C)(i) = C(i) \text{ and} $$

$$ \forall C \in \mathcal{C}, \mathcal{F}(n, C)(v) = \Theta[[f(v_1, \ldots, v_m)](v_1, \ldots, v_m) \in y(C(v_1))x \ldots xy(C(v_m))]$$

The first condition expresses that the evaluation of the expression $f(v_1, \ldots, v_m)$ has no side effect, and the second one that the value of $v$ in the output context, is the abstraction of the set of values of the expression $f(v_1, \ldots, v_m)$ when the values $(v_1, \ldots, v_m)$ of $(v_1, \ldots, v_m)$ are chosen in the input context $C$.

(In order to avoid language dependent problems, we make the general assumption that all functions and predicates are "naturally extended" in such a way that they are undefined whenever at least one of their arguments is undefined (i.e. is $\emptyset$)).
Examples:

\[ C = \emptyset \]
\[ n \quad x := 10 \]
\[ \mathcal{V}(n, C) = \{(x, [10, 10])\} \]
\[ C = \{(x, [1, 10]), (y, [-2, 3])\} \]
\[ n \quad x := x+y+1 \]
\[ \mathcal{V}(n, C) = \{(x, [0, 14]), (y, [-2, 3])\} \]
\[ C = \{(x, [1, 10]), (z, [-1, 1+1])\} \]
\[ n \quad x := x*y \]
\[ \mathcal{V}(n, C) = \{(z, [-1, 1+1])\} \]

We have \( C(y) = \emptyset \), so that the expression \( x + y \) is undefined, therefore \( \mathcal{V}(n, C)(x) = \emptyset \).

In the case of that specific application, an interval arithmetic [7] is used for defining \( \mathcal{V}(n, C) \).

5.2. The elementary abstract interpretation \( \mathcal{V}(n, C) \) of a test node \( n \), in input context \( C \) results in two output contexts \( C_T \) and \( C_F \) associated with the true and false edges respectively:

\[ \forall n \in N_t \text{(the set of test nodes)} \text{, } n \text{ is of the form} : \]

\[ n \quad Q(v_1, \ldots, v_m) \]

true false

\[ C_T \]
\[ C_F \]
where \( Q(v_1, \ldots, v_m) \) is a boolean expression without side-effect depending on the variables \( v_1, \ldots, v_m \). Then we define \( \mathcal{Q}(n, C) = (C_T, C_F) \) such that:

\[
\forall i \in I,
C_T(i) = \emptyset \cup \{i \mid (\forall v_j \in C(v_i)) \land \gamma(v_j) \times \cdots \times \gamma(v_m) \mid Q(v_1, \ldots, v_m)\}
\]

\[
C_F(i) = \emptyset \cup \{i \mid (\forall v_j \in C(v_i)) \land \gamma(v_j) \times \cdots \times \gamma(v_m) \mid \neg Q(v_1, \ldots, v_m)\}
\]

On the true edge for example, the abstract value of a variable \( i \) is the abstraction of the set of values \( i \) chosen in the input context \( C \), for which the evaluation of the predicate \( Q \) in context \( C \) may yield the value "true".

Examples:

\[
C = \{(x, [10, +\infty]), (y, [-1, +1])\}
\]

\[
\begin{align*}
\text{true} & \quad \text{false} \\
\times > 0 & \quad \text{false} \\
C_T = \{(x, [10, +\infty]), (y, [-1, +1])\} & \quad C_F = \emptyset
\end{align*}
\]

\[
C = \{(x, [-\infty, +\infty])\}
\]

\[
\begin{align*}
\text{true} & \quad \text{false} \\
\times \geq 0 & \quad \text{false} \\
C_T = \{(x, [0, +\infty])\} & \quad C_F = \{(x, [-\infty, 1])\}
\end{align*}
\]

\[
C = \{(x, [-\infty, +\infty]), (y, [1, 10])\}
\]

\[
\begin{align*}
\text{true} & \quad \text{false} \\
\times \geq y & \quad \text{false} \\
C_T = \{(x, [1, +\infty]), (y, [1, 10])\} & \quad C_F = \{(x, [-\infty, 9]), (y, [1, 10])\}
\end{align*}
\]
In the case of that specific application, the treatment of conditionnal statements has to designate whether a given variable belongs to a certain interval on the real line, our approach is similar to that of [1].

5.3. - When the abstract interpreter follows an execution path until reaching a test node, this may give rise to two execution paths. Each of the two paths will be executed pseudo-parallelly, until reaching an exit node, in which case the execution of that path ends, or a junction node, in which case the pseudo-parallel execution paths are synchronized. In order to compute the output context of a junction node, we must have first computed the input contexts of the input edges which may be reached by an execution path. The unreachable input edges have their associated contexts initialized to the null context Φ. For a simple junction node n, we have:

\[ C = \bigcup_{i \in [1, m]} C_i \]

(the use of this generalized notation results from the commutativity and associativity of \( \cup \)).

Example:

\[ C_1 = \{x, [1, 1]\} \]
\[ C_2 = \{x, [2, 2]\} \]

\[ C = C_1 \cup C_2 = C_2 \cup C_1 = \{x, [1, 1] \cup [2, 2]\} = \{x, [1, 2]\} \]

5.4. - In order that the abstract interpretation terminate correctly, we need
If the \( j \)-th pass on a loop junction node \( n \) has associated the context \( S_j \) to the output arc \( \alpha \) of that node (or \( S_0 \) has been initialized to the null context), then the context associated to \( \alpha \) on the \( j+1 \)-th pass, will be:

\[
S_{j+1} = S_j \ast \bigcup_{i=1}^{m} C_{i,j+1}
\]

**Example:**

\[
\begin{align*}
C_{1,2} &= \{x, [1, 1]\} \\
C_{2,2} &= \{x, [2, 2]\}
\end{align*}
\]

\[
S_1 = \{x, [1, 1]\}
\]

\[
\begin{align*}
S_2 &= S_1 \ast (C_{1,2} \cup C_{2,2}) \\
&= S_1 \ast \{x, [1, 1] \cup [2, 2]\} \\
&= \{x, [1, 1]\} \ast \{x, [1, 2]\} \\
&= \{x, [1, \infty]\}
\end{align*}
\]

Note that the widening at the loop junction nodes introduces a loss of information. However, it will be shown on examples that the tests behave as filters.

Furthermore, for a PASCAL-like language, one can first use the bounds given...
6 - ABSTRACT INTERPRETOR -

The abstract interpreter starts with the empty context $\emptyset$ on all arcs. For each of the different types of nodes, we have described a transformation which specifies the context(s) for the output arc(s) of the node, in terms of the context(s) associated to input arc(s) to the node, and where relevant, the contents of the node. The algorithm essentially performs applications of these transformations until all contexts are stabilized, i.e., the application of a transformation at any node results in no change in the contexts of its output arcs. The distinct execution paths are followed pseudo-parallelly, with synchronization on junction nodes.

During abstract evaluation, it should be noted that it is useless to go on along one path when the output context $C'$ of a node is included in the context $C$ already associated with the arc out of that node. This results from the fact that the elementary interpretation $\mathfrak{I}$ is an increasing function for $\pi$ in $C$.

It can be shown that:

$$\{C', \pi, C\} \Rightarrow \{\forall n, \mathfrak{I}(n,C') \pi, \mathfrak{I}(n, C)\}$$

The proof of termination of the abstract evaluation comes from the fact that on one hand the sequence of contexts associated with the output arc of each loop junction node form a strictly ascending chain which cannot be infinite and, on the other hand, that every loop contains a loop junction node.

The general abstract interpreter is now stated:

(As shown in [2], it is convenient to mark the edges of the graph, in order to cause the abstract interpretation to consider each arc of the program graph at least once. For simplicity, this has not been done here).
procedure abstract interpretation (graph) ;
begin
    for each arc of graph do local context (arc) := ∅ repeat ;
exeuction paths := exit-arc (entry-node (graph)); junctions := ∅ ;
while (execution paths ≠ ∅) do
    while (execution paths ≠ ∅) do
        input arc := choose (execution paths) ;
exeuction paths := execution paths - {input arc} ;
node := final-end (input arc) ;
case node of
    assignment node+:
        assign output context (exit-arc (node),
        \( I \) (node, local context (input arc))) ;
    test node+:
        \( (c_1, c_2) := I (node, local context (input arc)) \)
        assign output context (true-exit-arc (node), \( c_1 \),
        assign output context (false-exit-arc (node), \( c_2 \) ,
    simple or loop junction node+ junctions := junctions u
        \( I (node) \) ;
        exit node → ;
end ;
repeat ;
for each junction node of junctions do
    output context := ∅ local context (input arc) ;
    input arc ∈ entry-arc (junction node) ;
if \( (output context \notin local context (exit-arc (junction node))) \) then
    case junction node of
    simple junction node+:
        assign output context (exit-arc (junction node),
        output context) ;
    loop junction node+:
        assign output context (exit-arc (junction node),
        local context (exit-arc (junction node)) \( \notin \)
        output context) ;
end ;
fi ;
repeat ;
junctions := ∅ ;
repeat ;
return ;
procedure assign output context (output arc, output context) ;
if \( (output context \notin local context (output arc)) \) then
    local context (output arc) := output context ;
    execution paths := execution paths u {output arc} ;
fi ;
end ;
In [7] we have shown that the algorithm terminates, even when analyzing non-terminating programs, and that it is correct: if $C'$ is the final abstract context associated with an arc $a$, then for every identifier $i$ of the program, and every actual execution of that program:

- if $C(i) = \emptyset$, then $i$ is never initialized on arc $a$, or $a$ is on a dead path.
- if $C(i)$ is some abstract value $v$, then the concrete value of $i$ on arc $a$ within every execution path $p$ containing $a$ belongs to $\gamma(v)$, under the condition that $i$ has been correctly initialized on path $p$.

Example:

Our first example is very simple in order to illustrate the technique:

```
\begin{verbatim}
      a
     /
    / 1
   /  \\
 i := 1 b
    \
     \
     2
     \ \\
    3
   c
    \
\end{verbatim}
```

The following table shows the analysis of this program graph, with the specific abstract interpretation we have chosen as example in the paper:

<table>
<thead>
<tr>
<th>Step</th>
<th>Condition</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$i := 1$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$i := 1$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$i := 1$</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>$i := 1$</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>$i := 1$</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>$i := 1$</td>
<td></td>
</tr>
</tbody>
</table>
After processing the flowchart, the final context on each arc is listed in the table opposite the circled nodes. Note that the results are approximate, which is a consequence of the undecidability of the problem of finding exact domains for the variables at each program point.

7 - TWO STRATEGIES FOR ABSTRACT INTERPRETATION -

The first strategy we have presented until now, consists in associating with every edge of the graph an increasing chain of contexts, starting from a first approximation which is the null context.

One can proceed in a reverse way, by associating with every edge of the graph, a decreasing chain of contexts, starting from the universal context.
The abstract evaluation will then use the partial ordering $\lesssim$, which is defined by:

$$\forall \{v_1, v_2\} \in V_a, \{v_1 \lesssim v_2\} \iff \{v_1 \cup v_2 = v_1\} \iff \{v_2 \lesssim v_1\}$$

The universal abstract value $\# = \emptyset(V_c)$, is used to define the universal context $\psi$, such that:

$$\{\forall i \in I, \psi(i) = \#\}$$

Instead of widening, we use the "narrowing" of abstract values denoted $\triangleright$, which must be defined such that:

$$V_a \times V_a \xrightarrow{\triangleright} V_a$$

$$\forall \{v_1, v_2\} \in V_a, \{v_1 \triangleright v_2\} \iff \{v_1 \lesssim v_1 \triangleright v_2 \lesssim v_2\}$$

every infinite sequence $s_0, s_1, ..., s_n, ...$ of the form

$$s_0 = \#$$
$$s_1 = s_0 \triangleright v_1$$
$$s_n = s_{n-1} \triangleright v_n$$

where $v_1, v_2, ..., v_n, ...$ are arbitrary abstract values is not strictly decreasing.

**Example:**

$$\# = \emptyset(V_c) = \{[-\infty, +\infty]\}$$

$$[a_1, b_1] \triangleright [a_2, b_2] =$$

$$\text{[if } a_1 = -\infty \text{ then } a_2 \text{ else MIN } \{a_1, a_2\},}$$
$$\text{[if } b_1 = +\infty \text{ then } b_2 \text{ else MAX } \{b_1, b_2\}]$$

$$\{[\infty, +\infty] \triangleright [\infty, 101] = [-\infty, 101]\}$$
$$\{[\infty, 101] \triangleright [0, 100] = [0, 101]\}$$
$$\{[0, 100] \triangleright [0, 99] = [0, 100]\}$$

For this new strategy, the abstract interpreter is obtained from the previous one, with $\triangleright$, $\lesssim$, $\triangleright$ instead of $\cup$, $\leq$ and $\triangleright$ respectively. (In this case too, one must ensure that the abstract interpreter considers every edge of the program graph at least once).
Example:

The following table shows the analysis of the program graph given at paragraph 6, with this new strategy:

<table>
<thead>
<tr>
<th>step</th>
<th>node</th>
<th>input arc</th>
<th>local context (input arc)</th>
<th>output context</th>
<th>execution paths</th>
<th>junctions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>a</td>
<td>1</td>
<td>ψ</td>
<td>{1, [1,1]}</td>
<td>{1}</td>
<td>≠</td>
</tr>
<tr>
<td>2</td>
<td>b</td>
<td>2</td>
<td>{1, [1,1]}</td>
<td></td>
<td></td>
<td>(c)</td>
</tr>
<tr>
<td>3</td>
<td>c</td>
<td>2</td>
<td>{1, [1,1]}</td>
<td></td>
<td></td>
<td>(c)</td>
</tr>
<tr>
<td>4</td>
<td>c</td>
<td>8</td>
<td>ψ</td>
<td></td>
<td></td>
<td>(3)</td>
</tr>
<tr>
<td>5</td>
<td>d</td>
<td>3</td>
<td>{1, [101,∞=]}</td>
<td></td>
<td></td>
<td>(4)</td>
</tr>
<tr>
<td>6</td>
<td>e</td>
<td>4</td>
<td>{1, [101,∞=]}</td>
<td></td>
<td></td>
<td>(5)</td>
</tr>
<tr>
<td>7</td>
<td>f</td>
<td>5</td>
<td>{1, [-∞,100]}</td>
<td></td>
<td></td>
<td>(5)</td>
</tr>
<tr>
<td>8</td>
<td>c</td>
<td>6</td>
<td>{1, [-∞,101]}</td>
<td></td>
<td></td>
<td>(6)</td>
</tr>
<tr>
<td>9</td>
<td>c</td>
<td>2</td>
<td>{1, [1,1]}</td>
<td></td>
<td></td>
<td>(3)</td>
</tr>
<tr>
<td>10</td>
<td>d</td>
<td>3</td>
<td>{1, [-∞,101]}</td>
<td></td>
<td></td>
<td>(4)</td>
</tr>
<tr>
<td>11</td>
<td>e</td>
<td>4</td>
<td>{1, [101,101]}</td>
<td></td>
<td></td>
<td>(3)</td>
</tr>
</tbody>
</table>

Generally as noticed in the above example, the two strategies don’t come out with the same result. If the first strategy leads to the abstract value $v_1$ for identifier $i$, and the second one gives $v_2$, the final result may be chosen as...
8 - EXAMPLES -

The final result obtained for our first example is:

```plaintext
(i,\emptyset)
  i := 1 ;
(i, [1,1])
L : {i, [1,101]}
if i \leq 100 then
  {i,[1,100]}
  i := i+1 ;
  {i,[2,101]}
  go to L ;
else
  {i,[101,101]}
  stop ;
fi ;
```

The next example is the binary search of a given key \( K \) in a table \( R \) of 100 elements whose keys are in increasing order. The result of the program analysis is the following:

```plaintext
lwb := 1 ; upb := 100 ;
{\{lwb, [1,1]\}, (upb, [100, 100])}
L : {{lwb, [1,101]}, (upb, [0,100]), (m, [1,100])}
if upb < lwb then
  {{lwb, [1,101]}, (upb, [0,100]), (m, [1,100])}
  unsuccessful search ;
fi ;
{{lwb, [1,100]}, (upb, [1,100]), (m, [1,100])}
m := (upb + lwb) \div 2 ;
{{lwb, [1,100]}, (upb, [1,100]), (m, [1,100])}
if K = R(m) then
  successful search ;
elsif K < R(m) then
  upb := m + 1 ;
  {{lwb, [1,100]}, (upb, [0,99]), (m, [1,100])}
else
  lwb := m + 1 ;
  {{lwb, [2, 101]}, (upb, [1,100]), (m, [1,100])}
fi ;
{{lwb, [1,101]}, (upb, [0,100]), (m, [1,100])}
  go to L ;
```
In PASCAL or LIS like languages, where low, upb and m have been declared
of type 1 .. 101, 0 .. 100 and 1 .. 100, dynamic tests for assignments
to these variables or bounds tests for access to array R are statically
shown to be useless.

The last example is dedicated to detection of incorrect access to records
through nil pointers. There are four abstract values $\theta$, nil, not-nil, dubious
with the following ordering:

```
dubious
  not-nil
    nil
  $\theta$
```

In the case of an abstract $\tilde{\theta}$-semi-lattice satisfying the maximal chain
condition (every strictly increasing chain is finite), the widening $\tilde{\nu}$
is taken to be $\tilde{\theta}$. This is the case in that example because there is a
finite set of abstract values.

The problem consists in finding the $K^{th}$ value of a linear linked list $L$:

```
value
L 0 -> β -> ... -> γ
next
```
The intended solution, with its analysis is the following:

\[
E : \{(K, [1,+\infty]), (\text{cursor}, \text{dubious}), (L, \text{dubious})\}
\]

\[
\text{if } K \neq 1 \text{ then}
\]

\[
\{(K, [2,+\infty]), (\text{cursor}, \text{dubious}), \ldots\}
\]

\[
K := K - 1 ;
\]

\[
\{(K, [1,+\infty]), (\text{cursor}, \text{dubious}), \ldots\}
\]

\[
\text{if cursor = nil then}
\]

\[
\text{stop ;}
\]

\[
\text{else}
\]

\[
\{(K,[1,+\infty]), (\text{cursor}, \text{not-nil}), \ldots\}
\]

\[
\text{cursor := next (cursor)} ;
\]

\[
\{\ldots, (\text{cursor}, \text{dubious}), \ldots\}
\]

\[
\text{fi ;}
\]

\[
\{(K, [1.+\infty]), (\text{cursor}, \text{dubious}), (L, \text{dubious})\}
\]

\[
\text{go to E ;}
\]

\[
\text{fi ;}
\]

\[
\{(K, [1,1]), (\text{cursor}, \text{dubious}), (L, \text{dubious})\};
\]

\[
[8] \ldots \text{value (cursor)}\ldots
\]

It is shown, at line \([a]\) that "cursor" in "next(cursor)", is not a \text{nil} pointer, and it has been taken account of the fact that the function \text{next} delivers a \text{nil} or \text{not-nil} pointer. On the other hand, "cursor" might be \text{nil} at line \([8]\), and from this diagnostic information, the programmer should be able to discover that he has forgotten the case of a list of length \(K - 1\).

9 - "DUAL" ABSTRACT INTERPRETATIONS -

The abstract interpretations we have presented until now determine for every program point a "maximal" property, common to all possible runs of that program. A "minimal" property may be obtained by two dual algorithms using the intersection in place of union, in the two former abstract interpretations.
The abstract interpretation algorithm briefly reported here may be extended to other control structures. This has be done for subprograms, including recursive ones, and we are developing the case of semi-coroutines, coroutines, backtracking, etc.

More general assertions about programs may be determined at compile time with the above method of program analysis, by choosing abstract values which are more elaborated than those given in this paper. For example, abstract values for integers may be chosen as intervals, lists of disjoined intervals, intervals with symbolic bounds, lists of disjoined symbolic intervals ...

It is important to note that, because of the undecidable problems we are faced with, our results are valid but fundamentally not perfect. However it should be clear that this incompleteness is acceptable for the verification of correct uses of data and operations, for the supply of diagnostic informations, for program optimization, for choosing types or organizations of data structures in very high level languages, etc.

More generally, types are used in high-level languages for specifying some logical properties of data and their memory representation. As presented in this paper the abstract value concept, allows us to specify and statically check additional dynamic properties. Under the light of this work, we are now extending the classical type approach, in order to catch the dynamic aspects obtained by abstract interpretation, and thus provide a better data specification framework in programming languages.
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