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We construct a hierarchy of semantics by successive abstract interpretations. Starting
from the maximal trace semantics of a transition system, we derive the big-step seman-
tics, termination and nontermination semantics, Plotkin’s natural, Smyth’s demoniac
and Hoare’s angelic relational semantics and equivalent nondeterministic denotational se-
mantics (with alternative powerdomains to the Egli-Milner and Smyth constructions),
D. Scott’s deterministic denotational semantics, the generalized and Dijkstra’s conser-
vative/liberal predicate transformer semantics, the generalized/total and Hoare’s partial
correctness axiomatic semantics and the corresponding proof methods. All the semantics
are presented in a uniform fixpoint form and the correspondences between these seman-
tics are established through composable Galois connections, each semantics being formally
calculated by abstract interpretation of a more concrete one using Kleene and/or Tarski
fixpoint approximation transfer theorems.
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1. Introduction

The main idea of abstract interpretation is that program static analyzers effectively
compute an approximation of the program semantics so that the specification of program
analyzers should be formally derivable from the specification of the semantics [ 9, 12].



The approximation process which is involved in this derivation has been formalized using,
among equivalent formalizations, by Galois connections for static approximation and by
widening narrowing operators for dynamic approximation [ 13].

The question of choosing which semantics one should start from in this calculation
based development of the analyzer is not obvious: originally developed for small-step
operational and predicate transformer semantics | 15], the Galois connection based ab-
stract interpretation theory was later extended to cope in exactly the same way with
denotational semantics [ 18].

In order to make the theory of abstract interpretation independent of the initial choice
of the semantics we show in this paper that the specifications of these semantics can
themselves be derived from each other by the same Galois connection based calculation
process. It follows, by composition, that the initial choice is no longer a burden, since the
initial semantics can later be refined or abstracted exactly without calling into question
the soundness (and may be the completeness) of the previous semantic abstractions.

The correspondance which is established between the considered semantics provides a
unifying point of view which is also a contribution to the long-dating study of relationships
between semantic descriptions of programming languages (e.g. [ 3, 34, 44]).

2. Abstraction of Fixpoint Semantics

2.1. Fixpoint Semantics
A fizpoint semantics specification is a pair (D, F') where

— the semantic domain (D, =, 1, ) is a poset that is a set D equipped with

- a partial order C C D x D (which is reflexive (Vz € D : x C x), antisymmetric
Vex,ye D: (zEyAyLC z) = (zr=y)) and transitive (Vz,y,z € D : (x C
yANy L z) = (z T 2))),

- an infimum L (such that Ve € D : L C 2),

- a partially defined least upper bound LI (lub), which is an upper bound (V.S
D:Vse S:sC US) and the least one (VS C D :VYme D : (Vse€ S:s
m) = (US Cm));

-
C

— the semantic transformer F' is a total map from D to D (denoted F' € D —— D)
assumed to be

- monotone (denoted F € D+ D ='{pe D+—— D |Ve,y e D: (z C
y) = (¢(=) C o(y))})

- iteratable (that is the transfinite iterates of F from L (defined as FO = 1
Fo*1 = F(F?) for successor ordinals § + 1 and F* = O F % for limit ordinals
<

A) are well-defined).

For example if (D, C, L, 1) is a directed-complete partial order or DCPO then monotony
implies iteratability [ 1].

A .
1= gtands for “is defined as”.



The Kleenian fixpoint theorem (see a.o. [ 14] for a proof) states that by monotony, these
transfinite iterates form an increasing chain, hence reach a fixpoint so that the iteration
order can be defined as the least ordinal e such that F(F¢) = F*°. This fixpoint is the
C-least one F° = lfpE F.

So the fizpoint semantics S can be specified as the C-least fixpoint S = lfpg F = Fc
of F.

We prefer semantics specifications in fixpoint form which directly leads to proof methods
using D. Park [ 45] or D. Scott [ 22] induction and to iterative program analysis algorithms
by fixpoint approximation [ 13]. Other presentations, in particular in rule-based form, are
equivalent after a suitable generalization as proposed in [ 19].

For example, by partially defining the meaning of rules

e

on the semantic domain (D, C, L L) as:

ieA}

ifp- AX-| [{Cilie ANPC X},

if it exists, then an equivalent rule-based presentation of the fixpoint semantics is:

{Fé))XED}’

with meaning Ifp- F since AX - U{C;|ie ANPC X} =F 2

2.2. Fixpoint Semantics Approximation

In abstract interpretation, the concrete semantics S is approximated by a abstract
semantics S~ via an abstraction function & € D" —— D’ such that «(S) T S %%
The abstraction is exact ° if «(S") = S~ and approzimate if a(S") =" S". To derive S
from S~ by abstraction or S~ from S~ by refinement, we can use the following fixpoint
approximation theorems (as usual, we say that a function f is Scott-continuous, written
f: D +—— E, if and only if it is monotone and preserves the lub of any directed subset
Aof D [ 1] and L-strict, written f : D —— E. if and only if f(L1) = 1):

Theorem 1. (Kleenian fixpoint approximation). Let ((D°, T, L, L"), F") and
((D", C", L', U"), F") be concrete and abstract fixpoint semantics specifications.

2Observe that in both the fixpoint and the rule-based presentations of the semantics we make abstrac-
tion of the metalanguage which has to be used for formally defining the semantics of the programming
language. So our approach is model-oriented or “relative” (in the sense for example of relative complete-
ness) since we reason on the mathematical objects which should be defined by the metasemantics of this
metalanguage, not on the way they are or can be formally specified by this metalanguage.

3More generally, we look for an abstract semantics S~ such that «(S”) <" S for the approzimation partial
ordering <" corresponding to logical implication which may differ from the computational partial orderings
C used to define least fixpoints [ 18].

4For program static analysis, the abstract semantics S~ is computable or can be dynamically approximated
by widening/narrowing [ 9, 13].

SWe use the term ezactness in preference to completeness as used in [ 15, 29] in order to avoid a possible
confusion with (relative) completeness in Hoare logic [ 11].



Assume that the L-strict Scott-continuous abstraction function o € D™ =%+ D" is such
that for all 2 € D" such that x C° F'(x) there exists y T~z such that a(F (z)) £ F (a(y)).

Then a(fp” F) T lp F.

Proof. Let F and F %, 0 € O be the respective ordinal-termed C-increasing ultimately
stationary chains of transfinite iterates of I~ and F" [ 14]. We have a(F?) = a(L) =
1" = F by strictness of a and definition of the iterates. Assume a(F°) T F by
induction hypothesis. We have F° &7 F(F™) = F**! so that, by hypothesis, 3y " F™
such that a(F?™) C° F'(a(y)). By monotony of F~ and a, F'(a(y)) T F'(a(F?))
whence by transitivity, induction hypothesis, monotony of F~ and definition of the iterates,
a(F™ E F(a(F°) T FA(F“S) = F°*'. Given a limit ordinal A, assume a(F?) &
F” for all § < \. Then by definition of the iterates, continuity of «, induction hypothesis
and definition of lubs, a(F™?) = (U F°) = U a(F°) C" U F? = F™. By transfinite

O<A O<A O<A
induction, we conclude V6 € O : a(F?) C" F . Let ¢ and ¢ be the respective iteration
orders such that F = 1fp- F~ and = Ifp- F". In particular a(lfpE F)=a(F°) =
a(Fmededdy o preledt - 2 O

A. Tarski’s fixpoint theorem [ 52] provides the basis for another fixpoint approximation
theorem whenever any abstract post-fixpoint is an upper-approximation of the abstraction
of a concrete post-fixpoint:

Theorem 2. (Tarskian fixpoint approximation). Let (D", F') and (D", F) be
concrete and abstract fixpoint semantics specifications such that (D", T L', T U M)
and (D", C", 1", T, ", 1) are complete lattices.

Assume that the monotone abstraction function & € D™ ——— D" is such that for all
y € D" such that F'(y) C "y there exists z € D" such that a(z) C" y and F(z) C z.

Then oz(lfpE FHCc Ifp- F.
Proof. By the A. Tarski’s fixpoint theorem [ 52], monotony of «, hypothesis and def-
inition of greatest lower bounds (glb), we have oz(Alfpgv F)=aM{z| F(z) T z}) T
M{a() | F@) T2} T 0{y | Fy) Ty} =1lfp F. O

2.3. Fixpoint Semantics Transfer

When the abstraction must be exact, that is a(S") = S°, we can use the following
fixpoint transfer theorem, which provides guidelines for designing S~ from S~ (or dually)
in fixpoint form [ 15, theorem 7.1.0.4(3)], [ 21, lemma 4.3], [ 3, fact 2.3] 5

Theorem 3. (Kleenian fixpoint transfer). Let (D", F') and (D", F) be concrete
and abstract fixpoint semantics specifications.
Assume that the L-strict Scott-continuous abstraction function a € D™+ D satisfies

the commutation condition F oo = av o F.
Then

6The composition of relations r1 and ro is 1 o 7y = {(z, z) | Iy : (x, y) € 11 A (y, z) € ro} whence the
composition of functions is f o g(z) = f(g(x)).



— the respective iterates F° and F é, 5 € O of F"and F from L and L satisfy
V6 € 0: a(F°) = F”;

— oz(lfpg F) = ifp- F
— the iteration order of F" is less than or equal to that of F".

Proof. Let F? and F «s’ 0 € O be the respective ordinal-termed C-increasing ultimately
stationary chains of transfinite iterates of F~ and F.

We have a(F?) = a(L) = 1" = F” by strictness of a and definition of the iterates.
Assume o(F V(S) =F° by induction hypothesis. By definition of the iterates, commutation
condition and induction hypothesis, we have o(F°™) = a(F(F°)) = F(a(F?)) =
FA(F“s) = F*'. Given a limit ordinal A, assume a(F?) = F? for all § < A. Then by
definition of the iterates, continuity of o and induction hypothesis, o(F™) = a(él_<l:\ F)

= 6|_I;oz(FV6) = 6|_|; F° = F™. By transfinite induction, we conclude V5 € O : a(F?)
< <

— F°. In particular oz(lfpE F) = a(F°) = a(F™>e) = AR A [
where € and ¢ are the respective iteration orders.

F is a fixpoint of F~ so that by the correspondence between iterates and the com-
mutation condition, we have F'(F™) = F(a(F)) = a(F(F*)) = a(F) = F proving
that € <e. O

~

Observe that in theorem 3 (as well as in theorem 1), Scott-continuity of the abstraction
function « is a too strong hypothesis since in the proof we only use the fact that «
preserves the lub of the iterates of F' starting from L.

When this is not the case, but a preserves glbs, we can rely on A. Tarski’s fixpoint
theorem [ 52|, the commutation inequality (F~ o a C « o F') and the post-fixpoint
correspondence (each abstract post-fixpoint of " is the abstraction by « of some concrete
post-fixpoint of F"):

Theorem 4. (Tarskian fixpoint transfer). Let (D, F) and (D", F") be concrete
and abstract fixpoint semantics specifications such that (D", T, L', T U, M) and (D",
C', L, T,U, M) are complete lattices.

Assume that the abstraction function & € D™+ D" is a complete M-morphism sat-
isfying the commutation inequality F~ o o " « o F” and the post-fizpoint correspondence
VyeD :F(yyCy=—3zeD :a(x)=yAF(z)C

Then a(lfp” F) =1fp F

Proof. If F(z) C 2 then a o F(z) C a(z) since a is monotone whence F~ o a(x)
a(x) by the commutation inequality. Together with the post-fixpoint correspondence, this
implies {a(z) | F(x) C a2} = {y | F(y) £ y}. By the A. Tarski’s fixpoint theorem [ 52]

and meet preservation, it follows that oz(lfpE F)=a{z | F(z) T 2}) = M {a() |
Fila) S at=M{y | Fly) £y} =1p" F" O



2.4. Semantics Abstraction
An important particular case of abstraction function & € D™ +—— D" is when «
preserves existing lubs a(‘l_g x;) = ‘I_Igoz(:pi). In this case there exists a unique map
S S

v € D" —— D" (so-called the concretization function | 13]) such that the pair (a, v) is
a Galois connection, written:

which means that
~ (D", C7) and (D", C") are posets;
~a €D +——D;
~ v €D +—— D
~VexeD :VyeD :alx) T y<xLC y(y).

If « is surjective (resp. injective, bijective) then we have a Galois insertion written <_%»

(resp. embedding” written %, 1somorphism written %) The use of Galois con-

nections in abstract interpretation was motivated by the fact that «(x) is the best possible
approximation of z € D" within D" [ 13, 15].

Example 5. (Subset abstraction). If D isaset and D" C D then (p(D"), C) *—%

(p(D"), C) where a(X) = XN D and v(Y) = Y U-D" (where the complement of £ C D
is £ ={zeD|zg&)). O

Example 6. (Elementwise set abstraction). If @ € D" —— D", the abstraction
function o € (D7) —— (D) is defined by a(X) = {e(z) | z € X} and the concretiza-
tion function v € p(D") — (D) is defined by y(Y) = {z | @(z) € Y} then (p(D),
C) = {(p(D"), C). Moreover, if @ is surjective then so is a. Classical examples are the
rule of signs [ 15] (where Vz < 0 : @(z) = —1, @0) = 0 and Vz > 0 : @(z) = +1) and
abstract model checking [ 20, Section 14]. O

Example 7. (Supremus abstraction). If (D, C, L, T, U, M) is a complete lattice

and @ € D" —— D" then (p(D"), C) % (D", C) with a(X) = L{e(z) | z € X} and
y(Y) = {z|e(z) T Y} [

We often use the fact that Galois connections compose®. If (D”, C) <Z_—l> (D7, C7) and
1

(D", ) === (D', ) then (D", C) === (D", C).

“If a and 7 are Scott-continuous then this is an embedding-projection pair.

8contrary to Galois’s original definition corresponding to the semi-dual (D7, C) % (D", ).



Example 8. (Elementwise subset abstraction). If S C D and @ € § —— D"
then by composition of examples 5 and 6, we get (p(D), C) % (p(D"), C) where
a(X)={e(z)|ze XNS}andy = {z | e(z) € Y} U-S. O

Finally, to reason by duality, observe that the dual of (D, C°) % (D", C) is (D,

) =5 (D, 2),
2.5. Fixpoint Semantics Fusion

Fixpoint semantics can often be defined by parts (e.g. corresponding respectively to
finite behaviors and infinite behaviors) which can be then fused into a single fixpoint
semantics (e.g. corresponding to all possible finite or infinite behaviors). The fusion of
two disjoint powerset fixpoint semantics can be expressed in fixpoint form, trivially as
follows:

Theorem 9. (Fixpoint fusion). Let {D*, D*} be a partition of D> and ({p(D™),
CH), FT) and ({p(D%¥), C°), F¥) be fixpoint semantics specifications. Partially define:

Xt £ XnDt, 1= = 1fuUle,

Xv 2 XnDv, Te 2 TrUTe,
Fe(X) = FHXH)UFY(XY), L~ X; = L XU U X,
- N w " w 1€ [4S] 1€

i€EA 1€EA i€EA

Then

— if (p(DT), C*) and (p(D¥), C*) are posets (respectively DCPOs, complete lattices)
then so is (p(D>), C>);

— if F* and F* are monotone (resp. Scott-continuous, complete LJ-morphisms) then
so is F'*°;

oo =+ w
— in all cases, lfpg >~ = lfpg Ft U lfpg F“ whenever these fixpoints are well-
defined.

Proof. These results are known for the cartesian product p(D7') x p(D¥) with com-
ponentwise ordering C* x C* whence follow by the correspondance (p(DT) x o(D*),

CHx ) % (p(D*>), C>) where a((X, Y)) = X UY and v(X) = (X, X*) which
is a Galois isomorphism since {D*, D¥} is assumed to be a partition of D*. O

2.6. Fixpoint Iterates Reordering

For some fixpoint semantics specifications (D, F') the fixpoint semantics S = lfpg F =
lfpj F' can be characterized using several different orderings C, <, etc. on the semantic
domain D, in which case the iterates are the same but just equally ordered by different
orderings:
Theorem 10. (Fixpoint iterates reordering). Let ((D, C, 1, U), F') be a fixpoint
semantics specification (the iterates of F, ie. F° = L F°T' = F(F°) for successor
ordinals § + 1 and F* = 6|Z|/\ F?° for limit ordinals \, being well-defined). Let E be a set

and < be a binary relation on F, such that:



1. < is a pre-order on F;

2. all iterates F°, § € @ of F belong to E;

3. L is the <-infimum of F;

4. the restriction F'|, of F' to E is <-monotone;

5. for all z € E, if X is a limit ordinal and ¥V < \: F° < z then L] F° < 1.
O<A

Then lfp. F = 1lfp] F|, € E.

Proof. Let € be the order of the iterates of F. By (2), F° € E whence F|,(F°) =
F(F°) = F° is a fixpoint of F|.

Let # € E be another fixpoint of F|,. By (2) and (3), F* = L < 2. If F* < 2
by induction hypothesis then by (2) and (4), F**' = F(F°) = F|,(F°) < F|,(z) = =.
By induction hypothesis and (5), F* < z for limit ordinals A. By transfinite induction,
V5€@:F‘ijsolfpfF:Fij. O

3. Transition/Small-Step Operational Semantics

The transition/small-step operational semantics of a programming language associates
a discrete transition system to each program of the language that is a pair (3, 7) where

— ¥ is a (nonempty) set of states’;

— 7 C ¥ x X is the binary transition relation between a state and its possible succes-
SOrs.

We write s 7 s" or 7(s, §') for (s, s') € 7 using the isomorphism p(X x¥) ~ (¥ xX) —— B
where B = {tt, ff} is the set of booleans and

F 2 {sen|Vsel:(sTs)}

is the set of final/blocking states.

4. Finite and Infinite Sequences

Computations are modeled using traces that is maximal finite or infinite sequences of
states such that two consecutive states in a sequence are in the transition relation.

4.1. Sequences
Let A be a nonempty alphabet.
— A% = {€} where €is the empty sequence.

~ When n >0, A" = [0, n— 1] — A is the set of finite sequences ¢ = oy . ..o,y of

length |o| = n € N over the alphabet A.

9We could also consider actions as in [ 33] or in process algebra [ 40].
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~ AT 2 UO A" is the set of nonempty finite sequences over A.
n>

— The finite sequences are A* = AT U AT

— The infinite sequences o = g ...0, ... are A% =N —— A.
— The length of an infinite sequence o € A% is |o| = w.

— The sequences are AX = A7 U A%

— The nonempty sequences are A% = AT U A5,

4.2. Concatenation of Sequences

The concatenation o = n - £ of sequences 1, & € A% has length |o| = |n| @ [£] (where
Uy @by =Ll + 0y when {1, 0y e N, wPBl =P w=w when £ € NU{w}) and is such that
o¢ =n¢ when £ < |n| while o, = & if [n| < € < o].

Thus if n,& € A%, - ¢ is the ordinary concatenation. For all n € A%, £ € A%, one has
n-£=mn. Foralln€ A%, &-n=mn-=n.

The concatenation extends to sets of sequences A and B € p(A%) by A-B = {n-¢ |
neANE € B}

4.3. Junction of Sequences

Nonempty finite sequences n € A” and € € A™ are joinable, written n 7 &, iff n,_; = &.
Their join is then o =n~ & € A5 such that 0n =N, when 0 < n < /¢ and oy_14, =
&, when 0 <n <m — 1.

Nonempty infinitary sequences n € A of length || = ¢ and ¢ € A% of length [£] = m
(¢,m € NU{w}) are joinable, written n 7 £, iff £ = w or £ € N, in which case n,_; = .
The length of their join 0 =7~ ¢ € A® is then |o| = L@ m O 1 (where £, © ly = {1 — ly
when /1,0, € N and w — 1 = w). Their join 0 = n = ¢ satisfies 0,, = 1, when 0 < n < ¢
while 0y_11n, = &, when £ < w A0 <n <mo 1. In particular, n = ¢ = 1 when 1 € AY is
infinite.

The junction of sets A and B € p(A®) of nonempty sequences is A~ B = {n~&|ne
ANEEBAN 7L

Observe that A”('UA B;) = ‘UA(A“BZ-) and (‘UA A;)"B (A;” B) but set of sequences
1€ 1S S

= U

[ISTAN
junction is not Scott-co-continuous on p(A®). A counter example on the alphabet A =
{a} uses X = {a“} and the C-decreasing chain Y,, = {a’ | ¢ € NA{ > n}, n € N such

that X (nQN Y,) = 0 and (nQNX Y,) = {a“}.

5. Maximal Trace Semantics

Trace (or path) semantics model program computations by a set of finite or infinite
sequences of states (which can also be understood as representing a tree which nodes are
states). They have been used to specify the semantics both of programming languages |
33] and of modal logics [ 37].

Given a transition system (X, 7), 37 is the set of finite sequences of length n over the
alphabet ¥ and X% is set of infinite sequences over ¥, as defined in Section 4.1. The
maximal trace semantics 7% of this transition system (X, 7) is defined as follows:
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772 {0 €N |Vi<n—1:0;T 0,4} is the set of partial execution traces of length

n > 0;

7" = {0 €7 | 0,1 €7} is the set of mazimal/complete execution traces of length
n > 0 terminating with a final /blocking state;

A
— 77 = U 77 is the maximal finite trace semantics;
n>0

192 {0e€X’|VieN:o; 7 0541} is the infinite trace semantics;

. . . = A T = . . .
Their join 7% = 77 U T¢ is the maximal trace semantics.

5.1. Fixpoint Finite Trace Semantics
The finite trace semantics 75 can be presented in a unique fixpoint form as follows |
17, example 17] (lfpf F'is the C-least fixpoint of F' greater than or equal to a, if it exists

and dually, gfpf F = lfpag F' is the C-greatest fixpoint of F' less than or equal to a, if it
exists):

Theorem 11. (Fixpoint finite trace semantics). 7 = lfp FF = gfp F¥ where

FT e p(XF) — o(2F) defined as F+(X) 27U X)is a complete U- and N-
morphism on the complete lattice (p(X¥), C, 0, % 1 , U, N).

Proof. The first iterates of F¥ for lfp Ffare X0 =0, X' = FF(X%) = 77U (s ) =
1 X% = F+(X ) =7TU (12" 70) = 77U 77, ete. By recurrence, the n-th iterate of F¥ is
X"= U 77 since X"*! = FH(X™) =7"U (i (@1 7)) =71"U ‘@1(75“ ) =71"U ‘@1 it

z—l
=7y ‘U2 Tl = AU 7'7. Ffisa complete U-morphism so that by the Kleenian fixpoint
j i=1
theorem, lfp Ff=uU Xx"= U CJ = Ur7Ti=71F
neN neNi=1 i>0

The first iterates of F* for gfp; FFare YO = XF Y = FF(Y%) = 77U (72~ ©F),
etc. By recurrence, the n-th iterate of F¥ is Y= (igﬁ) U (Tﬁ ~ ¥F) since Y =
FRY™) = 77U (= (O ) u (e - 59) = rTu (e (O ) u (e - e - e
= (nLJj1 ) U (7"¢5 ~%%). FT is a complete N-morphism so that by the Kleenian dual

fixpoint theorem, gfp Fr=QNY"= ((CJlT’T) U (Tm ~¥F) = ‘UOTZT = 7% because
= 1>

neN neN =
Viin e N: 77 CYn and for all successive states (o;, 0;41) of a finite trace o in () Y, we
. neN
have o; T 0,41 since otherwise o & Y+, 0J

5.2. Fixpoint Infinite Trace Semantics
The infinite trace semantics 7% can be presented in C-greatest fixpoint form as follows
[ 17, example 20]:
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Theorem 12. (Fixpoint infinite trace semantics). 7° = gfpg# F® where F¥ €
»w

p(EQ) — p(EQ) defined as F*(X) 275 Xisa complete N-morphism on the complete
lattice (p(27), 2, %9, 0, M, U). lfp, F¥ = 0.

Proof. The first iterates of F* for gfp F%are X0 =59 = 71~ %9 X! = F3(X0) =

it = 7'2“2w etc. By recurrence Vn EN: X" = 7771~ 5% gince X+ = F9(X™)
=72~ X" =7? _i N9 = 7~ NF P — AX.er? - X is a complete N-morphism

on p(X%) so by the dual Kleenian fixpoint theorem, gfp~_ F® = (] X" = 7o~
= neN neN

= (N 7%~ %° = 79 because Vn € N : 79 C X™ and for all successive states (o;, o;1) of
n>0

an infinite trace o in [ X™, we have o; 7 0,41 since otherwise o ¢ X". U
neN

5.3. Fixpoint Maximal Trace Semantics
By the fixpoint fusion theorem 9 and fixpoint theorems 11 and 12, the maximal trace se-

mantics T can now be presented in two different fixpoint forms, as follows [ 17, examples
21 & 28:

Theorem 13. (Fixpoint maximal trace semantics). 7% = gfp;> F® = lfpi: F

A

where F® € p(2%) T o(2%) defined as FR(X) 2 77U7?~ X is a complete LU®-
morphism on the complete lattice (p(X%), C®, 1=, T, U®, M1®) with

S XCEY = XTCYTAXYDYY,

S XFEXNTe,

LT = %F

~ X92 XN 1% and

S
Proof. We have 7% = 77 U7r% = lqu% FT U lfp; F% = lfpi:> F* by theorems 11, 12

and 9, where FR(X)2 FHXTHUF(X®) = 7uri~ XTuri~ X% = 7Turi~ (X TuX9)
=7r'uri~X. . _ A B _ _

Moreover, |_| FR(X;) = |_|°°7'TU7'§AXZ- =U(TTUrP " XHUNGEE - XP) =7Turin
(UXfUﬂXf) F°°(|_| X)

. A

By theorems 11, 12 and the dual of theorem 9, we also have: 7% = 77 U7T° = gfp FT
Ugfp Fw—gfp F>, O

The nondeterminism of the transition system (3, 7) may be unbounded. Observe that this
does not imply absence of Scott-continuity of the transformer F* of the fixpoint semantics

= lfp F=. as already observed by [ 5] using program execution trees. This is not
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in contradiction with [ 3, theorem 3.4] proving that there is no fully abstract continuous
compositional least fixpoint semantics that has a continuous full abstraction function.
This result is proved for a specific operational semantic domain only and does not apply
to all semantic domains. For example, unbounded nondeterminism is equivalent!'” to weak
fairness and the description of fair executions can be refined into maximal execution traces
for a transition relation including an explicit universal scheduler.

We characterize the iterates of the various semantics that we consider in order to be able
to reorder them as described in section 2.6. This will show that besides the classical partial
orderings which are traditionally considered in fixpoint semantics, there exist alternative
orderings which coincide on the iterates but may differ elsewhere hence may be more
simple and/or expressive.

Corollary 14. (Arrangement of the iterates of F*). Let Foz’é, 0 € O be the

iterates of F® from 1%. Their order is w and 7% = F®¥ = J® %", We have Vn < w :
nw

P = (0 U (- n9),
-5 . - - - .
Proof. Let F¥° (resp. F%°), § € O be the iterates of ¥ (resp. F¥) from ¥ (resp. 1°).
- =6 B
Both have order w. By transfinite induction, V6 € O : F =0 — ¥ U F9 where for all
n<w, FF = 'Q 77 and F¥" = 7771 = %% as shown by the respective proofs of theorems
11 and 12. O]

One may wonder why, following | 17], we have characterized the trace semantics as 7%

c
oL

=1fp :_: F= while 7% = gfp;D F*= is both more frequently used in the literature (e.g. [ 4])

and apparently simpler. This is because 7 = lfpi: F* may lift to further abstractions

while 7% = gfp;D F> does not. For an example, let us consider potential termination.
This also illustrates the fundamental idea in abstract interpretation that the abstraction
specifies the observable properties on program behavior which can be specified in fixpoint
form by Kleenian or Tarskian fixpoint transfer (and fixpoint fusion).

5.4. Potential Termination Semantics

The potential termination abstraction o™ is the elementwise finite trace subset abstrac-
tion (example 8, that is the composition of examples 5 and 6) where an element, that is
a trace, is abstracted by its first state:

oF(X) = Xnxt,

a(X) = {e'(z)|xre X} where e (o) = o,
(X)) = avoa’ = {og|loeXNET}.

By defining the concretization

YY) 2 ATeah(Y) = {oeXT|opeYIux?,

this is a Galois insertion:

Oinformally, in the sense that unbounded nondeterminism can be used to simulate weak fairness and
reciprocally.
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Lemma 15. (p(X®), C=) — (p(X), <).

Proof. We havea( ) CY <<= Vo e X
N >

copEeY = XTC {oeXF|oe
Y}UZw)mzu:X C (y" (YY)t A X * <

AXE D (7 (Y))

S
M
g
=3
G
0
o
—
=
=
=3
ng|
.
M
3
o)
“
IN
O

The potential termination semantics 7" of a transition system (3, 7) provides the set of
states starting an execution which may terminate, that is

7 a2 o™ (To?>> )
We define the left image of a state s € X by a transition relation 7 C ¥ x X as

(s) = {s|sTs},
while for a set S C X of states, it is

74S) = U7T*(s) = {§|IseS:57s}.

The fixpoint form of 77 = a™(7%°) = lfpj F™ is derived from that of 7% = lfp F <
(theorem 13) by Kleenian fixpoint transfer. In the proof, the commutation Condltlon

a” o F® = F* o™ leads to the calculational design of F'" starting from the definition
F.

Theorem 16. (Fixpoint potential termination semantics). 777 = lfp{j F™ where
F" € o() —— o(X) defined as F(X) = 7 U7%(X) is a complete U-morphism on the
complete lattice (p(3), C, 0,3, U, N).

Proof. We have a™(1®) = a™(3%) = () so that by lemma 1o and the Kleenian fixpoint
transfer theorem 3 and 13, we have 7 = o™ (7%) = oﬁ(lfp FOO) = lfp F™ where the
commutation condition leads to the design of the transformer F™ as follows: a™ o F(X)
=a(rTUT " X)) =a"(tHUa® (P~ X) ={og|oceT}U{oy |0 € (Ti“X) NXF} =
FU{s|3s €a™(X):s715}=F"a"(X)) by defining F"(X) = 7 U7r4X). O

For example if ¥ = {a,b} and 7 = {(a, a), (a, b)} then 77 = {a, b} since any execution
starting in state b immediately terminates while any execution starting in state a may
always potentially terminate by choosing the (a, b) transition (although it is possible to
never terminate by always choosing the (a, a) transition).

In general 777 £ gfpi F™ (so that o™ is not co-continuous). A counter-example is given
by ¥ = {a}, T = {{a, a)} so that 7 = 0 and 7 = () while gfpi F* = {a}. Hence a™
transfers lfp ~ F® but not gfp F>,
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6. The Maximal Trace Semantics as a Refinement of the Transition Semantics

The trace semantics is a refinement of the transition/small-step operational semantics
by the Galois insertion:

(9(5%), ) == (p( x %), C)

where the abstraction collects possible transitions:

o (T) = {(s,8)|Foe¥X:30’ €% :0-55 -0 €T},

while the concretization builds maximal execution traces:

) = %

In general ' C 77 (a7 (7)) as shown by the set of fair traces T' = {a"b | n € N} for which
a™(T) = {{(a, a),{a, b)} and v (a"(T)) = {a"b | n € N} U{a*} is unfair for b.

7. Relational Semantics

The relational semantics associates an input-output relation to a program [ 41}, possibly
using D. Scott’s bottom L ¢ 3 to denote nontermination [ 38]. It is an abstraction of the
maximal trace semantics where intermediate computation states are ignored.

7.1. Finite/Angelic Relational Semantics

The finite/angelic relational semantics (first named big-step operational semantics by
G. Plotkin [ 48] and later natural semantics by G. Kahn [ 36|, relational semantics by
R. Milner & M. Tofte [ 11] and evaluation semantics by A. Pitts [ 17]) is

a— ot (17)

where the Galois insertion:
+

(p(XF), C) —— (p(E x ), C)

at

is defined by:

at(X) = {@*(0)|oce X} and
YY) 2 {o]e (o) €V}
where:

et € Y (¥ xX),
©+(U) é <007 O-n—1>a

for all 0 € X" and n € N.
Defining the set

7 = {(s, s) | seT}

of final/blocking state pairs and using the Kleenian fixpoint transfer 3 and the theorem
11, we can express 71 in fixpoint form:
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Theorem 17. (Fixpoint finite/angelic relational semantics). 7%= lfpj F* where
Ft e p(Xx%) —— (X x %) defined as F*(X) = 7U(7 o X) is a complete U-morphism
on the complete lattice (p(3 x X), C, 0,3 x 3, U, N).

Proof. By the Kleenian fixpoint transfer theorem 3, using the Galois insertion of exam-
ple 6 and a* o FH(X) = {e*(z) |z € T"U (T~ X)} = {(s, 8) | Vs’ € B : =(s 7 &)} U{(s,
On-1) | n>0N0 €X' ANsTogNo € X} =TU(Toa" (X)) = Ftoa(X) by defining
FHX)=7U(T X). O
Observe that the Tarskian fixpoint transfer theorem 4 is not applicable since a™ is a N-
morphism but not co-continuous hence not a complete N-morphism. A counter example
is given by the C-decreasing chain X* = {a"b | n > k},k > 0 such that o at(XF*) =
>
N {{a, b)} = {{a, b)} while N X* = () since a"b € N X* for n > 0 is in contradiction
k>0 k>0 k>0
with a"b & X" so that oﬁ(kﬂOXk) =at(0) = 0.
>
In order to place the potential termination semantics 77 in the hierarchy of semantics,

we will use the following:

Theorem 18. 777 = o™ (7") where the domain abstraction:

Dmn

(p(Z x T), C) ——= (p(T), C)

is defined by:
a”(R) = {s|3s €% :(s, s) € R} and
AP (D) = {(s, ) |s€ DAs €%} .

Proof. By definition of 7+, 7%, 7%, o™ a*, o™ and 77, we have: )
alm(rt) = P (ot (17)) = aP™(at (7NYT)) = {s | I € T : (s, &) € ot (¥ NET)}
={opg|ocer™nNET} =a"(r%) =17, O
7.2. Infinite Relational Semantics

The infinite relational semantics is

A -
Tw = aw (Tw)
where the Galois insertion:

(9(5%), C) == (p(= x {1}), ©)

is defined by
a’(X) = {e“(0)| o€ X} and

el

1Y) {o]e*(0) Y}
where:

e € Yr—— (U x{l}) is
(o) = (o9, L).
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By the Galois connection, a is a complete U-morphism. It is a N-morphism but not

a complete N-morphism since indeed it is not co-continuous. A counter-example is given

by the C-decreasing chain X* = {a"b* | n > k}, k > 0 such that kﬂo a“(X*) = kﬂo{(a,
> >

1)} = {{a, L)} while i X* = () since a™* € i X* for n > 0 is in contradiction with
> >

a"b” ¢ X" whence (x‘”(kﬂo XF)y = a*(0) = 0.
>

Using the Tarskian fixpoint transfer theorem 4 and theorem 12, we get:

Theorem 19. (Fixpoint infinite relational semantics). 7 = gfp;u} F“ where

FY € o8 x {1}) 2 o(2 x {L}) defined as F¥(X) = 7 o X is a C-monotone map on
the complete lattice (p(X x {1}), C, 0,3 x {1}, U,N).

Proof. By the Galois connection, o is a complete U-morphism. To design F“, we
have o~ o FO(X) = a*(77 = X) = {e(n " &) | ne 7" A"E € X An 7 & = {{mn,
Ly lmrmé&nNEe X={(s, L) 3 :s7 N L) €a(X)=70a(X) =
F¥ o a”(X) by defining F¥(X) =70 X,

We have to prove that VY € p(X x {L1}) : F¥(Y) DYV = 33X € ¥° : o*(X) =
YAFY(X)DX. Welet X = {o€7°|VieN: (o;, L) €Y}

To prove that Y C a®(X), observe (a) that Y C F¥(Y) =70oY = {(s, L) |3 : s 7
s A (s, L) € Y}. Hence if 0y ...0, is such that o; 7 0,41, i <n and (o;, L) €Y, i<mn
then (o,, L) € Y and (a) imply Jo,411: 0, T 0ps1 A (0nt1, L) € Y. So, by induction, we
can build o € 79 such that Vi € N: (0;, L) € Y. We have 0 € X and (0g, L) € a*(X)
proving that Y C a*(X). Moreover a*(X) C Y is obvious since ¢ € X implies (oo,
1) € Y proving that o*(X) =Y by antisymmetry. A

To prove that F“(X) 2 X observe that F*(X) D X <= X C 72~ X < Vo € X :
oo 7 o1 A 021 € X where the suffix 2! is 1 such that Vi € N : 1, = 0,,1. 09 7 0 holds
since X C7°. ner°and Vi € N: (n;, L) = (0;, L) €Y proving that n = 02! € X.

We conclude by the dual of the Tarskian fixpoint transfer theorem 4. OJ

We say that the nondeterminism of T is bounded by n € N if and only if Vs € ¥ : |{s |
7(s,s")}| < n where |S| is the cardinal of class S.

Lemma 20. If X;,0 < nis a C-decreasing chain of subsets of ¥ x ¥ and the nonde-
terminism of 7 is bounded by n then for all s, s’ € X:

Vo <n:3s" 7(s, ") N (", &) € X;
— F":i7(s, ") AV < (" &) e X5 .

Proof. The proof of <= is obvious. For =, we reason by reductio ad absurdum,
assuming that:

Vo <n:3s" 7(s,8" )N (5", &) € X5 (1)
AN Vs T(s,8") =0 <n:(s" &) & Xs . (2)
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If 7 is a successor ordinal, then (1) implies that there exists s” such that (s, s”) A (s”,

s") € X,_1 so by (2) there exists § <7 — 1 such that (s”, s') ¢ X5, in contradiction with
the decreasing chain hypothesis implying that X5 2 X, _;.
If n is a limit ordinal, let us show that we can construct infinite sequences sy, s1, s,
. and 0y < 0; < 6y < ... < nsuch that for all £ € N:

7(s,56) A (s, §') € Xg, A sk, 8') & X5, - (3)

We let 09 = 0 so that by (1) there exists s such that 7(s, s9) A (sg, §') € X5, hence by (2)
there exists dg = 0 < d; < n such that (sg, s’) € X;5,. Assuming that we have constructed
S0y -+ -y S;and 0g < ... < 9; < 041 < msatisfying (3) for all 0 < k£ < 4. By (1) there exists
si+1 such that 7(s, s;41) A(siy1, 8') € Xs,,, hence by (2) there exists 6 < 7 such that (s;;1,
sy & Xs. We define 0,19 =1 max(d, d;+1) so that § < d;4o whence, by the C-decreasing
chain hypothesis, X5 2 Xj,,, proving that (s;11, s') € Xs,,,. So we have constructed s,
ooy Siprand 6p < Lo < iy < 6o < msatisfying (3) for all 0 < k < i+ 1. The sequences
can be extended to infinite ones by recurrence. Observe that in sg, ..., s;, ... ifi <
then s; must be distinct from s; since otherwise (s;, s') € X, and (s;, s') € X5, 2 X;, so
(si, s') & X5, in contradiction with (s;, s’) € X, and s; = s;. So in the infinite sequence
S0, ..., Si, ... the states are distinct two by two proving that |{sg,..., Sk, ...} = w.
Moreover (3) implies that {sg,...,s;,...} C {s' | 7(s,5)} so {s' | 7(s,¢)}| > w in
contradiction with the bounded nondeterminism hypothesis [{s’ | 7(s,s)}| <neN. O

Lemma 21. If the nondeterminism of 7 is bounded then F“ is co-continuous.

Proof. If X, 0 < nis a C-decreasing chain of subsets of 3 x ¥ then by definition of F¥
and lemma 20, we have [“((;_, Xs) = 7 o (s, Xs) = {(s, s') | Is" 1 7(s,8") AV <
n:(s", s') € Xsh = {(s, ') [ V6 <m:3" :7(s,8") A (5", ) € X5} =[5, (T ° X5) =
My F(X5)- O

Observe that, in general, F'“ is not co-continuous, as shown by the following example
C
where the iterates for gfp;xu} F“ do not stabilize at w.

Example 22. (Unbounded nondeterminism). Let us consider the transition sys-
tem (X, 7) of figure 1 such that ¥ = {s}U{s;; | i,j € NAO < j <i} (where s # s;; # Spe
whenever i # k or j # £) and 7 = {(s, si0) | i € N} U{(si;, sij+1)) | 0 < g < i} [ 53].
The iterates of F*(X) = 7 o X are X° = {(s, L)} U {(sy, L) | 0 < j < i}, X! =
Fo(X%) = {(s, L)} U{(sij, L) |1 <j <i} so that by recurrence X" = {(s, 1)} U{(s
1y | n < j < i} whence X¥ = RQNX” = {(s, 1)}. Now X« = Fv(X¥) =)

7R

w w

-
gfpmu} FY =7v.

O

It follows that the Kleenian fixpoint transfer theorem 3 is not applicable to prove theorem
19 since otherwise the convergence of the iterates of F would be as fast as those of F*,
hence would be stable at w.
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Figure 1. Transition system with unbounded nondeterminism

7.3. Inevitable Termination Semantics

The possibly nonterminating executions could alternatively have been characterized
using the isomorphic inevitable termination semantics providing the set of states starting
an execution which must terminate, that is

7_4! é O[%!(Tw)

where the Galois isomorphism:

A

(p(X x{1}), ©) =—= {p(X), 2)

a%!

is defined by

(X)

at {s| (s, L) &€ X} and
1Y)

{(s, ) |s¢Y}.

Given a relation 7 C ¥ x ¥/, a state s € ¥ and a set of states P C X:

A
A

— The right image of s by 7 is 7 (s) = {s' | s 7 &'} (in particular if f € ¥ —— %'

then f>(s) = {f(s)}).

— The right image of P by 7 is 7*(P) = {s' | 3s € P : s 7 &'} (in particular, f*(P) =
{f(s) | s € P}).
— The inverse of 7 is 7' = {(s', s) | s 7 &'} so that 7% = (7)) and 74 = (71)".

— The dual of a map F € p(X) —— p(X') is F 2 AP. —F(=P).

— Finally, 7->(P) = {s' | Vs: &' 7 s = s € P}.
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Applying the semi-dual the Kleenian fixpoint transfer theorem 3 to the fixpoint char-
acterization 19 of the infinite relational semantics 7, we get the

Theorem 23. (Fixpoint inevitable termination semantics). 7 = lfpj F™ where
F* e p(2) —— p(2) defined as F*(X) £ 7(X) = 7 UT>(X) is a complete U-

morphism on the complete lattice (p(X), C, 0, 2, U, N).

Proof. «™ is bottom strict since a™((X, {L})) = 0. o™ is continuous by (p(3 x {1}),

-
) «i» (p(X), D). Finally, we have a™ o F¥(X) = {s | (s, L) & 70 X} = {s | (s,
1) ¢ f(s, s 3s" (s, ) e TN, ) e Xt ={s|Vs:sT ¢ = (s, L) € X}
—{s|Vs:s75 = €a'(X)} =F"'oa'(X) by defining F*(X) = 7-*(X) =
TUT(X). O

7.4. Natural Relational Semantics
We now mix together the descriptions of the finite and infinite executions of a transition
system (X, 7). The natural relational semantics

™ = Tture
is the fusion of the finite relational semantics 7+ and the infinite relational semantics 7.
It is more traditional | 7, 46] to consider the cartesian product of the finite relational
semantics 71 and the inevitable termination semantics 7 (the interpretation being that
any execution starting from a state s € 77 must terminate in a state s’ such that (s,
s')y € 7). The reason for preferring the infinite relational semantics to the inevitable
termination semantics 23 is that the fixpoint characterizations 17 of 7+ and 19 of 7¢ fuse
naturally by the fixpoint fusion theorem 9. This leads to a simple fixpoint characterization
of the natural relational semantics using the mized ordering C* first introduced in [ 17,
proposition 25][:

Theorem 24. (Fixpoint natural relational semantics). 7 = lfpi:> F*° where F'*°

€ p(X x2)) — (X x ©,) defined as F*(X) = 7 U (7 o X) is a C*-monotone map
on the complete lattice (p(3 x X,), C>, 1= T> 1> M~) with

- =2 Uy,

- XCY 2 XTCYTAXYDYY,
— XtEXNTe,

- T2=XxX,

~ XY 2 XN 1*®and

— 1= =% x{l}.

2w —lfp [

Sx{L} 100

Proof. 7= =7"Ur* = lfpj FtUlip
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A

By defining o=(X) £ a*(X 1) U a®(X¥), we have 7 = a(7%). Neither the Kleenian
fixpoint transfer theorem 3 nor the Tarskian fixpoint transfer theorem 4 is directly appli-

cable to derive that 7> = o (lfpf:_: F®) = lfpf: F>°. Observe however that we proceeded
by fusion of independent parts, using o to transfer the finitary part 7% by the Kleenian
fixpoint transfer theorem 3 (but the Tarskian’s one was not applicable) and the infini-
tary part 7¢ by the Tarskian fixpoint transfer theorem 4 (but the Kleenian’s one was not
applicable).

To prove that the iterates of F'* are ordered according to Egli-Milner ordering in
corollary 37, we will use the following characterization of the iterates of F'*°. Intuitively if
a new finite behavior does appear in the iterates, nontermination cannot yet be excluded.

Lemma 25. (Arrangement of the iterates of F™). Let F>° § € O be the iterates
of F* = AX+7U (7o X) from 1. Foralln < ¢ €0, s, s €%, if (s, 8/) € F** and (s,
s’y & F>" then (s, 1) € F>".

Proof. By transfinite induction on £ > 0.

The lemma is true for & = 1 since for = 0 we have F>*" = [= =% x {1}.

We have F*! = 7 U (1 o F*%), F>° § € O is a C™-increasing chain so that (F°°5)+,
0 € Ois a C-increasing chain and Vo € O: (FC’O‘S)Jr C F*>° proving that V6 € Q : 7 C F°°.

Assume that the lemma holds for all ' < £ and ¢ is a limit ordinal. Assume 1 < &, (s,
') € F*¢ and (s, s') ¢ F*". We have F>®* = ?:2 F>¢ hence (Fc’og)Jr = 5/L<Jé (FC’OQ)Jr SO
that (s, s') € F>¢ implies the existence of ¢’ < ¢ such that (s, s') € (FOC’g/)Jr C F>¢,
But (F°°5)+, 0 € O is a C-increasing chain, so that (s, s’) & F>" implies n < &'. It
follows by induction hypothesis that (s, L) € F>".

Assume now that ¢ = & + 1 is a successor ordinal, n < &', (s, s') € F>% and (s,
sy & Fm.

I If (s, 1) € F% then (F*>%)” § € O is a C-decreasing chain so that 7 < & implies
(s, L) € F>on.

IL If (s, 1) & F>% then F>¢ = Fo8*l — poo(F>ty — 7 U7 o F>¢ 5o that (s,
') € 7o F>¢ gince 7 C F>" which implies the existence of s” € & such that s 7 s and
(s", §') € F>¥,

IL1. If (s”, §') & F°°" then by induction hypothesis (s”, 1) € F*" so that (s, 1) €
Foontl proving (s, L) € F" since F*°, § € O is C™-increasing whence (F>°)*, § € O
is C-decreasing.

11.2. If (5", ') € F>" then (s, s') € F>"1,

IL.2.A. If p < €, n+1 < € so that, by induction hypothesis, (s, s') € F*"" and (s,
s’y & F>°" imply (s, L) € F>".

I1.2.B. Otherwise n = ¢'.

[I.2.B.a. If n = ¢ is a successor ordinal with predecessor ¢ — 1 then we have (s”,
') & F>¢~1 since otherwise s 7 s” and (s”, ') € F>¢~1 would imply (s, s') € F>¢
in contradiction with (s, §') & F>" and n = &. But (s, §') € F>" = F>¢ g0 (s
') & F¢~1 and ¢ < ¢ imply, by induction hypothesis, that (s”, 1) € F>¢ hence (s”,
1) € F*¢~1 Then s 7 s implies (s, L) € F>¢ = Fn,
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I1.2.B.b. If n = ¢ is a limit ordinal then we have (s”, s') ¢ F>=¢ for all ¢ < n = & since
otherwise s 7 s” and (s”, §') € F>¢ would imply (s, ') € F>**! 50 (s, s') € F>¢ in
contradiction with (s, §') & F®" and n = ¢'. But (s, §') € F®" = F>¢ (§" ) & F>¢
and ¢ < & < ¢ imply, by induction hypothesis that (s”, L) € F>®¢ so (s, L) € F>¢*H!

hence (s, 1) € F>¢ and therefore (s, 1) € F>¢ = F>" gince F>¢ = <|_|°£° Fs, O
< /

The totality of the iterates expresses that an initial state must lead to at least one termi-
nating or nonterminating behavior.

Lemma 26. (Totality of the iterates of ). Let F>° § € O be the iterates of
F* = AX.FU(roX) from 1= V6 €Q:V¥s€¥:35 €%, : (s, s) € .

Proof. By transfinite induction on § € Q.

For6=0,Vs€X:(s, L)€ F*'=1*=Yx%,.

Assume that the lemma is true for § € Q. F>'' = 7 U (1 o F>?). If s € 7 then (s,
s) € F*"" or 3’ € ¥ : s 7 s’ so that, by induction hypothesis, 3s” € ¥, : (s/, s”) € F>°
proving that (s, s”) € 7o (F%)" C (Fo0t1)T C poodtl

If A is a limit ordinal and the lemma is true for all § < A then either Vo < X : (s,
1) € F° in which case (s, L) € F**since (F>")" = () (F°>°)”. Otherwise, 36 < X : (s,

S<A
1) ¢ F*° in which case, by induction hypothesis, 35’ € ¥ : (s, s') € F>° so that (s,

s') € F* since (F0)" C (FoM". O

Finally all final states of the iterates cannot be simultaneously terminating and nonter-
minating states.

Lemma 27. (Final states of the iterates of F). Let F>° § € O be the iterates
of F* = MX-7U (1 o X) from 1~ V6 € O : Vs, € X : (s, §) € F*° = (s €
FYAN(Vs" €L (s, s") € F* = " = ).

Proof. By transfinite induction on § € O.

The lemma vacuously holds for § = 0 since Vs, s’ € ¥ : (s, s') & F>* =% x { L}.

Assume that the lemma holds for § € O and (s, s') € F>T' = 7 U (7 o F>?), If
(s, 8') € 7 then 8 = s € 7 hence Vs € ¥, : (s, §") € F'' — (s = &' A (s,
§"y € 7) = (s = s/ = §"). Otherwise, 3s” € ¥ : s 7 s and (s, s') € F>° in which
case, by induction hypothesis, s’ € 7. Moreover Vs” € ¥ : (¢, §") € F>'T — (¢,
§") € 7U (1 o F>°). But §' € 7 so (s, s”) € 7 which implies s” = &'

Let A be a limit ordinal such that the lemma holds for all 6 < . If (s, ') € F>*
then (FC’O)‘)Jr = 5%\ (FC’O‘S)Jr implies 30 < X\ : (s, §') € F> whence s’ € 7 by induction

hypothesis. Moreover, Vs” € ¥, : (s, ") € F*° = Inp < A : (s, s") € F>". Let
¢ = max(6,n7) < A. We have (s, s') € F>¢ and (s, ") € F>% since F>°, § € Q is C>-
increasing whence (F' 0C"S)Jr, 0 € O is C-increasing. By induction hypothesis, s" =s' [
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7.5. Demoniac Relational Semantics
The demoniac'' relational semantics is derived from the natural relational semantics
by approximating nontermination by chaos:

™ £ (1)

where:

®(X) = XU{(s,s)|(s, Lhe XAseX} and
YY) =Y

so that:

where:
D? = {Yecp(ExX)|VseN:(s, L)eY = (Vs X:(s,5)€Y)}.

By definition of 77, fixpoint characterization of the natural relational semantics 24 and
the Kleenian fixpoint transfer theorem 3, we derive:

12}
Theorem 28. (Fixpoint demoniac relational semantics). 7° = lfpi F? where
F? ¢ D? +™ D? defined as F?(X) = 7 U (17 o X) is a C?-monotone map on the
complete lattice (D?, T2, 12, T2, 1%, 1?) with
~ XY =VseX:(s, )eXV({s, LY AXN{s} xX)CYN(({s}x%)),
— 122y Xy,
~ TP 2N xY,

S X, = {(s, )| (VieA: (s, Lye X; A eX )V (TieA: (s, L)&X;NA(s,
€A ’
sy € X;)} and

S X, ={(s, )| (FeA:(s, yeX;Asd e )V (VieA: (s, L) & X;NA /s,
€A ’
S>EXZ)}

Moreover X C? Y = ~%(X) £ 47(Y) where 47(X) éﬁ{(s, L) | (s, L) € X}U{(s, ") | (s,
1) & X A (s, s') € X} sothat (p(X x X ,), I%) <+—8» (D?, 2°).

«

17}
Proof. For the Galois insertion (p(X xX,), C) *—7_6—» (D?, C) observe that a? (X) C

Y implies X U {(s, §') | (s, L) €e X Ns' € ¥} C Y hence X C 7v?(Y') and, reciprocally,
X CH2(Y) implies X U{(s, &') | (s, L) e X A € X} CYU{(s, &) | (s, L) e XANs €
¥} = Y by definition of D? hence o’ (X) C Y. This implies that a? is U-preserving.
Moreover D? C (¥ x ¥)) and VX € D? : o”(X) = X proving that o is surjective.

Halternatively demoniacal or demonic.
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Assume that v°(X) =~°(Y). For all s € £, we have (s, L) € X iff (s, L) € 7°(X) iff
(s, L)y e~A°(Y)iff (s, L) €Y. Soif (s, L) € X then (s, 1) € Y whence by definition of
D? (s, >€Xand( s, 8’y €Y forall & € ¥,. Moreover if (s, L) € X then (s, 1) €Y
so that v°(X) =~°(Y) implies {(s, s') | (s, ') € X} = {(s, &) | (s, s') € Y}. It follows
that X =Y proving that 7° is injective.

It follows that the relation defined by X C? Y = ~%(X) C* 4°(Y) on D? is a partial
order. We have 7°(X) C* 4°(Y) = (Y"(X)N(Ex ) CTHY)N (X x X)) A (P (X) N
(5 x {1}) 2P(V) N (S x {11) = ({{s, &) | {5, 1) € X A (s, s') € X} C {45, &) | {5,
L gY A (s, s) e YHA{{s, L) [ (s, L) € X} 2{{s, L) [ (s, L) eV}) =VseX:(s
1)ye X Vv ((s, L) g_iY/\Xm({s}xx)CYm({s}xx))

By definition, +® is monotone.

We have 77 o o?(X) = 45(X U{(s, §') | (s, L) € X As € Z}) = {(s, L) | (s,
L) e XU{(s, &) | (s, L) € XA € P U{(s, §) [ (s, L) & XU{(s, s) | (s,
1)y e XA eXPA(s,d) e XU{(s, )| (s, L) e XN e€X}}={(s, L) ]| (s,
Lye Xu{(s, )| (s, L) € X N (s, &) e X}

It follows that X N (X X X) D 4% o o?(X) N (X x X) and X N (X x {L1}) =

a?(X) N (X x {L}) proving that 4° o o (X) C> X.

FXC*Ythn XN(ExZ)CYN(ExE)and XN (Ex {1 DY N(Ex{L)
so that for all s € ¥, we have {(s, L) | (s, L) € X} D {(s, L) | (s, L) € Y}. Moreover
(s, L) € X = (s, L) €Y whence {(s, s') | (s, L) & X A (s, s') € X} C{(s, s) | (s,
1)€Y A (s, s') € Y} proving that 7% o a? (X) £ 7° o a? (V) whence o? (X) C? o? (Y).
This shows that a? is monotone.

a? o *(X) = a®({(s, L) [ (s, L) € X}U{(s, &) [ (s, L) € X' (s, ) € X}) = a”({(s,
Ly (s, L)y e XHua?({(s, &) | (s, L) &€ X A (s, &) € X}) since o’ is U-preserving.
This is equal to {(s, s') | (s, L) € X As € X, }U{(s, s') | (s, s') € X} = X by definition
of D?. ;

We have (p(X x X,), 3%) <——+a—» (DY, 3J°) since o’ and 4° are monotone, a® o 4°

is the identity on D? and 7 o a? is J?-extensive, a characteristic property of Galois
insertions. Since (p(X x X ), T, 1= T LI~ M=) is a complete lattice, it follows that
(D9, 2, 1%, T°, 107, M°) is also a complete lattice.

The infimum is o? (1>*) = oza(E x{1l}) =3 xX,.

The supremum is o? (T>*) = a? (¥ x X) = X x X.

The join is U? X, = o (U=17(X,)) = a? (U 4"(X) N T=) U (0, 4°(X)) N1 1=)) =

1€ 1€
( U a® (Y (XH)N(ExY)))U(« 8( Y(X;)N (2 x {L}))) by definition of LI** and since
is U preserving. This is equal to U ( 2({(s,s) | (s, L) & X;A(s,s") € Xi}))U(aa(ﬂA{(s,
[4S]

1)y | (s, L) € X;})) = 'gA{(s s> | (s, L) € X; A (s, §') € X;bU{(s, s')|VieA: s,

1) e X; As’ € ¥} by definition of a?.
The same way, the meet is M? X; = a? (M~ ~4°(X;)) ={(s, ') | (Vi € A: (s, L) & X;A\(s,

1EA 1EA

SheX)V(FeA: (s, L)ye X;ns X))}

a? is not LI*-preserving. A counter example for ¥ = {a, b} is o’ ({{a, a)} U~{(a, b), (a,
L>}) = aa({<a7 a>’ <a’ b>}) = {<a’ a)) <a’ b>} whereas o’ ({<a’ CL>}) L7 ({<a’ b>’ a, L>})
= {<a7 a>}|—]8{<a’ CL>, <CL, b)) <a’ J—>} = {<a7 a>}

However a” is Scott-continuous. To prove this, let X;, i < ¢ be a C™-increasing
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chain. By definition of U*, a? is U-preserving and definition of a?, we have o (|Z_L°; X;) =
a’ (igéXzﬂ (X x %) UQ(;XZ‘“ (X x{Ll})) = igg&a (X;N(ExX))Ua? (Q(;Xim (U x{Ll}) =
AUB where A={(s, s') | Fi<d: (s, Yy e X;N(ExX)}and B ={(s, s') | Vi <6 : (s,
ye X;ns € X ) Let A ={(s, &) | Fi<d: (s, L) & X;A (s, s) € X;} so that
A" C A whence A’ U B C AU B. Reciprocally, if (s, s’) € A then there exists i < &
such that (s, s') € X; N (X x X). Either Vj < §: (s, L) € X; in which case (s, s') € B
or 35 < d: (s, L) & X,;. Xy, k < is a C=-increasing chain so that if i < j then (s,
s') € X; since X;; N (X x X), k < § is C-increasing so that (s, s’) € A’. Otherwise j < 1,
in which case X, N (X x {L}), k < J is C-decreasing so that (s, L) ¢ X; which again
implies (s, s') € A’. By antisymmetry, we have AUB = A UB = {(s, &) | Ji < I : (s,
Ly € a?(Xi) A (s, ) € a® (X)) U{(s, sy [ Vi<d:(s, L)&a’(X;)ANs €X,} since
(s, 1) € X; <= (s, L) € a?(X;) and (s, §') € X; <= (s, §') € a?(X;) whenever (s,
1) ¢ X;. This is equal to Ii_<|fjs a’ (X;) proving Scott-continuity.

By definition of F'*°, o?, 7 and o, we have a? o F*>°(X) = a? (TUT o X)) = 7UT o XU{(s,
Y| (s, Ly eTUT o XA €3} =TUToXU{(s,s)| (s, L) eToXANs €X}
=T7UT o XU7To{(s &) ] (s L)e XN eX}=7UT o (XU, )| (s,
LYeXASER)) =7UTo0a’(X) = F? oa”(X) by defining F?(X) = 7U7 0 X.

HFXCE?YthenVseX: (s, L) e XV (s, )ZYAXN{s}xZ)CTYN({s}xX))
which implies Vs’ € ¥ : (s', L) € TUT o XV ((s', L) € TUT o YA(TUT c X)N({s'} xX) C
(FUToY)N({s'} x X)) that is F9(X) 2 F(Y) so that F? is monotone.

By definition of 77, fixpoint characterization of the natural relational semantics 24 and

the Kleenian fixpoint transfer theorem 3, we conclude that 72 = o? (=) = o (lfpf: F*>)

cf 9
= lfpﬁ9 Fe. O

Lemma 29. (Arrangement of the iterates of F?). Let Faﬁ, 5 € O be the iterates
of FO from 1°. For all n < &, 5,8 € %, if (s, §') € Fo¢ and (s, 8') ¢ F2" then
Vs €X, i (s, s’y € FO7.

Proof. Follows from lemma 25 and the proof of theorem 28, showing by the Kleenian
fixpoint transfer theorem 3 that V3 € O : F?7 = o2 (F>P). O

Lemma 30. (Totality of the iterates of F?). Let Faﬁ, B € O be the iterates of
F? from 1°. VB € Q:VseX:35 €%, : (s, s) € FO°.

Proof. Follows from lemma 26 and the proof of theorem 28, showing by the Kleenian
fixpoint transfer theorem 3 that V3 € O : F?” = o2 (F>P). O

Lemma 31. (Final states of the iterates of F'?). Let F?” 3 € O be the iterates
of F? from 1°. VB € Q:Vs,s' € ¥ : ((s, 8') € Faﬁ/\(s, 1) ¢F‘9ﬁ) = (s e )N (Vs" €
Y, :(d, " e F' = ¢ = s').

Proof. The proof of theorem 28 shows, by the Kleenian fixpoint transfer theorem 3,
that V3 € O : F?7 = o?(F>P). Soif (s, L) & F?” then (s, ') € F?” implies (s,
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s') € F*P by definition of a” whence s’ € 7 by lemma 27. We have (s, L) ¢ F?” since
otherwise (s', 1) € F>” which is impossible by lemma 27 since s’ # 1. So if s € ¥
then (s, s") € F2” implies (s, ") € F> since (s, L) ¢ F*®? so that s” = s’ by lemma
27. U

In order to place the demoniac relational semantics 72 in the hierarchy of semantics, we
will use the following:

Theorem 32. 7% = a’*(7?) where a?*(X) = X N (X x {1}).

Proof. By definition of a?¢, 72, 7, o, 77 C ¥ x X, L € ¥ and 7 C ¥ x {1},
we have a?¢(7?) = 72 N (X x {L}) = (=) N (¥ x {L}) = (tTuUrU{(s, &) | (s,
LyerturAsd e )N (E x {L}) =7mU{(s, L) | (s, L) € 7} = 7*. O

8. Denotational Semantics

In contrast to operational semantics, denotational semantics abstracts away from the
history of computations by considering input-output functions [ 419]. For that purpose,
given any partial order < on p(D x &£), we use the right-image isomorphism:

,YP

(p(Dx &), <) == (D — p(&), <)
where:

a”(R) = R*=Xz-{y|(z, y) € R},
() = {(z,y) |y € flx)} and
fF<g = ()< (9) -

8.1. Nondeterministic Denotational Semantics

Our initial goal was to derive the nondeterministic denotational semantics of [ 3] by
abstract interpretation of the trace semantics (in a succinct form, using transition systems
instead of imperative iterative programs). Surprisingly enough, we obtain new fixpoint
characterizations using different partial orderings. So there exist (infinitely many) alter-
native powersets to the Egli-Milner and Smyth constructions. The Egli-Milner ordering
is minimal while Smyth ordering is not since intuitively it is possible to find a strict
subordering for computing fixpoints without changing the semantics of any program.

8.1.1. Natural Nondeterministic Denotational Semantics
The natural nondeterministic denotational semantics is defined as the right-image ab-
straction

a” (1)
of the natural relational semantics 7. We let:
Fo2 Ase{s|Vsen:a(sTs)}.

By the fixpoint characterization 24 of 7= and the Kleenian fixpoint transfer theorem 3,
we derive a fixpoint characterization of the fixpoint natural nondeterministic denotational
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semantics. We write @ for the pointwise extension of operator @. For example the
pointwise extension of U € (p(X1)xp(X 1)) —— (X 1) isU € (B —— p(X 1)) x(Z ——
0(21))) — (2 —— p(2.1)) defined as FUG = As- F(s) UG(s).

Theorem 33. (Fixpoint natural nondeterministic denotational semantics). 7°
_ . . .
= lfpfh F" where D! = ¥ —— (X)), F* € D'+ D! defined as:

Fi(p) 2 FoUp e
= ANAse{s |V eX:a(sTs)U{s" TS €T s NS € f(s)}

is a C*-monotone map on the complete lattice <Dh, Eh, 18 T8 L, ﬁh) which is the point-
wise extension of the complete lattice (D T, 1f T% L 1) with:

- D= p(B)), XY = XTCYTAXYDYY,
~- XtEXNTe,
- TEEY,

~ X¥2 X N1 and

12 {1}

Proof. The order structure of ¥ —— (X ) is chosen to be (a*, 4> )-isomorphic to the
complete lattice (p(X x X 1), C>=, 1= T 10*, M=) of theorem 24. Therefore we have a
complete lattice (¥ —— p(X)), T, 1%, T¢ UF, 17°) such that the infimum is 15 2 o> (1=)
= a* (2 x {L}) = As- 1 where 1* = {1}. The supremum is T¢ = o> (T>) = a*(Z x X)
= As- T% where T* = ¥.

The partial order is f = g 2 4*(f) £~ 7*(9) = {(s, &) | &' € f(s) N T} € {(s,
s) |8 egls)NZFA{{s, s) | " € fls)n{L}} 2 {(s, &') [ &' € g(s) N {L}} =
Vs € X1 f(s)NE Cg(s)NEA f(s)N{L} 2 g(s) N{L} =Vs € Z: f(s) C g(s) by
defining X C'Y =S XT CYTAXYDYY Xt 2 XNT:and X9 = XN 12

For the lub, we have a’(L%J X;) = L;J&’(XZ-), (x’(ri} X;) = r?(x’(Xi), o*(Xt)=XAT"and
o (X¥) = X M 1* whence 04’(|_|:o X;) = a’(LiJ X;tu n X&) = L%J (™ (X)) " U O (o™ (X;))*)

= LF o”(X;) pointwise, by defining LI* X; = UX,* UNX~.

We design the semantic transformer F" using the commutation requirement: «o* o
Fe(X)=a*(FUT o X)=a"(7)Ua™(T o X) = As-{s' | (s, §') € T}UAs-{s" | (s,
sy €T o X} =Ase{s | Vs i a(s 7 H}U{s | IS € X :s7 " AN, &) € X} =
Ase{s | Vs :a(s 7 s)}U{s" |3 € 578 ANs" €a”(X)(s)} = F* o a”(X) by
defining FA(f) = XAs+{s |Vs' € B : =(s 7 )} U{s" | I € L :s7 s ANs" € f(s)} =
FUMUF() |sT 8t =F UUs{f(s) | em>(s)y=F U U or

If fC' gthenVs e X : f(s) T g(s) that is Vs € £ : f(s)ND C g(s)NT A f(s)N{L} D
g(s) N {L}. By definition of F*, we have Fi(f)sNY = {s |Vs' € ¥ : =(s 7 s)} U {s" |
A e sTINS € f()NE}C{s |V eX:ia(sT)U{s" | €L :sT7 NS €
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fa.b}
{a}/{a, b}{b}
fa. 1 0 1,1}

\{L}/

Mixed ordering C*

{a, b}
{a}  A{abl} {0}
/ \

{a, L} {b, L}

\{J_}/

Egli-Milner ordering C£M

Figure 2.

g(shNX} = Fi(g)snE and Fo(f)snN{l} ={L|3I €T :s7sALe f(s)N{L}} D
{L]3seX: STs/\J_Eg( NN{L}} = Fi(g)sn{L} so that Vs € X : F¥(f)s C* F%(g)s
proving F*(f) = F*(g) hence that F? is monotone. O

Lemma 34. (Arrangement of the iterates of F%). Let F¥. § € O be the iterates
of F¥ from 15 Forallp < ¢, 5,8 €3, if & € F©(s) and &' ¢ F¥'(s) then L € F¥"(s).

Proof. Follows from lemma 25 and the proof of theorem 33, showing by the Kleenian
fixpoint transfer theorem 3 that Vd € O : e = o (F>0). O

Lemma 35. (Totality of the iterates of F¥). Let % § € O be the iterates of F*
from 1%*. V6 € O:Vs e X F“6(s) # ().

Proof. Follows from lemma 26 and the proof of theorem 33, showing the Kleenian
fixpoint transfer theorem 3 that V6 € O : F** = o (F>0). O

Lemma 36. (Final states of the iterates of ). Let F%_ 5 € O be the iterates of
Fifrom 15. V6 € 0 : Vs, s’ € X : (s € F“é(s)/\J_ & F“(S(s)) = (¢ € %/\F“é(s’) = {s'}).

Proof. Follows from lemma 27 and the proof of theorem 33, showing by the Kleenian
fixpoint transfer theorem 3 that Vd € O : e = o (F>0). O

8.1.2. Convex/Plotkin Nondeterministic Denotational Semantics
Unexpectedly, the natural semantic domain D = p(X,) with the mixed ordering C*
differs from the usual convex/Plotkin powerdomain with Egli-Milner ordering C#* [ 30)]
(see figure 2). Apart from the presence of () (which can be easily eliminated), the difference
is that T C C" which can be useful, e.g. to define the semantics of the parallel or as

[f or g] = Mp- [f] p L [g] p*2.

120bserve that LI is monotonic for C* which is not in contradiction with [ §] since by lemma 35 failure
is excluded i.e. would have to be explicitly denoted by Q & 3.
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We let (¢ 7 vy | cg 7wy | ... ¢ w) be v if condition ¢; holds else vy if condition ¢y
holds, etc. and w otherwise.

Let us recall [ 3, fact 2.4] that G. Plotkin convex powerdomain (DM, CEM 18M | M)
is the DCPO {A C X, | A # 0} with Egli-Milner ordering:

AC™MB = VacA:BDeB:aC?bAVbeB:3acA:alC?h
based upon D. Scott flat ordering Vx € ¥, : 1L C” x C” z such that

ACM" B <— (Le A?A\{L}C B A=B),

A

with infimum 1** = {1} and lub of increasing chains ngf X; = (‘UA X\ {Lphu{L]
S e
Vie A:Lle X}
Applying the fixpoint iterates reordering theorem 10 to theorem 33, we get [ 3]:

Corollary 37. (G. Plotkin fixpoint nondeterministic denotational semantics).
= EM

T = lfpi e b " where F* (defined in theorem 33) is a “™-monotone map on the pointwise

extension (DM, CoY, M, L") of G. Plotkin convex powerdomain (DM, CEM| &M
|_|£M>'

Proof. We apply theorem 10 with E = D*M = ¥ —— o(X ) \ {\s- 0}.

C™ s a preorder on DM,

By lemma 35, no iterate F*°, § € O of F* from 1* is As+ 0 .

1% = As.{L} is the infimum of (D™, ).

If fC gthenVs € X : (Le F(s)? f(s) \ {L} C g(s) i f(s) = g(s)) so that we
must show that Vs € ¥ : Fi(f)s CM Fi(g)s <= Vs € X : 7(s) U U f> o 7> (s) CM
Fs) U Ug> o m(s) <= Vs €5 (Le L) s 7 2 ULAE) | s 7 91\ {1} C
U{g(s") | s 7 s} i U{f(s) | s 7 s} =U{g(s) | s T s'}). Let us consider any s’ € ¥
such that s 7 §'. If L € f(s') then f(s') \ {L} C g(s) else f(s') = g(s') so that in both

cases f(s')\ {L} C g(s). It follows that |J{f(s') | s 7 '} \ {L} € U{g(s) | s 7 &}
proving F*(f)s CM F%(g)s in case L € J{f(s') | s 7 s'}. Otherwise, Vs' € ¥ : s 7 8’ =

1L & f(s') hence f(s") = g(s') so that J{f(s) | s T &'} g:MU{g(s’) | s 7 ¢’} and again

F(f)s CM F¥(g)s. It follows that F* hence F*|;en is C  -monotonic.
In order to prove that for all ¢ € DM, if X is a limit ordinal and V& < X : o M g
then (Slilh/\Fu(s " g, let us assume that Vs € & : V6 < A : Fhé(s) C*M g(s) that is
<

(Le F*(s) ? F*(s) \ {1} C g(s) § F*’(s) = g(s)). We have u F2(s) = (5U)\Fh6(s) N
< <
Z)U (0, F(s) N {L})
O<A
ATfle 5|_|“/\ Fu6(s) thenVd < A: L € Fhé(s) which implies Vo < A : Fh5(s)\{J_} Cg(s)
<
since F“é(s) C*M g(s). Therefore (5U/\ F“é(s))\{J_} C g(s) hence (5|_I“/\ F“é(s))\{J_} Cg(s)
< <
proving LJ* Fué(s) C® g(s).
6<A , )
B.If L ¢ 6|_|“)\ F“é(s) then there exists / < A : L & F% (s). Moreover F'" (s) = g(s)
<
since F“n/(s) C* g(s). Let n > 0 be the least such 1’ (n # 0 since F”O(s) = {1}). For all
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5 < n, we have F¥ny C F&'(s)NY = g(s) so that 5L<J Fhé(s)ﬂE =g(s). Nowifn <éd < A
<n

then g(s) = F¥'(s)NY C Fu6(s) N Y so that by reductio ad absurdum Fhé(s) NY #g(s)
would imply 3¢’ € ¥ : ¢’ € F“é(s)ﬂZ/\s’ ¢ F(s)NYsods' €L : 5" € F”é(s)/\s’ ¢ F7(s)
and & # 1, whence 1 < § proving, by the lemma 25 that L € F%"(s), a contradiction. For
all § such that n < 46 < A, we have F“(S(s) NY = g(s) so that IS F”é(s) N3 = g(s) whence
<

U F%(s) £ g(s).
O<A y Y

By theorems 33 and 10, we conclude that 7% = lfpfh Fi = lfpi/\/1 F. 0

8.1.3. Demoniac Nondeterministic Denotational Semantics
The demoniac nondeterministic denotational semantics is the right-image abstraction

™ 2 o ()

of the demoniac relational semantics 79.
In order to place the demoniac nondeterministic denotational semantics 7* in the hier-
archy of semantics, we will use the following abstraction

Q(f) = Ase fs)u{s' e[ Lef(s)},

1) = g

satisfying

(5 p(21), €) == (8 — (9(8) U{ZL), €)

Proof. of(f) Cg<=Vs € X : f(s)U{s € X | L€ f(s)} Cg(s) = Vs € & :
f(s) C g(s) <= f € 4*(g). Reciprocally, if Vs € ¥ : f(s) C g(s) then either L € g(s)
o (

so g(s) = X hence o*(f)s C g(s) or L & g(s) hence L & f(ﬁs) and again of(f)s C g(s)
proving a*(f) € g. We conclude that (¥ —— p(%,), C) <%—ﬁ» (3 —— (p(X)U{X.}),

&), 0

The demoniac abstraction o introduces any potential finite behavior for all initial states
for which nontermination is possible (so that it it impossible to conclude anything on the
finite behaviors when nontermination is possible).

Theorem 38. (Denotational demoniac abstraction). 7%= a*(7?).

Proof. We have a* o a® = AX-As-{s' | ((s, §') € X)V ((s, L) € X A& € X)}
AX o Aso{s' | (& € a®(X)s) V(L€ a”(X)sAs € X)} = af o a”. It follows that 7*
a*(17) = a* o a? (1) = af o a® (1) = oF(7).

Ol

Let us recall the properties of lifting:

Lemma 39. (Lifting). Given a complete lattice (D, C, 1, T, U, M) (respectively a
poset (D, C, L), a DCPO (D, C, L, U)), the lift of D by L ¢ D is the complete lattice
(resp. poset, DCPO) (D, =<, L, T[], [I) with:
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D, = DU{l},

~ partial order z <y = (x = L)V (y € DAz C y),

— infimum _L,

supremum T,

—join [[X;=(VieA: X, =12 1L, L{X;|ic ANX; # 1})
1EA

—andmeet [[ X; = (F€A:X; =172 L;NM{X;|ic ANX; # 1}).
[ISTAN

By the fixpoint characterization 28 of 7% and the Kleenian fixpoint transfer theorem 3,
we get:

Theorem 40. (Fixpoint demoniac nondeterministic denotational semantics).
lfp Fﬁ where Fi(f) = 7 U Uf’ o 7% is a C'-monotone map on the pointwise

extensmn < E L, 78,00 1 1) of the lift (D¥, CF, 1%, T* LI, 1) of the complete lattice
(p(2), C,0,%,U,N) by the infimum 3 .

Proof. The order structure of D? is chosen to be {(a® 4*)-isomorphic to the complete
lattice (D?, C2, 12, T2, 0%, M?) of theorem 28. Therefore we have a complete lattice
(D*, CF, 1, T¢I, ) such that the partial order is f C' g = A*(f) C2 4*(g) = Vs €
S (s L) € (A V(s 1) & 17(9) A () 0 ({5} x ) € 27(g) N ({s} x B)) =
VseX:Lle f(s)V(L&g(s)ANf(s) Cyg(s) =VseX: f(s)C* ( ) by defining X C* Y
= 1leXV(LgYAXCY), pointwise.

Consequently, by lemma 39, (D C* 1* T¢ L ) is the lift of the complete lattice
(p(2), C,0,%,U,N) by the infimum 3.

It follows that the infimum is 1* = \s. 1* where 1} = %) 1 and the supremum is T 2
Ase T¢ where T# 2= 3.

The lub i%l”AXi =(VieA:X;=%,7%, i UW{X;|i€eA:AX; # 3,}) satisfies

oz’(l_la XZ) = I;Iu Oé’(XZ)
€A iEA
The same way , by lemma 39, the glb is ,ﬂiXi =1 (FeA: X;=%,73, ;{X;|i¢€
1€

A /\Xi 7é b L} )

The design of the semantic transformer F? is identical to that of F? in the proof of
theorem 33.

Monotony directly follows from that of F'? using the (a”, v*)-isomorphism. 0

Lemma 41. (Arrangement of the iterates of ). Let F¥ 5 € O be the iterates
of F* from 1% Foralln < ¢, s, s eX, ifs e Fﬁg(s) and s’ ¢ F*(s) then F*"(s) = % .

Proof. Follows from lemma 29 and the proof of theorem 40, showing by the Kleenian
fixpoint transfer theorem 3 that V5 € O : r = oz’(Faﬁ). O
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{a, b}
{a, b} {a} {a,0} {b}

{a} (b} {a} {b}
f {a} {6} \/

{a, b}

{a,b, L} {a,b, 1L} {a,b, L} {a,b, 1L}
Demoniac Demoniac Smyth Flat
ordering C* ordering C° ordering C° ordering C=

Figure 3.

Lemma 42. (Totality of the iterates of F*). Let F¥_§ € O be the iterates of F*
from 1*. V6 € Q:Vse X : FWS(S) # ().

Proof. Follows from lemma 30 and the proof of theorem 40, showing by the Kleenian
fixpoint transfer theorem 3 that V3 € O : = a’(Faﬁ). O

Lemma 43. (Final states of the iterates of '*). Let F*_§ € O be the iterates of
Fifrom 1*. V6 €Q:Vs, s €L : (s € Fﬁé(s)/\L & Fﬁé(s)) = (s’ € 7‘/\Fﬁ5(s’) = {s'}).

Proof. Follows from lemma 31 and the proof of theorem 40, showing by the Kleenian
fixpoint transfer theorem 3 that V3 € O : = a’(Faﬁ). O

From theorem 40, lemma 42 and the fixpoint iterates reordering theorem 10, we deduce
another fixpoint characterization of F*(f) with a different partial ordering:

Corollary 44. (Reordered fixpoint demoniac nondeterministic denotational
semantics). 7= lfpi> F* where F¥(f) 2% U |J f* o 7 is a C -monotone map on the
pointwise extension (D¢, £°, 10, T°,11°, 1M°) of the complete lattice (D¢, £0, 10, T, LI,
M%) where D% 2 () \{PHU{Ll°}, 28, and X C°Y 2 (X = 1) V(X CY).

8.1.4. Upper/Smyth Nondeterministic Denotational Semantics

Unforeseenly, the demoniac semantic domain D with the demoniac ordering C* differs
from the usual upper powerdomain with M. Smyth ordering [ 30] C° (see figure 3).

Let us recall | 3, fact 2.7] that M. Smyth upper powerdomain (D9, CS 19 M %) is
DS 2 {ACY|A#0yU{S,} ordered by the superset ordering A £ B = A D B which
is a poset with infimum 15 = ¥ |, the glb of nonempty families X;, i € A always exist
being given by QZ X, = iéJA X; and if X;, ¢ € A has an upper bound, its lub exists and is
Us X, = N X,
€A ieA

By applying the fixpoint iterates reordering theorem 10 to the fixpoint definition of 7*
provided by theorem 40, we get [ 3]:
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Corollary 45. (M. Smyth fixpoint nondeterministic denotational semantics)

Th = lfp F* where F* is a C°-monotone map on the pointwise extension (DS C° , 1S,
r1°, U ) of M. Smyth upper powerdomain (D, C° 15 1% U%).

Proof. C’isa partial order on DS.

By lemma 42, all iterates F¥°, § € O of F* from 1* belong to DS = D* \ {As- 0}.

If fC° g then Vs € X : f(s) T g(s) so that Vs € X : f(s) D g(s) which implies Vs €
¥:7(s) U ULf(s) [sT s} 2 7(s) U U{g(s) | s T s} that isVs € X : F*(f)s D F¥(g)s
whence F*(f) C° F¥(g) proving that F* hence F¥| ;s is C°-monotone.

Assume that f € DS, X is a limit ordinal and V8§ < \ : o c° f,that is Vo < X\ : Vs €
X Fﬁé(s) D f(s). It follows that 6(2/\ Fﬁé(s) D f(s) proving that (Vo < A : Fﬁé(s) =%,7

S0 F¥(s)) D f(s) that is u O

By theorems 40 and 10, we conclude that 7% = lfp F = lfp F f 0

8.1.5. Minimal Demoniac Nondeterministic Denotational Semantics

M. Smyth ordering =° is not minimal since, for example on figure 3, {a} and {a,b}
need not be comparable by lemma 29. Intuitively the minimal ordering is designed to
compare only elements of the powerdomain which can appear along the fixpoint iterates
for some program as described by the arrangement of the iterates specified in lemma 29.
This minimal ordering called the flat ordering leads to the same fixpoints as shown by
the fixpoint iterates reordering considered in section 2.6.

Theorem 46. (Flat powerdomain fixpoint nondeterministic denotational se-

mantics). 7¢ = lfp F* where F* is a C -monotone map on the DCPO (D=, L, 1=,
LI™) which is the restriction of the pointwise extension of the flat DCPO (D=, C=, 1=
=), with D= = (p(£) \ {#}) U{L=} and infimum 1= =¥, to D= = {f € ¥ —— D= |
Vs, s € X (s e f(s)Nf(s)# 175) = (s €7 A f(s)={s}).

Proof. f L g<=Vsc X : f(s) C= g(s) and £= is the flat partial ordering with
infimum L7, so that L is a partial order on D™.

To prove that (D=, C) is a DCPO, let A be a limit ordinal, f°,0 < A be a C -
increasing chain. Its lub in the pointwise extension of (D=, C=) is f* = (IS_II)\ . Let

<
us show that f* € D= which implies that f* is the lub in D=. To prove this, we have
Vs € X fA(s) = o f°(s) so that either V§ < X : f°(s) = L= in which case f*(s) = 1=
<
or, by definition of the flat ordering, In < X : f(s) = SN fo(s) = f7(s) so that f7 € D=
<
implies Vs,s" € ¥ : (s € fA(s) A fAs) # 15) = & € (s € 7 A f(s) = {s}) hence
A e D= ‘

All iterates F*°, § € O of FHf) =7 U US> o™ from 15 = Xs- X, = 1= satisfy
o # As+ () by lemma 42 and Vs, s’ € X : (s’ € Fﬁé(s) A Fﬁé(s) #17) = s € (s €
7 A f(s") ={s'}) by lemma 43, hence belong to D=.

1= is the C " -infimum of D=.
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If fC~ gthenVs e X : (f(s) =31)V(f(s) =g(s)) sothat Vs € ¥ : (7(s) U J{f(s) |
sT 8y =)V (7)) U U{f(s) | s T8} =7(s) U U{g(s) | s 7 s'}) whence
F*(f) T~ F*(g) proving that F* hence F*| ;. is C -monotone.

Assume that f € D=, X is a limit ordinal and V6 < \ : Ft C~ f, that is V6 < \ :
Vs € ¥ : (Fﬁé(s) =XV (Fﬁé(s) = f(s)). It follows that either 59,\Fﬁ6(8) =X, or

N Fﬁé(s) = f(s) proving that [1° e
O<A O<A

- S -
By theorems 45 and 10, we conclude that 7% = lfpig Ff = lfpi F*. O

The poset (D=, C~) is minimal for the fixpoint nondeterministic denotational semantics,
in that:

Theorem 47. (Minimality of (D=, C7)). Let (F, <) be any poset such that 1= is
the g-infimum of E, Fi[r] = Af-7 U Jf> e 7* € E +"— E is <-monotone and V7 : 7
= lfpl F*[r] then D= C Eand L~ C <.

Proof. Assume, by reductio ad absurdum, that 3f € D= : f ¢ E. We write F*[r]
to explicitate which transition system (3, 7) the transformer F* depends upon. Let us
define the particular transition relation 7 = {(s, ') | (s=s' AL € f(s)) V(s #s AL ¢
Fs) A s € fls).

We have 7(s) = {s |Vs' €D :=(s75)} ={s|Vs €X: (s =5 ALE f(s) A(s #
SANLEfs)NS €f(s))}={s|(VdeX:s#VLZf(s)N(NVdeX:s=5VLILe
;Esgl%’ E )y ={s| L& fs)AVs #s:8 & f(s))} ={s | f(s) = {s}} since

s :

We have 3s' : s 7§ = (3’ :s=s'ANLe f(s))V(Es :s#SANLEZ f(s)Ns € f(s))
=(Le f(s)V(E3s #s:5 € f(s)=(Le f(s)V(f(s)# {s}) since f(s) # () so that
(35 £ 55 € f(s) == f(s) £ {5}

The iterates F*°,5 € O of I* [7] are as follows:

F* = )s. 3.

Fi' = FH)(FP) = As- 7(s) U {F(s) | s 7 s’} = As+{s | f(s) ={s}} U (L€
F)V(F(5) £ L3N 7S04 0) = As-{s | f(s) = {s}} U (L€ f(5) 251 20) U (((s) #
(5175, 10).

FP = Fr](F*) = As-{s | f(s) = {s}} U AU B where:

A=U{{s|f(s) ={s}} U (Lef(s)7EL00) U (f(s) #{s} 7X1L00) [ Le f(s)}
=(Lef(s)?2.:.0)=(Lef(s)?f(s)¢0).

B= US| F(5) = {1 U (Lef() 220 40) U ((F(s) £ (D 7504 0) |5 #
sANL g f(s)Ns € f(s)}. Since s' € f(s) and L & f(s) hence f(s) # ¥ = L=, we have
s" € 7 hence s’ € 7(s) so that, as shown above, f(s') = {s'} and L & f(s’). Therefore B =
U{s" | () = {3} s ZSNLE f(s)As" € f(s)} ={s' [ s #SNLE f(s)ns" € f(s)}.

It follows that F** = Ase{s | f(s) ={s}}UAUB = As-{s | f(s) ={s}tU(Le f(s)?
f(8) i MYU{s | s#SANLE f(s)Ns € f(s)}. If L€ f(s) then FﬁQ(s) = f(s). Otherwise
1 & f(s) hence f(s) # 1= in which case Fﬁ2(s) ={s| f(s)={s}lU{s |s# NS €
f(s)}. But s € f(s) A f(s) # 1= A f € D= implies f(s) = {s} so FﬁQ(s) = f(s).

We have shown that F#* = f.
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This is in contradiction with f € E so that D= CE.

For all f € D*, we have shown that there exists 7 such that f is one of the iterates of
F¥[r] from 1=. Since the iterates are <-increasing, we must have 1= < f proving that
C™C< O

Reciprocally, we have:
Theorem 48. (General fixpoint demoniac nondeterministic denotational se-

mantics). Let (E, <) be a poset such that D= C E, C~ C <, 1= is the -
infimum of E, the <-lub of T -increasing chains f°,6 € X\ in D= is (|5_|:)\ f% and F? £
<

Ao U Uf’ o7* € E +—— F is <-monotonic. Then 7¢ = lfpl F*.

Proof. By the proof of theorem 46, we know that all iterates Fﬁé, § € O of F* are in
D=. Let € be the iteration order so that F* = lfpf: F*. Let f € E be any fixpoint of F*.
We have Ft° = |= < f since 1= is the <-infimum of E. If £t < f then Frott — Fﬁ(Fﬁé)
< F¥f) = f since F* is <-monotonic. If X is a limit ordinal then Fﬁa, §<ANisal -
increasing chain so that its <-lub is (ls_|<:>\ F* = F*" whence F** < fsince Vo < A : s <f

by induction hypothesis. By transfinite induction, Vo € O : F' 20 < f proving that F* =
lfp’_ F*. By theorem 46, 7% = lfp _ F* = 1fp"_ F*. O

8.1.6. Angelic/Lower/C.A.R. Hoare Nondeterministic Denotational Seman-
tics
The angelic nondeterministic denotational semantics is the right-image abstraction

™= o (1)

of the finite/angelic relational semantics 7". We also have 77 = o”(7%) where o”(f) =
Ase f(s)NX.
By theorem 17 and the Kleenian fixpoint transfer theorem 3, we get:

Corollary 49. ‘(C.A.R. Hoare fixpoint nondeterministic denotational seman-
tics). 7 = lfpj F* where F* = \f-7# U |Jf> o 7> is a complete U-morphism on the

complete lattice (X —— (%), C, @, As+ X, U, N) which is the pointwise extension of the
powerset (p(X), C).

Proof. The order structure of ¥ —— p(3) is chosen to be (a*, ¥*)-isomorphic to
the complete lattice (p(X x X), C, 0, X x X, U, N) of theorem 17 that is the pointwise
extension of the powerset (p(X), C).
> ) . — . / ! . — ) . / ! . frnd
'We have « (igAXZ) As+{s" | (s, §') € igAXZ)} iéJA/\s {s"] (s, &) € X;)}
Y a”(X;) so that o is (-strict and Scott-continuous.
1€
The commutation condition leads to the definition of F” as in the proof of theorem 33.
F” is a complete join-morphism since (L'J('L'JA X)) = U{('UA fi)(s) | s € X} =
IS 1€

U{igA fi(s) | s € X} = igA{fi(S) | s € X} = igAfi’(X) so that we have F"(igA fi) =

o TV o — 2 L FP e — LA LAY e ) — o b( f.
FOUOA o =7 0 UG o = UG 0 UR ™) = U P,
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mi(a) = {b} 7'(a) = {b, 1} 7(a) {b,c}
7'(a) = b 7'(a) = b '(a) = T
TI(b) =0 () = b 77(b) = b
7'(c) = b 7(c) = L T'(c) = ¢

Figure 4. Natural 7 and deterministic 77 denotational semantics of nondeterministic
transition systems 7

Finally 7 2 a*(7*) = a* (ifp, F'*) = lfp. F". O

Observe that the angelic semantic domain (¥ —— p(X), C) is exactly the pointwise
extension of the usual lower/C.A.R. Hoare powerdomain [ 30)].

8.2. Deterministic Denotational Semantics
In the deterministic denotational semantics the nondeterministic behaviors are ignored.

8.2.1. Deterministic Denotational Semantics of Nondeterministic Transition
Systems
For nondeterministic transition systems, the nondeterministic behaviors are abstracted
to chaos T. We let:

SaT@=aT({1h) =L
~VseX:a"({s}) =a"({s, L}) = s and
~ a"(X) =T when X C ¥, has a cardinality such that |X \ {L}| > 1.

Observe that o ignores inevitable nontermination in the abstraction of nondeterminism
(see figure 4). By letting:

- WET 7 (()2{¢, 1} and
- VT(T> = ZJ-?

we get the Galois insertion

'YT

(p(B1), C) =—= (=1, ")

where CT is given by LCT (T ¢(C  Tfor (e X! =X U{L, T}
We define &7 = As- o (f(s)) pointwise so that:
T2 AT () .

By theorem 33 and the Kleenian fixpoint transfer theorem 3, we get:
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Theorem 50. (D. Scott fixpoint deterministic denotational semantics (com-

T
plete lattices and continuous functions)). 7' = lfpi FT where FT € (¥ ——
O — (Z|—>Z ) defined as FT(f) = \s+(Vs € 2 : (373)73¢uT{f( )|S7‘
s'}) is a complete LI -morphism on the complete lattice (S —— X1, C', 1, T,0", ")
which is the pointwise extension of the complete lattice (X, T7, L, T, I_IT, I_IT) Wlth c’
such that V(€ ¥ : LCT (T CCT T

Proof. o' (X)L ( <= X C~7(() is easily proved by case analysis. Either ( = 1 and
X can only be @ or {1}, or ( = s and X C {s, L}, otherwise ( = T and this is obvious.
. .T .
We get (3 —— p(3)), C) __7‘——; (X —— %], ), pointwise.
The abstraction function a™ is strict since a'({L}) =L IVie A: X; € p(X)) then
either Vi € A : X; C {L} and then aT(ULXi) = I_|T a'(X;))=Llordse X :VieA:
1€
X; C{s,L} AJk € A:s e X, in which case « (I_IT X;) = |_|T T(X;) = s, otherwise
ds,s € Ais# S ANTieA:{s s} C X, in Whlch case o (ULX) = ULOZT(Xz‘) =T
1€
proving &' (|_| fi) = |_| &' (fi), pointwise.

The commutation Condltlon is used to design FT. &7 o FA(f) = a T (F U f> o r>) =
Asea  (F(s) UU o™ (s) = dsea  ({s | Vs €S :a(s 78} UU{f(s) | sT8}) =
As«(Vs € X:ia(sts)7a"({s}) i a"™(U{f(s) | sT5})) =Ase(Vs' € X =(sT )7
s U{a™(f(s) | sT8})=Ase(Vs € D a(s78)?7s UH{a"(f)(s) |sT5}) =
s+ FT o &7 (f) by definition of @™ and a7 which is a complete LI™-complete morphism
and by defining FT = Af-As+(Vs' € D : (s 7 8) 25 ; UT{f(s)]|s7s?}).

fVvieA: fie¥r—— p(X)) and s € ¥ then FT(il;IeLfi)(s) =(VdeX:a(sTs)?

S UL F)(E) (57 )) = (W €S (s 7 ) 75 ¢ UT{UT (s |57 8'}) = (W €
1€ 1€
Yia(sTs)?sy Ug{fi(s’) |sT5'}) = UL(VS, eEX (st s {fi(s)|sTS}) =
1€ 1€
L FT fi(s), proving FT(IA;IT fi) = I;IT FT(fZ-) pointwise
1€ 1€
We conclude 77 = o (77) = (lfp F“) = lfp T FT where 17 2 Xse L. O

Observe that we have got a complete lattice as in the original work of D. Scott [ 50] by
giving the top element T the obvious meaning of abstraction of nondeterminism by chaos
(so as to restrict to functions).

8.2.2. D. Scott Deterministic Denotational Semantics of Locally Deterministic
Transition Systems
For locally deterministic transition systems (3, 7) (ie. Vs,s',s" € ¥ : s 7 & Ns T
s" = &' = §") the top element T can be withdrawn from the semantic domain:

Lemma 51. (Iterates of I'T for deterministic transition systems). For locally
deterministic transition systems (X, 7), Vs € 3 : 77 (s) # T.

Proof. Let € be the order of the ET—increasing chain of iterates FTS, d €O of FT from
1T, We show that Vs € 2 : V6 € O: FT°(s) £ T.
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We have Vs € ©: F1'(s) = L#T.

If this is true for § € © then for all s € &, FT" ' (s) = FT(FT’)(s) = (Vs' € & :
—(sT8)7s I_IT{FTé(s’) | s 7 8}). Vs € ¥ : (s 71 s) then s # T. Otherwise
their is a unique s’ € ¥ such that s 7 s’ and F T(S(s’ ) # T by induction hypothesis so
UT{FT°(s") | st} #T.

Let A be a limit ordinal such that V§ < A : Vs € X : FTé(S) # T. Since the iterates
form an increasing chain, we have either V6 < A : F’ T6(3) = 1 in which case (ls_g)\ F T6(3) =

L#TorICET:V8<A: FT(s) C7 ¢, in which case LT FT°(s) = ¢ # T.
<
By transfinite induction Vs € ¥ : Vé € O : FT6( ) # T thus proving that 77 (s) =
(" FT)(s) = F™°(s) # T, .

It follows that we can define 77 = 77 N(X —— X ). By the fixpoint iterates reordering
theorem 10 and theorem 50, we infer:

Theorem 52. (D. Scott fixpoint determlnlstlc denotational semantics (CPOs

and continuous functlons)). TP = lfp " pr where F” € (24 Y) (3

Y1) defined as FD(f) = As-(s7 57 f(s ) i, §) is a Scott-continuous map on the DCPO
(X —— %, £, L, 1U") which is the pointwise extension of DCPO (X |, £, L, UP) where
the Scott- ordermg C? is such that V¢ € ¥, : 1L C? ( C? (.

Proof. ED is a partial order on ¥ —— ¥ | with infimum 17 = \s. L.

By lemma 51, all iterates of F'T belong to X .

We have FTl, o = AfeX——X1:Xs- F'(f)s = AMf € 2 +—— X1« As+ (Vs
Yia(sts)?Ts U{f(s) |sTs})=AfeX—— 3 As€X «(sT75 7 f(s)¢s)
F® since 7 is locally deterministic so that s’ is unique.

Moreover F? is Scott-continuous since if f°, § < \ is a c” increasing chain and s € ¥

then FD(J'E'Af‘S)(S)Z(STS’?(U N s)=(sT57 N s is) = L(sTs'?
Fo() 2 8) = U FP()(s) = (L F2(f9)(s).
In conclusion 72 = 77 A(X —— 3,) = lfpr FT = 1fpr Flly oy, = 1fpfv FP. O

[l m

9. Predicate Transformer Semantics

A predicate is a set of states that may be augmented by L to denote nontermination. A
predicate transformer maps predicates to predicates. So a predicate transformer is a map-
ping ® of the form ® € p(D) —— p(FE). Predicate transformer semantics [ 24, 25, 26, 31]
usually define the semantics of programs as a backward predicate transformers mapping a
predicate called the postcondition to a predicate called the precondition. Symmetrically,
this is formally equivalent to forward predicate transformers mapping a precondition to
a postcondition. The fixpoint characterization of predicate transformer semantics is de-
rived from that of the denotational semantics considered in section 8 by establishing Ga-
lois connection based correspondences between denotational and predicate transformers
semantics. These Galois connection based correspondences imply the usual healthiness
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conditions postulated on predicate transformers [ 24, 25, 26, 31] (that is conjunctivitis
and ezcluded miracle).

9.1. Correspondences Between Denotational and Predicate Transformers Se-
mantics
Following [ 106], various correspondences between denotational and predicate trans-
former semantics can be established using the following maps which, being Galois isomor-
phisms, are intuitively understood thanks to their given functionality (D, E are sets):

. -1 .
— Inversion: (D +—— p(E), C) «J__—l—» (E—— (D), C) where

A (s | 5 € £(s)),
Af+Ase{s' | se f(s)}.

Proof. We have a7 o y71(®) = \s'-{s | & € {¢ | s € ®(s)}} = . The same way,
Y roa ™ (W) = As{s' |se{s|s€U(s)}} ="
We have a~'(®) C U if and only if Vs’ : o (®)(s') C WU(s') thatis Vs : {s | s’ € <I>( ) C
U(s") or equivalently Vs : ®(s) C {s' | s € ¥(s')} if and only if Vs : ®(s) C v (¥)(s)
. . -1 .
hence ® C v (V). We conclude that (D —— @(E), C) «—7—71—» (E — p(D), C). O

«

A
A

— Existential postimage: (D +—— p(E), C) T (p(D) —— p(E), C) where

>

« Afe )\P-{S/|E|SEP13/€f(3)}7

AT Ase U({s}) .

A
> A

Y
Proof. If f € D —— p(E) then oﬁ[f](‘eUAPZ-) ={s | 3s € .éJAPi c s e f(s)} =
Y {3’ |dse B:s' € f(s)} = AéJAof[f](Pi) so that o*[f] € p(D) —— (E).

oﬁ[f] CVifandonly VP C D : Vs € E :Vs € P: s € f(s) = s € U(P)
that is VP C D : Vs € E:Vse D :s € f(s) = (s € P= s € VU(P)) whence
VP CD:fCAs:{s|secP = s c UP)} Itfollowsfor P = {s} that f C
Ase{s' | & € U({s})}ie. f C 4°(¥). Reciprocally, Vs' € f(s) : s’ € U({s}) implies
VPCD:sd € f(s)= (s€ P= s € U({s})) but s € P that is {s} C P implies
U ({s}) C ¥(P) by monotony of ¥ € p(D) —— p(E), whence VP C D : Vs € D : Vs’ €
E:s € f(s) = (s € P = s € VU(P)) thus proving o*[f] C V.

If f # f' there exists s € f(s) such that " & f’(s) or vice-versa. Therefore o”[f]({s}) =
{'|sefls)}#{s|s € f(s)} =a[f]({s}) so that o” is injective.

If U # U then there is P C D such that W(P) # U/(P). This implies that there
is a state s € P such that ¥({s}) # V'({s}) since otherwise ¥(P) = \I/(Sgp{s}) =

sgP\II({s}) = SL€JP\I/’({3}) = U'(P). It follows that 35" € U({s}) : ' & W({s}) or vice-

versa. Since s’ € 77 (W)s but s’ & 7 (V')s, we have (V) # 4*(¥') proving that ~” is
injective. )
We conclude that (D —— p(E), €) <= (p(D) —— o(E), C). O

OCD
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— Join preserving map inversion: (p(D) —— p(E), C) —= (p(E) —— p(D), C)
where

U

AV AQ-{s [ U({s})NQ # 0},
AV AP S | U({s'H)NP#£D}.

A
u A

Proof. We have o = a® o o' o 7" = AU AQ+{s | &' € Q : s € a™' o ¥*(V)s'}
= AN AQ{s | 3¢ € Q : & € y¥w(V)s} = AN AQ-{s | I&' € Q : ¢ € Y({s})} =
AV AQ-{s | Y{s}) NnQ # 0}. Similarly 77 = AW. AP{s" | Y({s'}) N R # 0}. By

composition (p(D) —— p(E), C) «% (p(E) —— p(D), C). O

Proof. By definition of @~ and —, we have a~[¥]( N P;) = V(= N P) =Y (U =F)

1EA 1EA 1EA
- ﬁz'gA\II(ﬁPi) - iQA ~Y(nh) = z’QAa [V1(F).-
Dually, +(9]( U, P2) = 0, v [¥](F).

We have a~(¥) C & <= VP : =U(=P) C ®(P) < VP : =®(P) C ¥(-P) <
VQ : ~®(=Q) C ¥U(Q) <= ¥ D 4~(®) where Q = —P.

Obviously a™(7~(®)) = AP =y~ (®)(—=P) = AP+ ==®(==P) = ® and v~ (a™(¥)) = V.

We conclude that (p(D) —— o(E), C) === (p(D) —— o(E), D). O

— Meet preserving map inversion:

al

" € (p(D) s p(E)) — (p(E) — p(D))
S X0 AQ-{s | B(~{s}) UQ = E},
7€ (p(B) = (D)) — (p(D) — p(E))

AP AP {s | (—~{s'})UP =D} .

Proof. a"=a"ca” oy =A0. a”(AQ- a” (77 (P))(Q)) = AP+ AQ - = (7~ (P))(—Q) =
AP AQ- ~{s [ 7 (2)({s})N=Q # 0} = A+ AQ-{s | ~®(~{s})N=Q = 0} = AP+ AQ-{s |
—(=P(—{s}) N )Q = (D)} = AP-A\Q-{s | P(—{s}) UQ = E}. The same way 7"
= AP AP{s' | ®(~{s'}) U P = D}. By composition (p(D) — o(E), D) «——=

aﬁ

(p(E) —— p(D), 2). 0

These correspondences between denotational and predicate transformers semantics can
be organized in a commutative diagram, as follows:
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Theorem 53. (Denotational to predicate transformer Galois connection com-

mutative diagram). X
(D= p(B), €)== (p(D) == p(E). &) === (p(D) p(E), D)

b . | . |

(B p(D), C) == (p(B) == p(D), &) —= (p(E)—>p(D), 2)

The various predicate transformers introduced in [ 35] can be derived from the denota-
tional semantics, using the following isomorphic abstractions (f € D —— p(FE)):

— Existential postimage:
gplfl = o°[f] € p(D)—— p(E)
= MNP epD){se€E|TseP:sef(s)}
— Universal postimage:
gpalf] = a~ea’[f] € p(D)—— p(E)
= MNP ep(D){s€FE|VseD:s e f(s)= se P}

— Universal preimage:

A

gwp[f] = a“ea”ea'[f] € p(E)+—— p(D)
= M €epE){seD|VseFE:sef(s)= s e}
— Existential preimage:
gwpalf] = a*eaM[f] € p(E)—— p(D)
= NQ€epE){seD|3’eQ:s € f(s)}
Combined with the natural 7%, angelic 7 and demoniac 7* denotational semantics, we get

twelve predicate transformer semantics, some of which such as E. Dijkstra [ 24, 25, 26, 31]
weakest precondition'?:

wp(t%,Q) = gwp[r]Q

and weakest liberal precondition:

wip(r%,Q) = ewp[r']Q

of postcondition () C ¥ are well-known. E. Dijkstra postulated healthiness conditions
of predicate transformers [ 24, 25, 26, 31] indeed follow from gwp[7?] € () —— p(X)
(Conjunctivitis) and gwp[77] @ = ) since 7* is total by theorem 33 and lemma 35 (Excluded
Miracle).

In order to establish the equivalence of forward and backward predicate transformers
and proof methods, we observe [ 10, 20] that gsp[f] P C @ if and only if Vs’ € E : (3s €
P:s € f(s)) = s € Qhence Vs € P: (Vs' € E: ¢ € f(s) = s € Q) that is
P C gwp[f] @, and reciprocally, proving for all f € D —— p(FE) that:

I3E. Dijkstra’s notation is wp(C, Q) where C is a command and @ is a postcondition so that we use 7=
which should be understood as the maximal trace semantics of the command C.
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Lemma 54. (Correspondence between pre- and postcondition semantics). If
gwpl/]

f €EDr— p(E) then <p(D)7 g) T[[f]]) <p(E)> g)

9.2. Generalized Weakest Precondition Semantics

The generalized weakest precondition semantics is:
™ = gwp[r] .

This definition is preferred to the classical alternative 7 = gwp[¢] because the above
generalized weakest precondition semantics 75" combines the expressive power of both
the conservative weakest precondition for total correctness and the liberal weakest pre-
condition for partial correctness. Indeed given a predicate Q C X, we have 7#"°[Q] =
wp(7%,Q) and 78" [Q U { L}] = wip(7=, Q). It follows that a single weakest precondition
semantics 7¢"* can handle both total correctness and partial correctness. Moreover the
conservative weakest precondition semantics 75**[Q)] = wp (7%, Q) and the liberal weakest
precondition semantics 7#**[Q U {L}] = wip(7=, Q) are further abstractions of the gen-
eralized weakest precondition semantics 75" (as respectively shown in sections 9.3 and
9.4).

Applying the Kleenian fixpoint transfer theorem 3 to the fixpoint natural nondetermin-
istic denotational semantics 33 with the correspondence (a#"?, v#*?) where:

gwp 1

A ~ _
= gwp = a"ca o« and
A

vE Y ey e T

which, according to theorem 53, is a Galois isomorphism, we derive!*:

Theorem 55. (Fixpoint generalized weakest precondition semantics). 787 =
gwp m .
Ifp_ F=® where F=» € D=v ™ D= defined as F=2 () = AQ- (=7 UQ) Ngwp[r*] °

18Wp
d = XNQ-(QN7)Uwp[r*] o ® where wp[f]Q = {s € X |3 € L : 5 € f(s)AVs €
f(s) : s € Q} is a C#P-monotone map on the complete lattice (D=v», Cevp  |&vr Tewre
LiEve e ) with:

- D= 2 p(B) — p(D),

SO U SV O U(QU{L) CRQU{LH)AB(T) C (D),
— e =AQ-(LeQ?¥;0)and

L, = 2Q- NWQU{LNN(LEQ? U Wi(D);3).

W

Proof. By the Galois isomorphism (¥ —— p(2 ), C) <_Lg—p_» (p(21 —— p(X), D)

QWP
h

(D= Ceve e Tewe | e () g a complete lattice where & C&» U = ~#v (D)

4Observe that CE"P coincides with the partial ordering = of [ 43] except that the explicit use of L to

denote nontermination dispenses with the handling of two formulae to express 78"? in terms of 7% and
wlp
TP,
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rer(T), 15 = e (1) (so that o™ is bottom-strict) and L= D, = ozgw"('l;ll vEP (D))
(S 1€
(so that o is Scott-continuous).

We get 15" = gwp(L?) = AQ € p(R ) {s € | Vs eX: 5 c{l} = ¢ € Q)=
MNepE){seX|LeQQ} =M epX)-(Le@?%;0). The same way, T=» =
gwp(TH =AQ €p(X ) {seX |VdeX,:del=5decQ}=NQe€pX,){seX|
V' €15 €Q =M €pE){seT[ECQRI=MN€pE)-(2CQ?7X;0).

We have 78" (®) = 47" o 4" 0 4(®) = As-{s' € B, | s € 7" o v~ (®)(s')} = As-{s' €
Yilser (@} = As-{s' € X1 |s € O(~{s'})}-

It follows that ® C=» U £ 4= () CF 4=»(U) = Vs € X : {s' | s € D(—{s'})} N C
{' | s g W(ASHNINT AL | s € O(ASHIN{L} 2 {s' | s € V(A{s'H} N {L} =
Vs e MU (~{s}) CO(~{s})AT(X) D P(XN).

Assume that Vs’ € ¥ : U(={s'}) C &(={s'}) and P C ¥. Then V(=P) = ¥( /QP—{S’})
= /QP\I!(ﬁ{s’}) and the same way for & € D=*. So W(—P) C &(—=P) whence VQ C 3 :

V(QU{L}) € &(QU{L}) where QU{L} = =P in ¥, whence @ = =P in ¥. Reciprocally,
ifVvQ C X U(QU{L}) C &(QU{L}) then for all & € 3 and Q = X \ {s'} we have
QUL =%, \{s} = ~{s'} whence U(—={s'}) C ®(={s'}).

We conclude that @ C=» U =VQ C X : V(QU{L}) CO(QU{L}) AP(X) CU(X).

We have Z%J“Aygw"(\lli)(s) = iIEI”A{S’ €N |sgW(~{s})} = igA{s’ eEX| s U (~{sH}IU
D e{l)[sgUsh = Ut € B [s g Li(o{s'Hiu N {L]s¢g V(X))

It follows that %Igzp y, = gwp()\s-igifygw"(\lfi)(s)) = A €EpX,){s € ¥ | Vs €
¥, 8 € (igA{s’ e X | s e W(~{sH} UZQA{J_ | s € =U(2)}) = ¢ € Q}
= A epX){s € X | V& € ¥ : ((s € iéJA—'\IIi(—'{s’})) — ¢ € Q)N ((s €
iQA U,N) = Le@)}=XQ€pX){seX|VseX:((s¢ ieﬂA U, (—{s'}) = ¢ €
Q)N ((s ¢igA\I/i(E)) — 1le@)}=XQ€epX){seXl|VeX:(§¢Q = (s€
iQA U (~{sH)AN(LgQ = (s€ iéJA U, =2AQ € p(X)){seX |V eXnN-Q:
e N E(TIN(LEQT U (D) ;).

We have {s € ¥ | Vs € T N-Q : s € iQA\I/i(—'{s’})} = N  NY(~{s}) =

S'EXN-QiEA

N, 0 ~sh) =00 U 1= 0%EEN-0) = 0 {Llue).

1EA s'eXN-Q 1€EA s'EXN-Q
We conclude that L= U, = \Q- 0 U,{Ltu@)n(Lg@Q? Y U;(X) ¢ X).
1€ 1€ 1S

Finally we design F**? by the commutation condition. If Q € () then a=*»(F*(f))Q
={seX|Vs:sc(F()UUfro7™(s) = €Q}={seX | (Vs":(sT5")) =
sEQIN{seX |Vs: (3" :s7s'Ns e f(s))=5eQ}={seX|m™(s)=0Vse
QtN{seX |V :s7¢ = (Vs :5 € f(s") = & € Q)} = (—-7UQ)Ngwp[r*] °
gwp[f1(Q) = F=*(a®*(f))(Q), by defining F=» = X f+ AQ- (=7 UQ) Ngwp[r>] > f. But
AQ- (=7 U Q) Ngwp[r>] o f(Q) = AQ-(=7 U (7 NQ)) Ngwp[r™] o f(Q) = AQ-(=7 N
gwp[T*] o f(Q)U(TNQNgwp[r*] o f(Q)) = AQ-{s|3Ts':sT7 ANV €7>(s):5 €
F@QYU(QN]s | Vs :=(sT s)AVs € 7*(s) : s' € f(Q)}) = AQ- wp[r*]  f(Q)U(QNT).

By the commutation condition a#* o F? = F=%» o q# 50 that a®® o F8 o y&° =
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Fer oo qpr o qrvr = e It follows that f C#=® g implies y=(f) C* v#*?(g) that is
Fi(y=e(f)) T F5(y#*?(g)) by theorem 24 whence 7 o &P o F% o 4&"p(f) CF 4& o
Qe o F5 < 47(g). Therefore v (F=2(f)) T =(F»(g)) hence F(f) = F=(g)
proving that F®"" is C*"P-monotone. U

Lemma 56. (Arrangement of the iterates of F*). Let F=»’ § € O be the
iterates of = from 1**. For all n < ¢ and Q C ¥, we have F=*"(Q \ {L}) C

Forf(Q )\ {L}).

Proof. The proof 60f theorem 553s shows, by the Kleenian fixpoint transfer theorem 3,
that Vo € O : F&* = gwp[F*" ]|. By reductio ad absurdum, if there exists @ C X

such that F=*"(Q) ¢ F=»*(Q) then 3s € gwp[F'']Q : s & gwp[F" ] Q which implies
ds 1 Vs" € ¥, : " € Fun(s) — " e QNI € ¥, € th(s)/\s’ ¢ @ hence
ds,s': L & F”n(s) NS € F”E(s) NS & F”n(s) in contradiction with lemma 34. O

Lemma 57. (Strictness of the iterates of F=?). Let F=»’ § € O be the iterates
of F=» from 1= 6 € Q : F=’(()) = (.

Proof. The proof of theorem 55 shows, by the Kleenian fixpoint transfer theorem 3, that
6
Vo € Q: Fo’ = gwp[F=*"]. So Fe*’ () = {s €L |Vs' € B, : 8 € FF (s) = ' € 0}
S 8
={seX |V en, s gF(s)} ={se€X|F'(s)=0}=0bylemma 35. O

Lemma 58. (Final states of the iterates of F=). Let F=r’ 5 € O be the iterates
of F=» from 1#%. V6 € 0 :VQ C X, : F=»' (Q\ {L1}) C F=’ (7).

Proof. The proof of theorem 55 shows, by the Kleenian fixpoint transfer theorem 3,
that V8 € O : F=»° = gwp[F¥]. Soif s € F=*’ (Q\ {L1}) then Vs' € £, : ' € F¥ (s5) =
se@\{Ll}so L¢g Fhé(s) hence, by lemma 36, Vs’ € 3, : s’ € Fhé(s) = §' € 7 proving
that s € F=’ (7). O

Total correctness is the conjunction of partial correctness and termination in that V) C
Y oorer[Q] = mor[Q U { L) nrEer[E] since 75 is a complete M-morphism. We have
7 C 3 so m#°[7] C 7=*[X] by monotony and 7&*[X] C 7=*[7] by lemma 58 and
theorem 55 so that by antisymmetry: VQ C X : 7=°[Q] = 7= [Q U { L}] N 7= [7].

9.3. E. Dijkstra Weakest Conservative Precondition Semantics
E. Dijkstra’s weakest conservative precondition semantics | 24, 25, 26, 31] is

VP é awp(Tgwp)

(traditionally written AQ € p(X)- wp(7%,Q)) where the abstraction °:

Q' =

AR f )

satisfies:

5Recall that f]y is the restriction of function f to the domain X.
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. wp
Lemma 59. (Weakest conservative precondition abstraction). (D" D) Wr»

(D™, ) where D™ 2 o(8)) s o) and 77 (¥) 2 AQ- (L& Q7 ¥(Q) 3 0).

Proof. a™(®) D ¥ = VQ C ¥ :®[ (Q) D2 V(Q) <= VQ CX,:d(Q)D(L¢
Q?U(Q) ) <= VQ C Ty : B(Q) 2y (V)(Q) <= @ D y*(T), 0

Dijkstra’s weakest conservative precondition semantics 7% is an abstraction of the demo-
niac denotational semantics | 3]:

Lemma 60. (Abstraction of the demoniac nondeterministic denotational se-
mantics). 7 = " (gwp[7]).

Proof. We have 77 = o (15") = ™ (gwp[r?]) = A\Q € p(X)-{s € |Vs' €D, : 5 €
THs) = €Q}=XAQ € pX){seX | L&€T(s)AVs €X):5 €7i(s) = 5 € Q}
since L ¢ Q. Thisis \Q € p(X)-{s € X |V eX, :(Leti(s) = €Q) AN (L
TH(S)NS €T s) = €Q)} =M e€pX){seX |VdeX,:(feri(s)U{s" € X |
leri(s)}) = deQt=AQecpX){scXl|VsdeX,:seca(rh)(s) =5 €Q} =
a*?(gwp[af(T9)]) = a®(gwp[7*]) by lemma 38. O

Theorem 55 characterizes a predicate transformer 75" as the least fixpoint lfpi:: F=r of
a predicate transformer transformer F**» whereas [ 26, 27] only use fixpoints of predicate
transformers by reasoning on a given postcondition. Reasoning on a given postcondition
Q C ¥ is indeed an abstraction a?(®) = ®(Q) which can be used to derive E. Dijkstra’s
fixpoint characterization [ 24, 25, 26, 31] of the conservative precondition semantics 77

from theorem 46:
Lemma 61. If Q C E then (p(E) —— p(D), D) I (p(D), 2) where a?(®)
®(Q) and v*(P) = AR-(Q C R? P ; ().

Proof. If Q C ﬂAPi then Vi € A : @ C P, whence v*( N P,

)
S 1€EA
Q< ﬂAR in which case 35 € A : Q  P; whence VQ(ﬂAPz‘) =7%P;) =0=7%(N P)
S 1€

proving that v¢ € p(D) —— (p(E) —— @(D)).
Moreover a?(®) O P <= ®(Q) 2 P<= VR : ®R) 2 (Q =R? P | 0)
® D 4?(P) since ® is monotone. O

By composition of lemmata 61, 60 and theorem 53, we get:

Corollary 62. (Demoniac to weakest conservative precondition abstraction).
aQ o WP o o8WP

Forall Q C X, (¥ —— p(X,), C) — (p(X), 2) where a® o @™ o o= =
YEWP 0 yWP oy
Afeewp[f]Q.

By definition of 7% and the Kleenian fixpoint transfer theorem 3 applied to the fixpoint
characterization of the nondeterministic demoniac semantics semantics 46 with the ab-
straction Af-gwp[f] @ for a given @ C ¥ considered in corollary 62, we now obtain [
26, 27]:
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Theorem 63. (E. Dijkstra’s fixpoint weakest conservative precondition seman-
tics). 77 = \Q- lqu% F[Q] where F** € o(X) —— p(X) —— ©(2) defined by
F[Q] = AP-(QN7)Uwp[r*] P = AP-(~7 UQ) Ngwp[r™] P is a C-monotone map on
the complete lattice (p(X), C, 0, X, U, N).

Proof. The abstraction Af.gwp[f]Q for a given @ C X is strict since gwp[ 7] Q =
{s| () QY ={s[X.CQ} =0
Let f%,§ € O be a L -increasing chain. We have ng[[(suZ» 1Q = {s| [ fo(s) € Q}.
€ S

f°(s),0 € O is a C=-increasing chain so that by definition of the flat DCPO D= we have
either V6 € Q : f9(s) = 1= = X, in which case {s | (SI_IBf‘S(s) CQtis{s|X,.CQ}=10
c

=Y gwp[f°] Q or there exists 3 € O and P € p(¥) \ {0} such that f°(s) = 1= for all
€
§ < B and fo(s) = P for all § > 3. In this that case {s | (IS_IZ)f‘s(s) CQRtis{s| P CQ}
€

= U0V ULs | PCQE = Uls | F(s) CQEU UL | 1s) € Q) = U swlr] @

proving Scott-continuity.

By theorems 40 and 33, we have a® o a™ o a#® o F¥(f) = a% o @™ o a#® o F4(f)
= a® o ™ o I o a#*?(f) as shown in the proof of theorem 55. By definition of a®
and o"?, this is F=?(a=?(f))Q = (Q N 7) Uwp[r*](a=*(f)(Q)) by theorem 55. Since
Q C X, thisis (QN7)Uwp[r*](a® o a™ o a=?(f)) = F*?[Q] o a? o a™ o a=*(f)
by defining F**[Q] = AP+(Q N 7) U wp[r*] P thus proving the commutation property
Moegwpf] Q o F* = F**[Q] o Af - gwp[f] Q. Moreover F**[Q] = AP-(QN7)Uwp[r™] P
=AP-(QN{s|Vs:=(sTd)AVS €er®:d € P)U{s|3s :sT7 AV er>:5 € P} =
Qv Ngwp[r] PYU(~gwp[[r>] P) = (~7U(QN#))Ngwp[r>] P = (~7UQ)Newp[r] P.

In conclusion, E. Dijkstra’s fixpoint characterization of the weakest conservative pre-
condition semantics is

2 0 (gwp[r]) = AQ € p(%)- gwp[lip_ FF|Q = AQ € p(2)- lfp; F*[Q]. O

9.4. E. Dijkstra Weakest Liberal Precondition Semantics
E. Dijkstra’s weakest liberal precondition semantics | 21, 25, 26, 31] AQ € p(X)« wip(7%, Q)
is
A

Twlp = &wlp (Tgwp)

where the abstraction o*'® satisfies:

N

Lemma 64. (Weakest liberal precondition abstraction). If D" = (%) ——
P(X), @ £ A0+ AQ+ B(Q U{L}) and y""(¥) £ AQ+(L € Q 7 W(Q) ; 0) then (D=,
D) ——= (D", D).

Proof. a™(®)D V¥ <= VQCY:®(QU{L})DU(Q)+=VYVQCX,:d(Q)D(Le
Q7Y(Q) D) = 29 (V). =

Dijkstra’s weakest liberal semantics 7¥'® is an abstraction of the angelic denotational
semantics | 3]:
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Lemma 65. (Abstraction of the angelic nondeterministic denotational seman-
tics). 7" = gwp[7’].

Proof. We have 7" = " (75"%) = o™ (gwp[r]) = \Q € p(X)-{s € ¥ | Vs' € ¥, :
derTi(s) = €QU{L}}=AQepX){seX |VdeX der(s)NE =5 €@} =
AR € pX){seX |VdeX dea™(t)(s) = e€Q}= Qe pX){seX | CQ}
= gwp[7’]. O

By lemma 65, theorem 49 and the Kleenian fixpoint transfer theorem, we deduce [ 20]:

Theorem 66. (E. Dijkstra’s fixpoint weakest liberal precondition semantics).
C
% = AQ- gfp, F[Q].

Proof. Given Q C X, we consider the abstraction \f« gwp[f] Q. We have gwp[As- 0] Q
={seX|VdeX: :dell= s €@} =X, proving strictness. gwp[UAfi]] Q={seX|
e

‘V’S’EZ:S’EéJAfi(s):s’EQ}:{sEE|Vi€A:‘v’s’€E:s’efi(s):s’EQ}
= ﬂA gwp[f:] @, which implies Scott-continuity. The semantic transformer is designed
[4S]

using the commutation condition F” o Af+« gwp[f] Q@ = Af-gwp[f] Q o F**[Q] as in the
proof of theorem 63 since F b= [t [Q] is C-monotone. We conclude that 7' (Q) =

gwp HTb]] Q = gwp [[lfpj Fb]] Q = lfpi Fve = gfpi Fe, 0

10. Galois Connections and Tensor Product

The set of Galois connections between posets (respectively DCPOs, complete lattices)
(D", C7) and (D", C") is denoted

(D E) = (D, 5) = {{a,m (D, E) == (D, E)}.

It is a poset (resp. DCPOs, complete lattices) (

D, C) <= (D, C), C x L) for the
= VYA (v Ty

(D B
pairwise pointwise ordering (o, v) T x T {(a/, ') = (a E ') A ( ") where f C g

2t f() C gla).
The set of complete join morphisms is:

D+——D = {aeD—DI|VXCD:aUX)=UaX)}.

(also written (D7, C7) +—— (D", C") when the considered partial orderings are not un-
derstood). Dually, the set of complete meet morphisms is:

D'+—>D = {yeD ——=D|VWCD :~MY)=m~Y)}.
The tensor product & [ 51] 19 is:

Definition 67. (Tensor product). (D", C)® (D", C) = {H € (D x D) | (1) A
(2) A (3)} where the conditions are:

16This is the semi-dual version, so that Z. Shmuely original definition corresponds to (D", =) ® (D", 27).
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L (XCXAX,Y)YeHANY'CY)= ((X,Y) € H);
2. (VieA:(X;,Y)eEH) = ((JEQXZ, Y) e H);
3. VieA:(X,Y;) e H) = ((X, ‘E;YZ) € H).

We now define correspondences between Galois connections, complete join/meet mor-
phisms and tensor products. The projection for pairs:

a,

el

provides the correspondance between Galois connections and complete join morphisms
(abstractions) as well as complete join/meet morphisms (concretization). In a Galois
connection, the adjunct of a map is unique and provided by:

AC(7y)
CA(«)

Az My |2 E v(y)},
Ay Uz | a(z) E y} .

A
A

We have the following Galois isomorphisms:

Lemma 68. (Galois isomorphism between Galois connections and complete
join/meet morphisms).
o oh . My« (AC(y), . e
<<D’[>'—)<D’[>’g> 7<2(7)7> <<D,E><_—_><D,E>,EX:|>

Aa«(a, CA(a))

1

Proof. 1In a Galois connection {«, ), « is a complete join morphism so that 1 € (D™ =
D) (D" D") and 7 is a complete meet morphism so that 2 € (D" &= D) —
(D = D).

To each o € D" +—— D', there corresponds a unique 7 such that D~ % D’ given by
v = CA(a) = \y-U{z | a(z) Z y}. So Aa-(a, CA(a)) € (D" —— D) (D =
D). Dually, My+(AC(y), v) € (D" D)+ (D= D).

To prove isomorphism, we assume (o, v) € D" <= D", o € D"+ D" with pointwise

ordering « C" o =Vz € D : a(z) T o/(z) and v € D" "= D™ with pointwise ordering
vy EVYED y(y) I ().
We have 2 e Ay-(AC(y), 7)(7) = 7 and Ay-(AC(y), 7)  2((a, 7)) = (AC(7), 7) = (a,

7)-

1o das{a, CA(a))(a) = a, Aa-{a, CA(a)) = 1({a, 7)) = (@, CA(a)) = 7.

Since all maps are monotone, it follows that we have Galois connections. O
By composition of Galois isomorphisms, we get (D", C") +—— (D", C°), 3°) «i;—é» (D,

LD

C)—— (D, C), C).
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The correspondance between join/meet morphisms and tensor products is provided by:
HA () {{z, y) € D"x D" | a(z) C y},
HC(y) = {(z,y) e D' xD |2 T y(y)}:
The correspondance between tensor products and the adjuncts of Galois connections is:
AH(H) = Az-T{y| (z, y) € H},
CH(H) Ay- U{z | (z, y) e H} .

A
A

A

A

These correspondances are Galois isomorphisms:

Lemma 69. (Galois isomorphism between tensor products and complete join/
meet morphisms).

(D, C) = (D, C), 3) === (D', E)e(D, £), 2) ===

Proof. We have HA € (D" +—— D") —— (D ® D") since (1) if 2 T 2/ A a(2) T

v Ay C y then a(z) C° «a(z') by monotony so that a(z) T y by transitivity; (2) if

Vi € A a(z;) Ty then 'I_lgoz(xi) C" y by definition of lubs so that oz(‘l_lé z;) Ty since
(S S

« is a complete join morphism and (3) if Vi € A : a(z) C y; then a(x) C AI_I; y; by
1€

definition of glbs. Dually, we have HC € (D" +"— D) i (D"® D).

If H e (D, C)® (D, C) then (z, y) € H implies N{y | (z, y') € H} T y by
definition of glbs. Reciprocally (x, M {y" | (z, ¥') € H}) € H by (3) so that if 0'{y’ | (z,
y') € H} C gy then (z, y) € H by (1). So (z, y) € H if and only if M{y" | (z,
y'y € H} C"y. Dually (x, y) € H if and only if x T U{2’ | («/, y) € H}. Tt follows that
forall He D" ®@ D", we have AH(H)z C y <= M{y' | (z,y) e H} Ty <= (x,y) € H
o C U{d | (2, y) € H} <= = T CH(H)y proving that (D", C) <§E:EHH;> (D, C")
whence AH x CH € (D"® D) —— (D" == D). It follows that AH = 1 (AH x CH) €
(D’® D) —— (D" +— D") and CH =20 (AH x CH) € (D'® D") —— (D" +—— D).

To prove isomorphism, we assume (o, v) € D" D", a € D~ —— D" with pointwise

ordering « C" o' =V € D : a(r) T o/(x), v € D" —— D" with pointwise ordering
YO A EVyeD :y(y) I 4 (y) and H € D' ® D" with superset ordering D.

HC o OH(H) = {{(z, y) | # © ULe! | (o, y) € HY} = {{x, v) | {x y) € H} = H
since we have shown that (x, y) € H if and only if x " UY{z' | (', y) € H}. Dually,
HA - AH(H) = H.

CH o HC(y) = Ay-UH{z | (z, y) € HC(y)} = Ay-U{z |  © ~(y)} = 7. Dually,
AH o HA(«a) = .

Since all maps are monotone, we have Galois connections. O

AH x CH

By composition of Galois isomorphisms, we get (D", C") —— (D", "), J")

- ~ ~ ~ o HCo2=HAo1
(D, E)@ (D, E), 2).

The above Galois isomorphisms can be organized into the following commutative dia-
gram:
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Theorem 70. (Galois connections/tensor product commutative diagram).

. . Aas (o, CA(a . . U N . N
Ax;”) < () (D, C)—— (D, C"), C)

S
|_|<
Il
g
|_|>
N

HA AH

Proof. We check the commutation property of the diagram. We have shown that AH =
ACoCH so AHoHC = ACo CHo HC = AC. Dually CH - HA = CA.

Xy +(AC(7),7) » CH(H) = (AC(CH(H)), CH(H)) = (AH(H), CH(H)) 2 (AH x CH)(H).
Similarly, Aa«({a, CA(a)) o AH = AH x CH.

Finally, 1 e Ay-(AC(v), 7v) = AC and 2 o Aa-(a, CA(a)) = CA. O

11. Axiomatic Semantics

Using theorems 54 and 70, we can define the generalized axiomatic semantics 7¢" of
a transition system (X, 7) as the element HC(75*?) of the tensor product p(3) ® p(X )
corresponding to the weakest precondition semantics 78", or equivalently as HA(7&")
corresponding to the strongest postcondition semantics 75%.

Writing (P)7(Q) for (P, Q) € 7", we have (P)7(Q) if and only if P &= 7&*(Q) if
and only if 7#(P) &= Q).

Condition (1) of definition 67 is the consequence rule of C.A.R. Hoare logic [ 32].
Conditions (2) and (3) are also valid for the classical presentation of C.A.R. Hoare logic
[ 32] but have to be derived from the deduction rules by structural induction on the
syntactic structure of programs.

11.1. R. Floyd/C.A.R. Hoare/P. Naur Partial Correctness Semantics
R. Floyd [ 28], C.A.R. Hoare | 32] & P. Naur [ 12] partial correctness semantics is

= HC(7™"™) .

We get R. Floyd & P. Naur’s partial correctness verification conditions [ 28, 42] using
E. Dijkstra’s fixpoint characterization 66 of the weakest liberal precondition semantics
7" and D. Park fixpoint induction [ 45]:

Lemma 71. (D. Park fixpoint induction). If (D, T, 1 T, U, M) is a complete
lattice, ' € D +—— D is C-monotone and P € D then lfpf FCP<«< (3I:F(I)C
INIC P).
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Proof. For soundness (<), lfpf F=r{X|F(X)C X} CILC P by Tarski’s fixpoint
theorem [ 52] and definition of glbs.
For completeness (=), [ = lfpf F C P satisfies F'(I) = I by definition. O

pH __

Theorem 72. (R. Floyd & P. Naur partial correctness semantics). 7" = {(P,
Q)epX)@pX) | epX):PCT AN ICgwp[r*]I AN (INT)CQ}.

The condition I C gwp[7*>] I is given by C.A.R. Hoare [ 32] while R. Floyd & P. Naur par-
tial correctness verification condition [ 28, 412] corresponds more precisely to gsp[r*] I C I
which, by lemma 54, is equivalent.

Proof. "2 HC(r) = HC(AQ- gfpS F*[Q]) = {(P, Q) € p(S)2p(S) | o, F[Q] 2
P} by theorem 66 and definition of HC. By D. Park induction 71, we derive {(P,
Q)€ pX)@pX) |3 € pX): Fr[Q)(I) 2 IAI D P} which, by definition of F*® in
theorem 63, is {(P, Q) € p(X)@p(X) | I € p(X) : I C (-7UQ)Ngwp[r*](I)ANP C I}
—{(P, Q) ep(®) @ p(¥) |3 € () : (INT) CQAL Cgwplr*[(DAPC T} O

Using C.A.R. Hoare triples:

{P}r={Q} (P, Q) e,
{PIT{Q} P C gwp[r*] Q

and a rule-based presentation of 7°%, we get a set theoretic model of C.A.R. Hoare logic:

A
A

Corollary 73. (C.A.R. Hoare partial correctness axiomatic semantics). {P}r={Q}
if and only if it derives from the axiom:

{ewp[r*]Q}T{Q}  (7)

and the following inference rules:

PC P, {P}r{Q} @ cQ ) {F}m{Q}, iceA

{P}{Q} T e Y
(PyQ) iea | e
{Pyr{ 0 @) {r={rn+)

Proof. For soundness, rules (=), (1) and (v) follow from the definition of p(X) ® p(X).
The tautology gwp[7*] Q C gwp[7*] @ implies the axiom (7). Rule (7%) follows from
theorem 72 where P =1 and Q = (I N7).

For relative completeness, if (P, @) € 7", then by theorem 72, there exists an invariant
I € p(X)suchthat P C I, I Cgwp[r™]Iand (IN7) C Q. The formal proof of { P}7={Q}
is therefore as follows: “I C gwp[7*] I, {gwp[r*]I}7{I} by the axiom (7) and I C I
imply {/}7{I} by the consequence rule (=). Then we derive {I}7={I N7} by rule (+=).
So from P C I, {I}r={IN7}and (I N7) C Q, we infer { P}7={Q} by the consequence
rule (=), Q.E.D.”. O
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11.2. R. Floyd Total Correctness Semantics
R. Floyd [ 28] total correctness semantics is

= HC(T) .

We get R. Floyd’s verification conditions using E. Dijkstra’s fixpoint characterization 63
of 7 and the following induction principle:

Lemma 74. (Lower fixpoint induction). If (D, C, 1, U)isaDCPO, F € D+~ D
is C-monotone, L € D satisfies L T F(L) and P € D then P C lfpf F <<= (3e € O:
EIIE(€+1)r—>D:IOEL/\V5:0<5§e:>_f‘5§F(Cu6I<)APEIE).

<

Proof. For soundness (<=), let F°,§ € O be the increasing sequence of iterates of F
from 1, which can be defined as F° = | and F° = F(CI_I F¢) for all § > 0 [ 14]. We

have I° C L = FY. If, by induction hypothesis, V¢ < §: IS £ F¢ then C|_| IS C C|_I(S F¢ by
<

definition of lubs so F (CI_I(S ICF (<|_|6 F¢) by monotony proving I° = F° by hypothesis
< <
and definition of the iterates. By transfinite induction, V§ < € : I° C F°, so that in
particular P C [ C F°C lfpf F.
For completeness (=), we can always choose I° = F? for all § > 0 so that I° = |
and I = F(gl_lé I¢) for all § € O. We have P C lfpf F = I¢ where € is the order of the
<

iterates. 0
Theorem 75. (R. Floyd total correctness semantics). 7" = {(P, Q) € p(X) ®
PX) | FecO:3T€(e+1)— p(X): V5 <e:I°C (-7UQ)Ngwp[r ’]]( I)/\Pg

I},
The verification condition is better recognized as R. Floyd’s verification condition in the

equivalent form:

VscI®:\yVs :=a(sTs)ANs€Q
5" i sT S AVS 1sT 8 = (I3 <5 €lP)

where the ordinal ¢ encodes the value of R. Floyd’s variant function [ 27].

Proof. Follows directly from lemma 74, theorem 63 and the definition 7" = HC(7*?) =
{(P. Q) € p(2)® p() | P Clfp, F**[Q]} where I° C QN7 = F[r*]0 = L. O

Using Z. Manna/A. Pnueli triples:
(P, Q) er"
P Cgwp[r*]Q

and a rule-based presentation of 7™, we get a set theoretic model of Z. Manna/A. Pnueli
logic [ 39]:

[I> 1l
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Corollary 76. (Z. Manna/A. Pnueli total correctness axiomatic semantics).
[P]7=[Q)] if and only if it derives from the axiom (7), the inference rules (=), (1), (v) and
the following:

cqQn+, ééllégﬁ%UQ, 55 I°)r[ U 17

1 B<6 ( 50)
(¥
Proof. For soundness, rules (=), (1) and (v) follow from the definition of p(X) ® p(3)
while the axiom (7) follows from the tautology gwp[r*]Q C gwp[r*] Q. Rule (7%)
follows from theorem 75 where P = [¢, I° C (=7 U Q) Ngwp[r>]0 = ¥ N Q and for
0<0<e I°C(-7UQ)and I°C gwp[T"]](ﬁUalﬁ) whence [I‘S]T[ﬂuélﬁ].
< <

For relative completeness, if (P, Q) € 7", then there exists an ordinal € and an invariant

I € (e+ 1) — p(X) satistying the conditions of theorem 75. So the formal proof is

as follows: “For all 6 € O with § < ¢, we have I° C (=7 U Q) N gvvp[[T"]](ﬁU(S I%) and
<

P C I¢. For § = 0 this implies I C Q N+. For § > 1, we have I° C (=7 U Q). Moreover
I° C gwp[r*]( U I?), the axiom [gwp[r™]( U I®)]r[U I°] and U I® C U I” together
B<s p<d 5<6 p<s B<6

with the consequence rule (=) allows to derive [/ J]T[ﬁU(S I%]. Then by rule (=) we derive
<

[1€)7[Q] whence [P]7=[Q] by the consequence rule (=), Q.E.D.”. O

12. Lattice of Semantics

A preorder can be defined on semantics 7 € D and 7 € D" when 7 = o (7)) and (D",

<) <7:A> (D", £). The quotient poset is isomorphic to M. Ward lattice [ 54] of upper
(0%
closure operators 7 o o on (D, C), so that we get a lattice of semantics which is part

of the lattice of abstract interpretations of [ 13, sec. 8], a subset of which is illustrated in
figure 5.

13. Conclusion

We have shown that the classical semantics of programs, modeled as transition systems,
can be derived from one another by Galois connection based abstract interpretations. All
classical semantics of programming languages have been presented in a uniform frame-
work which makes them easily comparable and better explains the striking similarities
and correspondences between semantic models. Moreover the construction leads to new
reorderings of the fixpoint semantics. Our presentation uses abstraction which proceeds
by omitting some aspects of program execution but the inverse operation of semantic
refinement (traditionally called concretization) is equally important!'”. This suggests con-
sidering hierarchies of semantics which can describe program properties, that is program

ITFor example, the maximal trace semantics 7% can be refined into transfinite traces so that e.g. while
true do skip; X:=1 would have semantics {s“s's'[X « 1] | s,s’ € X} thus allowing the program slice
with respect to variable X to be X:=1 with semantics {s's'[X « 1] | ¢ € ¥}. Slicing would not be
consistent when considering the trace {s¥ | s € £} or denotational semantics As+ L of the program.
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executions, at various levels of abstraction or refinement in a uniform framework '® .
Then for program analysis of a given class of properties there should be a natural choice
of semantics in the hierarchy [ 12].

Obviously, extension of this point of view for higher-order functional languages and to
realistic programming languages is more difficult. The task would also be more difficult
when considering other program properties involving interleaved combinations of fixpoints.
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