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1 Introduction to Abstract Interpretation

The formal verification of a program (and more generally a computer system) consists in proving that its semantics (describing “what the program executions actually do”) satisfies its specification (describing “what the program executions are supposed to do”).

Abstract interpretation [14, 22, 26] formalizes the idea that this formal proof can be done at some level of abstraction where irrelevant details about the semantics and the specification are ignored. This amounts to proving that an abstract semantics satisfies an abstract specification. An example of abstract semantics is Hoare logic while examples of abstract specifications are invariance, partial, or total correctness. This abstracts away from concrete properties such as execution times.

Abstractions should preferably be sound (no conclusion derived from the abstract semantics is wrong relative to the program concrete semantics and specification). Otherwise stated, a proof that the abstract semantics satisfies the abstract specification should imply that the concrete semantics also satisfies the concrete specification. Hoare logic is a sound verification method, debugging is not (since some executions are left out), bounded model checking is not either (since parts of some executions are left out). Unsound abstractions lead to false negatives (the program may be claimed to be correct/non erroneous with respect to the specification whereas it is indeed incorrect).

Abstractions should also preferably be complete (no aspect of the semantics relevant to the specification is left out). So if the concrete semantics satisfies the concrete specification this should be provable in the abstract. However program proofs are undecidable, and so automatic tools for reasoning about programs are all incomplete (for non trivial program properties such as safety, liveness, or security) and must therefore fail on some programs. This can be achieved by allowing the tool not to terminate, to be unsound (e.g. debugging tools omit possible executions), or to be incomplete (e.g. static analysis tools may produce false alarms). Incomplete abstractions lead to false positives or false alarms (the specification is claimed to be potentially violated by some program executions while it is not).

Potentially non-terminating and unsound program verification tools are easy to design. Terminating and sound tools are much more difficult to design. Complete tools are impossible to design, by undecidability. However static analysis tools producing very few or no false alarms have been designed and used in industrial contexts for specific families of properties and programs [42]. In all cases, abstract interpretation provides a systematic construction method based on the effective approximation of the concrete semantics, which can be (partly) automated and/or formally verified.

Abstract interpretation aims at
• providing a basic coherent and conceptual theory for understanding in a unified framework the thousands of ideas, concepts, reasonings, methods, and tools on formal program analysis and verification \cite{22, 26};

• guiding the correct formal design of automatic tools for program analysis (computing an abstract semantics) and program verification (proving that an abstract semantics satisfies an abstract specification) \cite{17}.

Abstract interpretation theory studies semantics (formal models of computer systems), abstractions, their soundness, and completeness.

The informal presentation “Abstract Interpretation in a Nutshell” aims at providing a short intuitive introduction to the theory. The “basic concepts of abstract interpretation” and an elementary “course on abstract interpretation” can also be found on the web.
2 What can be formalized by abstract interpretation?

Abstract interpretation is useful in computer science to formalize reasonings involving the sound [and complete] approximation of the semantics of formal systems. A non-exhaustive list of typical examples of application is given below.

2.1 Syntax

The analysis of properties of grammars as well as parsing are abstract interpretations of the grammar operational semantics and its abstractions (such as parse trees, protolanguages, or terminal languages) [39, 41].

2.2 Semantics

The semantics of programs describes their possible runtime executions in all possible execution environments at some level of abstraction. The hierarchy of semantics, including trace, small-step, and big-step operational semantics, relational semantics, denotational semantics, predicate transformers, and axiomatic semantics in their angelic, natural, and demoniac versions can be designed by abstract interpretation [32, 19]. An extension to transfinite behaviors is useful to formalize e.g. semantic slicing [54].

2.3 Proofs

Formal proofs of program correctness involve an abstraction since specifications always ignore some aspects of program execution which need not be taken into account in the proof [18].

2.4 Static analysis

Static analysis is the automatic determination of abstract program properties [22] [44] [26, 15]. This was the motivating application behind the introduction of the abstract interpretation theory.

2.5 Data-flow Analysis

Abstract-interpretation-based static analysis includes finitary versions such as Dataflow Analysis [67], [26, 30], Set-based Analysis [35], etc where the lattice height is assumed to be finite.
2.6 Control-flow Analysis

Control-flow analysis (CFA) [70, 82, 105] is an abstract interpretation [81] statically approximating the flow of control of lambda expressions.

2.7 Types

Static typing and type inference [97] can be understood as an abstract interpretation of runtime type checking thus providing a “correct by construction” design method [16], [11].

2.8 Model-checking

Model-checking exhaustively verifies temporal properties on a finite model of hardware or software computer systems [10]. This abstraction of a system into a model is often left implicit. Abstract model checking, as formalized by abstract interpretation, makes this abstraction explicit [9], [36], [101].

Model-checking is reputed to be terminating, sound, and complete on the model. From an abstract interpretation point of view, relating the system to its model, it may be sound on the model but unsound on the system (e.g. the model is correct for safety properties but wrong for liveness properties), it is often incomplete (no finite model can cover the specified behaviors of the system [100]) and, in practice, may explode combinatorially. In all cases abstract interpretations of the system into a model have to be considered. All transition models are abstract semantics but the converse is not true.

2.9 Predicate abstraction

Predicate abstraction [61] can be used to reduce any static analysis on a finite abstract domain to boolean fixpoint computations as performed by a model-checker using a theorem prover to automatically derive the abstract transformers involved in the fixpoint definition. Parametric predicate abstraction is an extension to infinite abstract domains [20].

2.10 Counter-example-based refinement

Spurious counter-example-based refinement in abstract model-checking is formalized as an abstract domain completion problem in the abstract interpretation theory [56].

2.11 Strong Preservation

The problem of modifying finite abstract model checking by minimal refinements in order to get strong preservation for some specification language, including partition refinement algorithms, is a completion problem in the abstract interpretation theory [101].
2.12 Program transformation

Program transformations (such as partial evaluation [72]) often require a static analysis of the source program, as formalized by abstract interpretation (e.g. [71]). Moreover, the transformation itself, from source to object programs, involves a loss of information on the original program or a limitation on the possible program behaviors. This approximation can be formalized by abstract interpretation. This was exemplified on dead-code elimination, slicing, partial evaluation, or program monitoring [38].

2.13 Watermarking

Looking for program watermarks that are not subject to obfuscation, one can think to an abstract interpretation of the program semantics [40].

2.14 Information hiding

In language-based software security, the information to be hidden to an intruder can be formalized as an abstract interpretation of the program semantics [55].

2.15 Code obfuscation

The aim of code obfuscation is to prevent malicious users from discovering properties of the original source program. This goal can be precisely modeled by abstract interpretation, where the hiding of properties corresponds to abstracting the semantics [99].

2.16 Malware detection

An obfuscated malware is better detected by the effects of its execution as recognized by an abstract interpretation rather than by a syntactic signature [98].

2.17 Termination

A relational abstract-interpretation-based static analysis on a well-founded abstract domain can be systematically extended to a termination analysis [3] (whence liveness analyses). Termination analysis may require probabilistic hypotheses [87] or fairness hypotheses on parallel processes [78].
3 Topics in abstract interpretation

3.1 Abstract domains
An abstract domain is an abstract algebra, often implemented as a library module (see Sec. 5), providing a description of abstract program properties and of operations on these abstract properties (such as abstract property transformers describing the operational effect of program instructions and commands in the abstract). Abstract domains are often complete lattices, an abstraction of powersets [26].

3.2 Finite versus infinite abstract domains
The first infinite abstract domain (that of intervals) was introduced in [21]. This abstract domain was later used to prove that, thanks to widenings, infinite abstract domains can lead to effective static analyses for a given programming language that are strictly more precise and equally efficient than any other one using a finite abstract domain or an abstract domain satisfying chain conditions [31].

3.3 Merge over all paths (MOP) in dataflow analysis
The first dataflow analyses where proved correct by comparing the union of the abstraction along all execution paths (so-called MOP solution) with a fixpoint solution using transfer functions (i.e. abstract property transformer) [67]. Instead of comparing one solution of the static analysis problem to another one, the theory of abstract interpretation introduced the idea that the correctness/soundness should be expressed with respect to a formal semantics. A consequence is that static analysis algorithms can be specified and designed by approximation of a program semantics. Moreover, the "fixpoint solution" was shown to be an abstraction of the "MOP solution". These two solutions coincide for distributive abstract interpretations (for which abstract transformers preserve union). Otherwise, the abstract domain used for the fixpoint solution can be minimally enriched into its disjunctive completion to get exactly the "MOP solution" in fixpoint form (on the completed abstract domain) [26].

\[MOP\] often stands for “Meet Over all Path” where the abstract meet corresponds to a concrete join, the order in dataflow analysis often being the inverse of the one used in abstract interpretation, whence corresponds to a concrete inverse logical implication, which may sometimes be counter-intuitive.
3.4 Standard and collecting semantics

The collecting semantics or non-standard semantics (after the static semantics of [22]) is the semantics of the language formally defining the program execution properties of interest to be analyzed by abstraction. These program executions themselves are formalized by the standard semantics.

For example in [22], the standard semantics is an operational semantics. The concrete properties of interest are invariance properties so the collecting semantics defines the reachable states from initial states. This collecting semantics is expressed as the least fixpoint of equations using strongest postcondition transformers. Thus the considered abstractions provide abstract invariance properties (overapproximating the reachable states).

3.5 Galois connection

Galois connections can be used when the abstract domain always offers a most precise approximation of any concrete property [26]. Indeed the Galois connections introduced in [21, 22] are the semi-dual of the one introduced by Évariste Galois, and so do compose (the abstraction of an abstraction is an abstraction). Equivalent presentations involve closure operators, ideals, congruences, etc [26].

An interesting consequence of the existence of the best abstraction of concrete properties is the existence of best/most precise transformers, which provides guidelines for their [automatic] design [17]. Moreover by abstracting fix-points by fixpoints, static analysis is specified by an abstract semantics expressed in fixpoint form whereas a static analyzer is an algorithm for computing or over-approximating this fixpoint.

There are several alternative formalizations in absence of best approximations [94], [30].

3.6 Moore family, Closure operators

If the correspondence between the concrete and abstract properties is given by a Galois connection, then the image of the abstract properties in the concrete is a Moore family, which is the image of the concrete properties by a closure operator [26]. The formalization of the abstraction by closure operators is useful to abstract away from the representation of the abstract properties. Other equivalent formalizations of the existence of the best abstraction of concrete properties include principal ideals, complete join congruences, etc [26].

3.7 Moore completion

If an abstract domain has no best approximations for some concrete properties its Moore completion is the most abstract abstract domain more expressive than the original abstract domain which has this property [26]. This introduces a Galois connection.
3.8 Fixpoints
Most program properties can be expressed as fixpoints of monotone or extensive property transformers, a property preserved by abstraction [26]. This reduces program analysis to fixpoint approximation and verification to fixpoint checking [22].

3.9 Inference rules
Most (concrete and abstract) program properties can also be expressed using inference rules, which indeed is equivalent to definitions using fixpoints, equations, constraints, etc [34]. This point of view has the advantage of separating the design of an (abstract) semantics (or a static analysis) from its formal presentation.

3.10 Iteration
A standard method for fixpoints construction is iteration. This can be extended to transfinite iterations to prove Tarski’s fixpoint theorem [25]. In practice one can accelerate the fixpoint computation using appropriate iteration strategies formalized as chaotic/asynchronous iterations [14]. This extends to higher-order [24].

3.11 Convergence acceleration by widening/narrowing
Convergence acceleration is mandatory in infinite abstract domains in which the iterative computation of abstract fixpoints may diverge. Widening/narrowings and their duals are universal methods to do so [22]. This extends to higher-order [24].

3.12 Constraint resolution
Thanks to Tarski’s theorem, fixpoints can be re-expressed as equality or inequality constraints whence static analysis can be equally viewed as a fixpoint approximation or as a constraint resolution problem. Some constraint resolution methods are mere fixpoint iteration (e.g. set-based analysis [35]).

3.13 Modularity
The static analysis of programs by parts [37]. This includes separate interprocedural analysis [24].

3.14 Abstract domain combination
The design of abstractions can be done by parts, by choosing basic abstractions and then by composing them using abstract domain combinators [26]. This provides a unifying view on abstract domain design [52].
There are numerous examples of such abstract domain combinations including the reduced sum, the reduced product and the reduced power [26].

3.15 Refinement

The enrichment of an abstract domain so has to express in the refined domain properties which cannot be expressed in the original domain. Examples are the Moore completion Sec. 3.7, partitioning [15] [5] [79], [69], the disjunctive completion [26], [53], the Heyting completion [59], complementation [13], fixpoint refinement [45], etc.

3.16 Completion

The refinement of an abstract domain into the most abstract abstract domain which is precise enough to prove a given specification [26], [93] [57] [58] [104].

3.17 Lattice of abstract interpretations

A consequence of the formalization of static analyses by Galois connections is that they can be organized into a complete lattice according to the partial order of their relative precisions [26]. All semantics and analyses are present in this formally defined lattice and so it remains to find the useful ones, which is the real question!
4 Examples of abstract-interpretation-based static analyses

4.1 Numerical Analysis
Contrary to dataflow analyses on lattices satisfying the ascending/descending chain condition in the seventies, the generalization to precise static analyses using numerical domains such as intervals [21], octagons [83] or polyhedra [44] are in infinite abstract domains whence required the introduction of new widening-based iteration convergence acceleration methods to become effective.

4.2 Interval analysis
The analysis of the interval in which the values of variables do range [21, 22].

4.3 Octagonal analysis
The analysis of the octagon in which the values of pairs of variables do range (that is the determination of constraints of the form $+/x+/y\leq c$ where $x$ and $y$ are variables and $c$ a rational constant automatically discovered by the analysis) [83, 84, 85].

4.4 Polyhedral analysis
The analysis of the polyhedron in which the values of tuples of variables do range. This abstract interpretation can be used for the automatic discovery of invariant linear inequalities among numerical variables of a program [44].

Delay analysis in synchronous programs [64], safety analysis of reactive systems [65], quantitative time properties of synchronous programs, and linear hybrid systems [66] are among the many applications.

4.5 Congruence analysis
The analysis of the congruence invariants satisfied by the values of one [62] or several [63] numerical variables [84].

4.6 Roundoff error analysis
The analysis of the origin of roundoff errors in floating point computations [60, 74].
4.7 Symbolic analysis

The analysis of symbolic properties of programs, usually as opposed to numerical program properties e.g. heap reachability analysis [23, 24]. Also understood as the symbolic representation of abstract domains, which is almost always the case, since abstract properties cannot generally be simplistically represented as the set of concrete values which have this property (except in enumerative model-checking [10]).

4.8 Strictness and comportment analysis

Strictness analysis determines whether a parameter in a lazy language is always evaluated in a procedure call or this call does not terminate. This information is useful to replace a call-by-need by a more efficient call by value [91]. Introduced by Alan Mycroft [92], this analysis was at the origin of the use of abstract interpretation in the functional language community [33, 73]. Strictness analysis [8] can be embedded in the lattice of comportment analyses [33].

4.9 Control flow analysis (CFA)

Control flow analysis is an abstract interpretation aiming at determining the possible flows of computation in higher-order functional languages [70, 105, 106, 82, 81].

4.10 Escape analysis

Escape analysis is a static analysis that determines whether the lifetime of data exceeds its static scope [96, 47, 4].

4.11 Mode inference/groundness/sharing analysis

The necessity of optimizing Prolog implementations, in particular the occure checks during unification, is at the origin of the use of abstract interpretation for the static analysis of Prolog [80, 45, 107, 75, 70, 80, 7, 2, 2, 29].

4.12 Aliasing and pointer analysis

The static analysis of imperative programs must take accesses and side effects through aliases and pointers into account [23]. The profuse literature on pointer analysis is surveyed in [46, 68].

4.13 Heap analysis

Heap analysis consists in overapproximating the sets of sequences of graphs representing the memory heap at all time instants during execution. Applications range from memory leak detection to shape analysis that is the determination of the shape of data structures allocated on the heap [103, 102].
4.14 Concurrency analysis
The static analysis of concurrent programs from shared-memory \cite{29} to \cite{a}ynchronous communication \cite{27}, a vast and difficult subject, with few analyses that do scale up.

4.15 Mobility analysis
The analysis of dynamically allocated mobile processes (such as the \(\pi\)-calculus). This involves the overapproximation of the set of sequences of graphs representing the process allocations and communications at all time instants during execution \cite{109, 51}.

4.16 Probabilistic analysis
The static analysis of probabilistic programs \cite{86, 88, 89, 48}.

4.17 WCET analysis
The static determination of the worst-case execution time \cite{59} which involves the analysis of the cache behavior \cite{50}, the pipelines, etc.

4.18 Hardware analysis
The static analysis of hardware formal descriptions such as asynchronous circuits \cite{108}.
5 Libraries of abstract domains

The notion of abstract domain in abstract interpretation (see Sec. 3.1) is independent of particular applications and can be implemented in libraries which can be used as parts of many different static analyses and even substituted for one another. Such libraries implement a representation of abstract properties and algorithms encoding operations on these properties such as logical operations, property transformers, widenings, etc.

5.1 The NewPolka polyhedral library

The NewPolka library handles convex polyhedra, whose constraints and generators have rational coefficients (with C and OCaml interfaces).

5.2 The Parma Polyhedra Library (PPL)

The Parma Polyhedra Library (PPL) is a user-friendly, fully dynamic, portable, exception-safe, and efficient C++ library to handle convex polyhedra that can be defined as the intersection of a finite number of (open or closed) hyperspaces, each described by an equality or inequality (strict or non-strict) with rational coefficients.

5.3 The octagon abstract domain library

The Octagon Abstract Domain Library is a library for manipulating special kinds of polyhedra called octagons that correspond to sets of constraints of the form $+/−x+/−y≤c$ (where $x$ and $y$ are variables and $c$ a rational constant and so, in dimension two, these polyhedra have at most eight faces) [85].
6 Abstract-interpretation-based tools

The following list of static analysis and verification automatic tools provides an idea of the scope of practical applications of abstract interpretation to software verification (but this list is definitely not exhaustive). These tools aim at soundness. Since no universal tool can exist (because of undecidability) such tools are necessarily incomplete and vary in their capacity to produce very few false alarms and to scale up to very large programs.

6.1 Airac5
A static analyzer from the Programming Research Laboratory of the Seoul National University and RopasWork for automatic detection of buffer overrun errors in C programs.

6.2 aiT WCET Analyzers
Commercial static analyzers from AbsInt Angewandte Informatik to statically compute tight bounds for the worst-case execution time (WCET) of tasks in real-time systems.

6.3 ASTRÉE
A static analyzer from the École normale supérieure for proving the absence of runtime errors specialized for synchronous control/command programs written in C.

6.4 C Global Surveyor
A research prototype static analyzer from the Intelligent Systems Division at the NASA Ames Research Center for finding runtime errors in C programs.

6.5 Fluctuat
A static analyzer from CEA-LIST to study the propagation of rounding errors in floating-point computations of C or assembler programs.

6.6 PolySpace Verifier
6.7 **TERMINATOR**

A static analyzer from Microsoft Research Cambridge for proving program termination and general liveness properties of C programs.

6.8 **TVLA**

TVLA is a research tool developed at Tel Aviv University for experimenting with abstract interpretation using a logical description of program semantics with a predefined abstraction of predicates.
7 Main conferences in abstract interpretation

- Generalist conferences:
  - The Asian Symposium on Programming Languages and Systems APLAS’06
  - The European Symposium on Programming ESOP’07
  - The Annual ACM SIGPLAN–SIGACT symposium on Principles Of Programming Languages POPL’07

- Specialized conferences:
  - The International Static Analysis Symposium SAS’06
  - The International Conference on Verification, Model Checking and Abstract Interpretation VMCAI’07
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