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ABSTRACT

Automatic detection of visual saliency has been considered a very important task because of a wide range of applications such as object detection, image quality assessment, image segmentation, and more. Thanks to active researches in this field, many effective saliency models have been developed. Nevertheless, several challenging problems are still remain unsolved, such as detecting saliency in complex scene and providing high resolution and accurate saliency maps. In order to address such challenging problems, we propose a visual saliency model based on the concept of contextual information. First, we introduce a general framework for detecting saliency of an image using contextual information. Then, the proposed saliency model based on color and shape features is proposed. Quantitative and qualitative comparisons with seven state-of-the-art models on the public database show that the proposed model achieves excellent performance. Especially, the proposed model can provide good performance on challenging images including images with cluttered background and repeating distractors compared to the other models.

Index Terms— Contextual information, Visual saliency model, Color feature, Shape feature.

1. INTRODUCTION

The automatic detection of salient regions in an image is important task for various applications, such as region-of-interest based image compression [1], image segmentation [2], image and video quality assessment [3], object recognition [4], and content-aware image resizing [5]. Over the last decades, considerable efforts have been devoted to develop computational saliency models. Early approaches for detecting salient regions in an image are based on measuring the complexity of a local region under the assumption that a region should be salient if it contains features with many different orientations and intensities [6]. A common critique of the models is that they always assign high saliency scores to highly textured areas regardless of their context.

Center-surround mechanism [7] addresses the problem faced by simplicity-based models. As one of the earliest methods, Itti et al. [7] proposed a center-surround mechanism using local feature contrast in the color, intensity, and orientation of an image. Thereafter, many center-surround-based saliency models have been proposed. Meur et al. [8] proposed the bottom-up visual saliency model using a coherent computational approach. Psychovisual space is used to combine the visual features, and the saliency is computed using a contrast sensitivity function. Gao and Vasconcelos [9] use difference of Gaussians (DoG) filters and Gabor filters, measuring the saliency of a point as the Kullback-Leibler (KL) divergence between the histogram of filter responses at the point and in the surrounding region. Bruce and Tsotsos [10] define bottom-up saliency based on maximum information sampling. In [11], natural statistics based saliency model was proposed in Bayesian framework. In [12], local steering kernels are employed to compute the saliency by contrasting the gradient covariance of a surrounding region. The model presented in [13] uses color and edge orientation to compute saliency map, using a framework similar to the one presented in [12]. A multi-scale center-surround saliency map was proposed in [14].

However, center-surround approach (local approach) may not produce satisfactory results due to the lack of global measurement. Also, these methods usually highlight the object boundary instead of the entire object. This makes such a method be suboptimal for computer vision tasks. To address problems of the local approach, several global information based models were proposed [15, 16, 17, 18, 19]. In [15, 16, 17], Fourier domain saliency models were proposed. These methods are based on finding regions in an image which imply unique frequencies in the Fourier domain. These methods are very fast, but since they are based on global considerations in Fourier domain, they do not detect object boundaries accurately and give high resolution saliency. Graph-representation based visual saliency models were proposed in [18, 19]. A model presented in [18] computes salient regions by determining the frequency of visits to each node in graph-representation. In this model, edge strength is used to represent the dissimilarity between two nodes. In [19], salient regions are computed by modeling the global and local properties of salient regions in graphs. These models can compute the globally optimized salient regions in the graphs.

These models including center-surround-based, Fourier domain, and graph-based methods, suffer from the limitation that cluttered backgrounds may yield higher saliency because such backgrounds possess high global exception in the cases with complex scenes. In order to overcome this problem, global-distinctness based models were proposed [20, 21]. The model presented in [20] computes saliency as the global distinctness of small image segments in feature space. This model needs image segmentation process and the performance heavily relies on the quality of image segmentation, which itself is a challenging problem. In [21], global contrast based saliency model was proposed to produce a full resolution saliency map. Although this model provides full-resolution of saliency map, it provides inaccurate saliency in some cases since only color-rarity is considered in the saliency model.

In this paper, contextual information based saliency model is proposed based on the fact that human visual system attends the most informative points in an image to reduce the uncertainty about what we are looking at. The proposed model provides high-resolution of accurate saliency map through all images from easy to challenging images. The remainder of this paper is organized as follows. In
2. THE PROPOSED SALIENCY DETECTION MODEL

2.1. Problem formulation

Let the binary random variable \( r_i \) denote whether a pixel position \( x_i = [x_i, y_i]^T \) in an input image \( I \) is salient or not as follows:

\[
    r_i = \begin{cases} 
        1, & \text{if } x_i \text{ is salient} \\
        0, & \text{otherwise,} 
    \end{cases}
\]

where \( i = \{1, ..., N\} \), and \( N \) is the number of pixels in the image. Then, the detection of saliency \( S_i \) is formulated as computing a posterior probability \( \Pr(r_i = 1 | F_i) \) at pixel position \( x_i \) as follows:

\[
    S_i = \Pr(r_i = 1 | F_i), 
\]

where the feature matrix, \( F_i = [f_{i,1}, ..., f_{i,K}] \) at pixel position \( x_i \) contains a set of feature vectors \((f_k)\). \( K \) is the number of employed feature vectors.

2.2. Contextual information-based saliency detection framework

As described above, the saliency detection task is to find an assignment function \( \Phi \) such that

\[
    S_i = \Phi(F_i), 
\]

where \( S_i \) is the saliency computed from feature matrix \( F_i \), in which higher value indicates higher salient location.

Human visual system during natural and active vision center the salient point on the most informative points in an image in order to reduce the uncertainty about what we are looking at [22]. In this paper, based on this phenomenon, we measure saliency at a pixel in terms of how much it contains information. Note that the most informative point highly depends on the observer’s knowledge-background, not only contents of the image. We only consider information derived from contents of the image, i.e., contextual information, since the observers knowledge-background is impractical to be considered into a general saliency detection model.

The information of a pixel is determined by uncertainty of features. In other words, The most informative points is the pixels containing the rarest features in an image. We let \( c^k \), denotes the contextual information for \( d \times 1 \) feature vector \( f^k \) at pixel position \( x_i \), and \( c^k \) is defined as follows:

\[
    c^k = \frac{1}{e^{c^k \cdot u} + e^{c^k \cdot u}},
\]

where \( p^k(u) = \Pr(f^k = u) \) is probability distribution for \( k \)th feature \( f^k \), and \( \lambda \) is controlling parameter. Then, contextual information \( c^k \) are pooled up to compute the saliency \( S_i \) using Minkowski-mean with weighting parameters \( \omega_k \in [0, 1] \), \( \sum_k \omega_k = 1 \) as follows:

\[
    S_i = \left( \sum_k \omega_k \cdot (c^k)^\rho \right)^{1/\rho},
\]

where \( \rho \) is Minkowski parameter.

2.3. Implementation of The Proposed Saliency Model

In this paper, we employed two features for computing contextual information: color feature \( f^1 \) and shape feature \( f^2 \) which are defined in CIE L*a*b* color space \( I = (L_a, L_b, I_b) \). For each pixel position \( x_i \), the color feature \( f^1 \) is defined as pixel-wise quantized chroma and computed as follows:

\[
    f^1 = \{f_{1,1}, ..., f_{1,2}\} = \left\{ \left[ \frac{I_a(x_i)}{\Theta} \right] \cdot \left[ \frac{I_b(x_i)}{\Theta} \right] \right\},
\]

where \([ \cdot ]\) and \( \Theta \) represent Gauss operator and quantization step, respectively. Quantization is employed for better discriminative power of color information.

For each pixel position \( x_i \), the shape feature \( f^2 \) is defined as local binary patch-pattern inspired by local binary pattern [23] and computed as follows:

\[
    f^2 = \{f_{2,1}, ..., f_{24,1}\} = \left\{ \frac{1}{M} \cdot |b_i - p_{1,i}| > \delta, ..., \frac{1}{M} \cdot |b_i - p_{24,i}| > \delta \right\},
\]

where \( b_i \) and \( p_{k,i} \) are current block and \( k \)th patch at pixel position \( x_i \), respectively, which are illustrated in Fig. 1. \( \cdot | \cdot \) represents \( L_2 \) norm. \( M \) and \( \delta \) represent the size of a patch and threshold, respectively.

Then, from \( f^1 \) and \( f^2 \), contextual information for color feature \( c^1 \) and shape feature \( c^2 \) are computed using (4). Based on these two contextual information \( c^1 \) and \( c^2 \), the saliency \( S_i \) at pixel position \( x_i \) is computed as follows similarly to (5):

\[
    S_i = \left( \omega^1 \cdot (c^1)^\rho + \omega^2 \cdot (c^2)^\rho \right)^{1/\rho},
\]

where \( \Theta = 2, M = 15, \delta = 80, \omega^1 = \omega^2 = 0.5, \lambda^1 = \lambda^2 = 5000 \), and \( \rho = 3 \). A Matlab implementation of the proposed saliency model is available at http://dml.yonsei.ac.kr/~sryu/cis/.

3. EXPERIMENTAL RESULTS

3.1. Database and evaluation measures

We evaluate the proposed saliency model on the well-constructed database provided in [24]. The database contains 235 images divided into 6 categories: C1) 50 images with large salient regions, C2) 80 images intermediate salient regions, C3) 60 images with small salient regions, C4) 15 images with cluttered background, C5) 15 images with repeating distractors, and C6) 15 images with both large and small salient regions. This database provides both region ground
Fig. 2. Quantitative comparisons for all images in terms of (a) AUC, (b) PoDSC, and (c) S.

Fig. 3. Quantitative comparisons for 6 categories, C1: large salient region, C2: intermediate salient region, C3: small salient region, C4: cluttered background, C5: repeating distractors, and C6: both large and small salient regions, in terms of (a) AUC, (b) PoDSC, and (c) S.

Measuring the area under the receiver operating characteristics curve (AUC) [24] is the most widely used method to evaluate the performance of saliency models. However, according to [25] the inherent limitation of AUC is that it only depends on the ordering of the values, always providing high AUC as long as the hit rates are high regardless of the false alarm rate. While the AUC analysis is still useful, it is insufficient to evaluate the performance of saliency models.

3.2. Evaluation results

To evaluate the performance of the proposed saliency model, AUC, S, and PoDSC are measured on the database [24] with region ground truth. Seven state-of-the-art models (actively cited models) were employed to conduct the comparisons: AIM [10], DVA [28], ITTI [7], PFT [17], PQFT [17], SR [16], and SUN [11].

The quantitative results including AUC, S, and PoDSC for each model are presented in Fig. 2. The results indicate that the proposed model shows better performance than the other models in terms of all measures. For more detailed analysis on different categories, we also analyze the performance for each category as shown in Fig. 3. The results show that the proposed model presents the highest performance through all the categories. Especially, for challenging test sets (C4 and C5), the proposed model shows good performance, while the other models fail to predict saliency.

In Fig. 4, examples of qualitative comparison for each category are presented. Due to space limitations, we are unable to show all of the qualitative results. The results are available at http://diml.yonsei.ac.kr/~sryu/cis/. Shown in Fig. 4, it is clear that the proposed model achieves the best performance with providing full-resolution and accurate saliency maps. For challenging images with cluttered backgrounds and repeating distractors (fourth and fifth rows in Fig. 4), the proposed model achieves excellent performance compared to the other models that are very sensitive to background and repeating objects, which is also supported by the quantitative results.

4. CONCLUSION AND FUTURE WORKS

In this paper, the visual saliency model is proposed based on the contextual information. The experimental results show that the proposed model outperforms seven state-of-the-art models, especially for the challenging images with cluttered backgrounds and repeating distractors. Furthermore, the proposed saliency model provides high resolution of accurate saliency maps, while the other models present inaccurate object boundary and low resolution saliency maps. Nevertheless, a saliency map computed by the proposed model still contains some outliers at complex backgrounds. Thus, our future works include the outlier rejection scheme for high quality saliency map. The other direction of future works include the extension of the proposed saliency model into video domain and three-dimensional domain.
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Fig. 4. Examples of qualitative comparison for each category


