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Preface
The present document aims to bring light on certain aspects of the likely architecture of the Next Generation Internet. Its authors are members of the European Commission funded Network of Excellence (NoE) Euro-NGI
, whose objectives are to establish expertise and to foster collaborative research in the area of “Design and Engineering of the Next Generation Internet”. The network is composed of 58 university and industrial research labs representing 18 European countries. 

A wide range of subjects are addressed within the scope of the NoE, ranging from broad considerations on Internet architecture to the elaboration of advanced mathematical methods for the performance evaluation and optimization of new networking paradigms. Topics considered in the NoE work packages include vertical and horizontal integration of heterogeneous technologies and network architectures, global mobility, self-organization, autonomic networking, services overlays, advance network management, traffic control, planning methods, traffic engineering, measurement and experimental platforms, traffic characterization, mathematical modelling of networks and their traffic, security and trust, and socio-economic considerations.

In keeping with the objectives of the NoE instrument, Euro-NGI aims to fulfil multiple objectives. It provides the framework and tools to advance research in the domain. It organizes events for knowledge dissemination, including international conferences. It makes a strong contribution to graduate level education, proposing courses, an annual summer school and encouraging student participation in the work package activities. Finally, it constitutes a sort of collective "think tank", providing advice and a source of expertise for the European communications and networking industry. 

It is not an objective of the NoE to form a consensual vision of what the Next Generation Internet will be or to issue recommendations with a Euro-NGI label. However, the group of experts in Euro-NGI naturally has opinions on this question and, as the limitations of the current network architecture are increasingly recognized, it is of some interest to harvest and to share these diverse opinions. This is why Euro-NGI has formed a Prospective Cell where experienced researchers bring their specialized knowledge and understanding of networking issues to an ongoing discussion on the future of networking. The present document is the first output of this group.

The report includes the work performed during the meetings of the Prospective Cell. It is nevertheless structured as a set of largely independent chapters, each chapter being drafted and signed by one or more members of the Prospective Cell. As there has been no attempt to reach a global Euro-NGI consensus, the opinions expressed in these chapters are the responsibility of the authors alone. It is the intention to build on this initial production to further our collective understanding and, hopefully, to converge towards an increasingly accurate vision of the future. The present document will be included in the Knowledge Map, the hypertext knowledge sharing tool developed within Euro-NGI. NoE members will thus be able to attach additional documents commenting on and extending the presented views. 

The first chapter in the document presents a synthetic view of the current Internet, its limitations and the expected evolutions and disruptions that will shape the future network. It is drawn from the author's understanding of these issues and relates to the ongoing work performed within Euro-NGI across the spectrum of activities. The remainder of the document is divided into four chapters: Network Architecture Evolution, Traffic Engineering and Quantitative Methods, Services overlays and virtualization and Socio-economic aspects and business models. Each chapter is composed of several sections devoted to a specific topic that we consider of main importance. 

Chapter 1- An overview on future communications 
Author: Daniel Kofman, Telecom Paris - GET
1. A brief history of the Internet

The Internet (and its precursor, the Arpanet) was conceived as a network to provide services to research labs; envisaged services were mainly limited to remote computer access, file transfer and mail. Therefore, the user population and traffic volume were quite small. In 1992, the Internet officially became a commercial network and the number of ISPs began to increase very rapidly, marking the start of the second phase of development. New applications, like the web and then peer-to-peer file sharing, gained widespread popularity leading to an explosion in both the number of connected hosts and the traffic they generate. Most of the industry effort during the nineties was devoted to dealing with this phenomenon. A major consequence of this development has been a radical evolution in the structure of network traffic. 

At the beginning of the 90s, data traffic represented less than 20% of the overall traffic handled by telecommunications networks with voice representing by far the greatest share. Today, voice traffic is in the minority, the crossover having occurred around the year 2000
. At the same time, thanks to the openness of the IP protocol, we have witnessed a rapid extension in the service diversity. A natural consequence of this evolution is that telecommunication network operators are presently migrating their networks towards all-IP architectures capable of handling present and future applications, services and traffic structures efficiently and cost effectively. This evolution, with IP becoming the core technology of operated multiservice networks, can be defined as the third phase of IP networking development. 

A major effort is currently being made by the industry to implement this third phase. We can in fact see a parallel deployment of “closed” IP networks tailored to specific services controlled by telecom operators (IP telephony, IPTV, etc.) and of a ubiquitous Internet that is the support for a plethora of overlayed services, generally provided by third parties, some of which compete with the services commercialized by telecom operators. IP telephony is the most obvious example of this competition. The main purposes of current developments are to increase capacity in order notably to handle the traffic of video related services, and to improve quality of service in terms of both performance and reliability. These developments are taking place within the present IP and Internet architectures; they do not bring technology disruption at the IP architecture level.

Unfortunately, the present Internet architecture is now attaining certain limits that are implicit to the initial design decisions. It is increasingly recognized that the architecture will be unable to satisfy the requirements of anticipated evolutions in both information and communication services and cannot adequately integrate emerging technology disruptions. 

In the next section we discuss future information and communication services. We then identify the limitations of the present Internet architecture before describing the main trends that are likely to guide future evolution.
2. Main trends in communication and information services

After a long period during which the evolution of network and service architectures has been driven by technology, we are finally witnessing the infancy of the move towards a user-driven approach. The concept of “user-driven” is very large. It encompasses, for example, the fact that networks are becoming completely transparent from the user point of view. Networking is integrated in the environment of the user up to the point where it just disappears. The user is only aware of personalized services that can be securely accessed from anywhere, at any time and using any available device. In other words, the user no longer has to come to the network. The network goes to the user in the sense that it dynamically adapts itself to provide personalized services when, where and however they are required. The user may be a person or more generally a community. Communities are generally created spontaneously as also, in some cases, are the networks that enable their communications (ad-hoc networking, mesh networks, etc.). New networking approaches, as described below (autonomic and spontaneous networking, always best connected, etc.), will make this vision possible. In the following paragraphs we outline the underlying key concepts. 

First, the real world and the digital world have to be interconnected. This interconnection will allow the global communication and information system to be aware of the user’s environment and preferences at any time and to adapt itself dynamically. Services thus become context aware. A very basic example is locality awareness. Other services may depend on the user's current activity, his environment, his state of health or even his present mood. Interconnection between real and digital worlds is becoming possible thanks to the development of wireless sensor networks. These rely on cheap radio devices that can be embedded in most types of environments and systems, including existing communication terminals, vehicles (vehicular networks), clothes and most consumer electronic appliances. 

Sensors can also be actuators. With wireless sensor and actuator networks integrated in the Internet, users will be aware of conditions in distant places and will be able to control remote objects, mechanisms and environments. Moreover, the generalization of RFID technologies will allow each and every object to be addressed. In the same way that we currently use search engines to find information, the same search engines will be used in future to locate specific objects and mechanisms. Most of our day-to-day activities will be related with the network, as is already the case today for information retrieval and processing, for communication and for some of our entertainment. However, the network will be completely invisible from the user’s perspective. Machine-to-machine communication will become an important component of this evolution since most electronic devices will include communication interfaces and will intercommunicate to provide users with an integrated experience. Ambient intelligence will become the rule.

A second important concept is the ubiquity of global and generalized mobility and of what the market calls “Always Best Connected”. The number of available access technologies is growing fast (2G, 3G, 3G LTE, 4G, Wi-Fi hotspots, Wi-Max, xDSL, FTTx, cable, satellite, PLC, etc.). Today, the user is aware of the technology he is using and usually gains access to one network at a time using a specific technology. The Always Best Connected concept allows a user (in a general sense) to be connected at any time through the best available network. The definition of “best” is based on previously defined user preferences and can be related to quality of service, cost, robustness, trust and other metrics. Connectivity can change seamlessly during a communication. Borders between the networks of different operators as well as borders between operated and non-operated networks can be crossed with no apparent impact on the quality of the ongoing communication. Moreover, the terminal being used can change as the user moves during a communication in order to take advantage of the best possible ergonomics in the current environment. 

The network via which a user is connected can be also be mobile (network mobility), as in the case of embedded networks, for example. Moreover, a user can be simultaneously connected to several networks (multi-homing) in order to compose a particular service using separate components provided by different networks. Again, connectivity across various technologies and networks and service composition are transparent from the user point of view.

A third key concept is the generalization of self-organization and autonomic networking, as a means both to create new service paradigms and to reduce the operational cost of existing services, especially when these are based on the user-centric approach described above. Peer-to-peer applications are a topical and interesting example of self-organization at the application level. The application level may also trigger the creation of networks to support self-organized applications (like ad-hoc networks). Autonomic networking will allow the network to dynamically install required mechanisms wherever they are needed to enable a required service. This approach is thus a key element for providing user-centric services. Autonomic networking also facilitates optimization of resource usage through the introduction of various types of monitoring. Home networking is a particularly important area where self-organization is mandatory. In this context, the residential gateway (RG) plays a role of strategic importance. It enables the control of a wide range of home services extending far beyond communication and information services to include home security, domotics or any other service provided by an intelligent household device. Technology will play a significant role in the emerging competition in this area between telecom operators, suppliers of consumer electronics and software developers. Note finally that self-organization is clearly a vital characteristic of vehicular networking.

In summary, we see a generalization of the concept of convergence. We are moving from fixed-mobile convergence to always best connected, from multiservice offers (like triple play where services are mutually independent) to dynamically composed services based on context awareness and ambient intelligence. Convergence is also occurring between spontaneous communities (like communities using particular peer-to-peer applications) and the hardware and other resources they share to support their communications (ad-hoc networking). 

Future networks will not only have to evolve to satisfy the service evolutions described above, but they will also have to integrate several technology evolutions and in some cases disruptions. These include the generalization and explosion of the number of wireless devices connected to the network, the increase in transmission capacity through the generalization of all-optical access for fixed networks and the development of new high capacity radio technologies for mobile access (even with high speed mobility), extended and optimized usage of the radio spectrum through the development of flexible radio technologies like cognitive radio
 and software defined radio. Concerning the first point, as highlighted above, the change in traffic structure (from voice centric to data centric) is leading to major changes in deployed network architectures but the evolution from wired connectivity towards wireless connectivity will impose an even more profound change on the IP architecture itself. 

The above trends also impose new paradigms for business relationships between users, operators and service providers and require new approaches to regulation (or deregulation) and a range of other socio-economic aspects. 

3. Limitations of the Internet architecture and open issues

To progress from the current state of the Internet towards the paradigms described in the previous section requires the integration of a range of existing and future technologies and architectures. The required research, development and innovation efforts can be classified under two main headings: horizontal integration and vertical integration.

Horizontal integration refers to the seamless inter-working of heterogeneous technologies (multi-technological domain) and to the creation of end-to-end services over a variety of operated and non-operated administrative domains. It encompasses the integration of wireless sensor networks (WSNs), personal area networks, mobile ad-hoc networks, home networks, mesh networks and fixed and mobile access networks. The present IP architecture (whether  IPv4 or IPv6) is not well adapted to this integration, particularly in the case WSNs. New networking paradigms are being designed and will have to inter-work with the existing IP network. 

A particular concern is that the present Internet architecture does not scale to integrate the billions of wireless devices that will be connected in the coming years. Very fundamental Internet concepts, like addressing and routing, are not adapted to this evolution. Moreover, key protocols and their related control paradigms like TCP, are also ill adapted to this integration. 

The Always Best Connected concept is part of horizontal integration (although it is an extension of what the market calls the vertical handoff). Horizontal integration can be partially achieved in a centralized way, for example through an IMS
-like approach, or in a distributed way, based on peer-to-peer paradigms (or a combination of both). The concept of Mobile Service Provider can play an important role in this context but raises several technological, business related and regulation problems.

Here again, the IP architecture restrains the generalization of innovative mobility approaches. One of the main reasons for this is addressing. A clear separation between different levels of addressing is required. A network address is required to reach the destination. Nevertheless, this network address is not adequate at service and application levels. For example, a user may want to communicate with another user regardless of its physical location in the network. We may wish to obtain information but don’t care on which device or devices the information is stored. We may wish to locate objects by their name or a set of descriptors and act on them regardless of where they are located at any given time. The present strong link between application/service level addressing and network addressing is already an inconvenience for both legacy applications and a hindrance to the development of new services including the generalization of innovative mobility concepts. The identities of users and objects (terminals, sensors, actuators, all types of electronic device,...), application identifiers, flows identifiers and network addresses (locations) have to be defined independently within a global unified architectural approach.

The global interconnection of operated and non-operated networks raises new security issues, as illustrated by the following examples. Autonomic networking and self-discovery require tight control mechanisms to evaluate the level to which a newly discovered component can be trusted. Content distribution over several interconnected heterogeneous systems requires the inter-working of DRM systems. In the envisaged open environment, robustness becomes critical. How can complex systems with global reach be protected against attacks? Security must become an integral part of network and system design with appropriate interaction with other networking mechanisms (for example, trust can be integrated as a metric in the routing protocols used in ad-hoc, mesh and wireless sensor networks).

Despite extensive research over many years, Quality of Service (QoS) remains a major requirement for the future networks we are describing. Not only does QoS remain an issue in the present Internet, but most importantly, it raises new and extremely complex problems in the context of the multi-technology network interconnections described above. New traffic engineering, traffic management and traffic control paradigms have to be designed. Since QoS is an end-to-end concept, these designs must take into account both technological solutions and the viability of implied regulation and business models. In the present Internet, not only are there no clear business incentives for the deployment of QoS but worse, there may even be a significant disincentive. If a network provider offers guaranteed quality levels, this tends to facilitate the task of any competitors who use that network to offer overlay services. Resource control and optimization, particularly in the context of flexible radio (cognitive radio, software-defined radio, etc.), is a major concern. Lastly, new inter-domain routing paradigms have to be defined to facilitate essential end-to-end traffic engineering mechanisms and to enhance service provider business models.

The horizontal integration process can be summarized as a migration from multiservice networks to multi-network services. The “multi-network” is more than an integration of networks. It can integrate external facilities like time and position information obtained through the Galileo satellites.

Vertical integration refers to the simplification of present multilayer networks in each of the data, control and management planes. Examples are unified control planes (like G-MPLS) that allow for more effective routing and protection while reducing the cost of resilience.

The term also includes the concepts of multilayer design, from service overlays to the physical layer. One example is the design of new radio access technologies where the variability of the radio link has to be taken into account by higher layer mechanisms (the physical layer has to inform higher layers of its status and mechanisms at several levels must interact to attain the best possible operating point). Similarly, security requires an integrated approach incorporating application and lower layers, and service overlays have to interact with the network.

Autonomic networking applies to both horizontal and vertical integration. The need to reduce operational costs is a clearly identified major objective of future management and control architectures. Concepts like policy-based management as well as self-configuration, self-restoration and self-optimization become mandatory when the number of devices and the complexity of their interconnection grow. These concepts are not well-defined today and related mechanisms are not natively included in the Internet architecture (the auto-configuration facilities of IPv6 provide very little of the required mechanisms).

In summary, at network level the objectives are coverage and connectivity. In the envisioned future environment, these objectives have to be reached under new constraints: a highly dynamic network topology, composed of very heterogeneous devices some having specific limitations in terms of resources (CPU, power, etc.); a rapid growth in the number of devices and in particular an explosion of the number of wireless devices, with generalized and global mobility; a multi-domain context including operated and non-operated domains; specific requirements in terms of security and end to end quality of service QoS (including robustness). In the next section we focus on the impact of these constraints and on the related need for an evolution of the TCP/IP architecture.
4. A focus on the required IP networking evolution 

The present Internet is based on the following three main concepts:
· Addressing

IP addresses have following main functions:
· identifying a particular end-system, 

· determining a route to a destination IP host,
· identifying a particular flow in an IP host.
· Routing

Routing in the Internet is hierarchical. Inter-domain (or, external) routing provides connectivity between networks (ISPs, Companies, etc) whereas intra-domain (or, internal) routing provides connectivity inside networks. The external routing protocol has to be unique since a common language has to be understood by all networks. Today, the Internet external routing protocol is BGP4.

· End-to-end congestion control

IP follows a connectionless approach. Most of the traffic is carried over two transport protocols: UDP and TCP. Both protocols run end to end, at network end points. The network congestion control relies on TCP. TCP is also in charge of reliable transport (retransmission in case of packet losses).

Major concepts, such as mobility, security and QoS have been added to the original architecture in successive steps. As this architecture was not designed with these functions in mind,  they often perform poorly and do not solve several critical problems.

Moreover, the original architecture was not designed to deal with very dynamic topologies (like those of ad-hoc, mesh and wireless sensor networks), with network mobility or with constraints on the capabilities of terminals like those arising in sensors or other devices that will come into general use in the near future.

Concerning addressing, the fact that the same addressing plan is used to identify end systems, flows, objects, applications, services and individuals is a critical constraint on the development of innovative applications. In particular, it significantly adds to the complexity of mobile architectures introducing a number of problems that remain unsolved today.
The external routing protocol BGP4 is a key component of the IP architecture. Its limitations currently hamper the introduction of innovative business models between operators and between customers and service providers. Moreover, it does not provide the functionalities required for end-to-end traffic engineering offers no means for the flexible provisioning of services with controlled QoS.

There are a number of issues with current transport protocols. For instance, TCP is not well adapted to very high speed networks, the identification of TCP/UDP flows brings high complexity in the development of innovative applications and services, the congestion control algorithms of TCP are not adapted for future multiservice networks and do not perform well over wireless links or in the contexts of multi-homing and vertical handover.

The above examples demonstrate the emerging limitations of the fundamental concepts of the Internet architecture and suggest that they cannot be removed by simple incremental evolutions. This leads us to believe it is necessary to follow the so-called green field approach to define a new network architecture unhindered by the constraint of remaining compatible with the current Internet.
5. The Future Internet Architecture

In the present section we rapidly enumerate a number of properties the future Internet architecture should possess. Clearly, these are just preliminary proposals based on the preceding discussion.  They will be developed and extended over the coming years in a worldwide research effort that is currently in progress and rapidly gaining momentum.

1. The Future Internet architecture should introduce adapted addressing plans at the different levels and specify their inter-relationships in a global mobility oriented architecture. This will avoid existing problems related with mobility, facilitate the deployment of innovative applications and services as well as significantly simplify the functionalities of inter-working devices like NATs.

2. New routing paradigms, related with the various addressing levels, must be introduced. Routing at service and network levels should interoperate. Mobility, topology variation and device heterogeneity must be considered as a major design criterion. New routing metrics, such as trust, have to be introduced in this general context accounting notably for the fact that, in future networks, not only traffic will arrive and leave the network but also devices. Network coding can be used synergistically with routing to improve network efficiency. 
3. Mobility of users, terminals, applications and networks and multi-homing have to be integrated within the architecture. Mobility will be considered as a standard feature rather than a constraint that reduces network performance. The architecture has to include wireless devices as the norm and scale to hundreds of billions or even trillions of devices. The global architecture will incorporate the concepts of wireless sensor and actuator networks, wireless mesh networks, ad-hoc networks, vehicular networks, personal networks and tomorrow's interplanetary networks. The range of technologies and local networking solutions requires that phenomena like disconnection and disruption have to be taken care of within the architecture. Facilities must be provided for applications that are tolerant of potentially large delays.

4. The new architecture has to incorporate required security functionalities to satisfy a number of different types of trust requirements. It should protect data against disclosure and corruption, protect the identities of individuals, devices and other objects and protect the global system against attacks. Security policies have to be manageable in a flexible approach and end users should have the possibility to partially participate in their definition. Content protection through DRMs and the inter-working of heterogeneous DRM approaches is a major problem even today.
5. The network should provide different levels of robustness and service definition should include the required degree of robustness as an attribute. Robustness has to be understood here in terms of resilience to failures, to attacks and to quality degradation. At the higher levels of robustness the network should be able to support any type of critical applications.

6. Innovative mechanisms for resource control, traffic engineering, traffic management and traffic control have to be introduced to facilitate innovative service deployments, including "infinite bandwidth" services, over a network with finite resources. These mechanisms have to be designed using a cross-layer approach, taking into account the information provided by both lower layers (like radio link status, spectrum availability, interaction with cognitive radio approaches, etc.) and upper layers including service overlays and middleware. Original approaches and tools for network and resource planning are required in the new dynamic topology environment.

7. Operation and management must be simplified. Self-organization is clearly essential for that part of the network composed of wireless sensors, wireless mesh networks, ad-hoc networks, home networks, etc. However, even for operated networks, reducing operational costs is already a major architectural objective. The introduction of autonomic networking is one way for the network to self-organize to provide the required functionalities when needed, as triggered by evolving user requirements. 

8. All the functionalities and mechanisms described above have to be designed in a global and integrated approach to ensure the required simplicity and level of performance.  
Chapter 2-Network Architecture Evolution
This chapter is composed of three sections. The first one is devoted to new networking paradigms; the second concentrates on the particular case of access networks evolutions whereas Section 3 is devoted to future Core and Metropolitan area networks. 
Section 1- New networking paradigms
Three topics are covered in this section (in this first version of the document): the role of IPv6 to facilitate in the short term home networks deployments, a long term view on IP networking evolutions and a global view on wireless sensor networks and related open problems.

1- IPv6 and Home Networking
Author: Laurent Toutain - ENST Bretagne

IP basic

Nowadays IP is widely used and it has become the dominant protocol for computer communication. The next challenge for IP protocol is to integrate other domains such as: telephony, television, mobile applications and so forth. Before going forward into the Internet evolution, a look backward into the past will help to understand the possible evolutions. The success of a network protocol is not the protocol by itself but its spread, i.e. more the protocol is used, more it becomes predominant. This is referred as the Metcalf’s law, which states that: “The value of the network is the square of the number of users”. Internet has succeed in reaching a large number of users because since its origin interconnection was an important feature. IP packet can be viewed as a general format readable by every router and end system for exchanging information. Uniquely global addresses are allocated to each equipment to allow communication among them on the network.

In the early days, the IP success was also due to the easy way unique addresses were allocated to sites (like campus or companies). Some simple administrative rules allowed universities and research centers to obtain a global address, allowing the users to exchange contents. The use of the web made the demand for IP addresses increased as the network access were easily gotten. At this time other layer 3 protocols were used as IPX or NetBIOS. They were the IP competitors but they had some more advanced functionalities like: host auto-configuration or service discoveries. They were slowly pushed away from the networks because they cannot provide global interconnection.

The first IP addressing scheme was only designed to maintain uniqueness for addresses allocation. It showed some weakness due to a lack of scalability, large parts of the addressing space were lost and router had to maintain too many states. This flat addressing plan was changed to a hierarchical one in 1994, which is still in used. At the same time, IETF decided to use private addresses, which led to Network Address Translation and started the process of designing a new protocol. Private addresses have reduced the need for global addresses, giving a possible result for some studies that forecast the IPv4 address space exhaustion for 2010. Also private addresses need the use of NAT, which leads to two major disadvantages: equipments behind a NAT cannot be joined directly and they do not know their public addresses. This makes peer-to-peer protocol difficult to implement, even if some architecture have been proposed leading to complex and sub-optimal data path. 

The new protocol designed by he IETF was a new version of IP protocol, called IPv6. IPv6 can be viewed as a simplification of the IPv4 protocol. IPv6 has been designed to transport information as fast as possible from one point in the network to another. Features that where not widely used in the IPv4 protocol have been removed. Address space has been considerably extended since the sizes were increased by four. This removes almost all addressing constraints.

It is important to make a difference between a packet format and an addressing scheme. In 1994, the way the prefixes were delegated and processed by the network changed, but the IPv4 packet remained the same. Nowadays, with IPv6, the packet format has changed but the same principles are applied to addresses management. Routing protocols are just adapted to take into account the new address size. In one hand, packet format is designed to last as long as possible without any modification and give a common format among all equipments to allow inter-exchange. On the other hand addresses are just an instantaneous view of the network topology and must be continuously adapted to its changes. 

This will have an impact in the applications and protocol design. In IPv4 addresses are considered stable on time. In IPv6, user must avoid to directly manipulate or store IPv6 addresses in database. Nowadays, it is not always the case, for instance addresses are most of the time manually stored in DNS databases. In a transition period this can be acceptable, but as explained in the rest of this document, protocol development or enhancement must avoid direct manipulation of network addresses.

To move from IPv4 to IPv6 is not straightforward since applications, operating systems, routers have to be modified to take into account the new IP protocol version. Taking into account Metcalf’s law, there is no current benefits to move to IPv6, since all the information is accessible trough IPv4 protocol. Dual stack approach can break this effect, IPv4 (even using private addressing and NAT) can be used for existing applications and IPv6 for innovative applications.

This paper studies the impact of IPv6 integration in different parts of the network. It is divided into three parts: the first one describes the core network, where performances in forwarding and routing packets are the essential factor. The second part is related to Internet Access Provider, which adds to the core network criterions some considerations on IPv6 prefix delegation and authentication. Finally, site architecture is studied where the impact of IPv6 will be higher since network auto-configuration and applications have to be enhanced to generalize IPv6 to other domains than computer networks. 

Core network

As stated before, the way IP addresses are managed is very similar in IPv4 and IPv6. This will evolve in the future as network topology will change or new routing concepts will be introduced. But currently, this means that the impact of IPv6 in core network is very limited. If core routers have network processors managing efficiently IPv6 packet format and routing tables, the only modification is to adapt routing protocol to IPv6. If core network equipments cannot process efficiently IPv6, some techniques based on MPLS, L2 VPN and in some case tunneling, may help to handle efficiently IPv6 packets.

Access Network

IPv6 is nowadays implemented in many components, operating systems and even in several applications, but end-to-end IPv6 connectivity is still missing, especially because very few Internet Access Providers (IAP) offer IPv6 connectivity and prefixes allocation. The IETF and some companies have defined and/or developed transitions tools like: 6to4, Tunnel Broker or Teredo, but these tools concern either experimented users or do not offer all the IPv6 benefits (always-on, machine to machine communications,...) to build applications. Furthermore, some of these solutions may also lead to some security threat. Recently, the IETF opened a new working group called Softwires. This working group studies two problems: 

· The mesh problem can be viewed as the opposite of 6PE: v4 peering is established using iBGP routing protocol, edge routers are aware of IPv4 prefixes and tunnels or MPLS LPS can be created automatically from one edge to the other to forward IPv4 packets. 

· The Hub and Spoke model is more interesting since it allows in a short period of time an IPv6 access very similar to a native IPv6 access. To give the access no new protocols need to be defined: L2TP offers a lot of good properties such as strong user authentication through PPP CHAP protocol, NAT traversal since L2TP relies on UDP,…  

For the Hub and Spoke model, three kind or architecture has been defined:

· A single equipment wants an IPv6 address on an IPv4 network,

· Locate IPv6 access functionalities on a stand-alone and cheap equipment (called Softwires Initiator or CPEv6) to avoid relying on desktop computers. Since IPv6 implies to be always on, the CPEv6 has not to be switched off.

· Merge CPEv6 and CPEv4 functionalities into a single equipment.

Several usages and objectives have been identified by Softwires:

· Allows IPv6 connectivity for devices connected in a Small and Medium Enterprises and Home network, in a very easy way, nearly without configuration from the user,

· Allows the introduction of IPv6 demonstrators on existing IPv4 network infrastructure.  For instance, this allows an R&D division to add features to existing products and to make demonstration to business units.

· Anticipates new usages. The connectivity offered by the Point6Box is very close to native access. Currently, new applications such as machine to machine communication relying on auto-configuration features and service discovery can be tested.

· Manages an IPv6 network to discover missing features and debugging existing software to improve quality and reduce exploitation costs. Experiences learned during the transition phase must be directly reused when IPv6 will be run on native infrastructures.

· Uses open source software for CPE and PE and extend functionalities when needed.

· Uses only fully standardized protocols, such as L2TP, PPP, DHCPv6, etc.

· Be able to run over any IPv4 infrastructures (any NAT solutions) to provide a transition tool to IAPs compliant with future native access architecture.

Softwires connectivity will disappear when full connectivity will be established in the access network.  During that time, tunneling will have helped to debug existing implementations, to explore new ways of managing IPv6 networks and to develop missing applications. One possible transition scenario is the integration of Softwires software into existing CPE, and continues to tunnel IPv6 until all the provider networks have been updated to manage natively IPv6. At this time, complete transition will mean merging of IPv4 and IPv6 AAA databases.

For a management point of view, the main difference between IPv4 and IPv6 comes from the address delegation. In IPv4, the IAP provides directly an address to the CPE. In IPv6 only the first part (i.e. the prefix) is provided, stateless auto-configuration mechanisms fulfill the prefix by concatenating the Interface Identifier. The modification will be mainly on the AAA values returned when a user log in. Interaction with core network routing protocol and returned prefixed will have to be studied carefully to lead an stability in allocated prefixes and not overload routing table with prefixes.

Some over problems are raised by Softwires architectures. These problems can be artifacts related to the use of tunnels because they do not appear in dual stack approach, but if Softwires solutions may last for a long period of time before getting full dual stack or IPv6 only networks, reliability and load balancing should be studied.

Home Network

Home networking is a very good example of an emerging application. Lots of efforts have been made, especially in Asia, to introduce an IPv6 stack on household appliances or audio- visual equipments. The IPv6 integration and the protocols evolution can be smooth. Currently Home Networks are very simple and are composed of a single link where Ethernet and Wi-Fi are bridged. Auto-configuration for IPv4 is obvious; a DHCP server located in the CPEv4 can allocated private IPv4 addresses to equipments requesting it. If other routers are introduced in that network, the configuration becomes more complex and the user must have some network knowledge. The Softwires Hub and Spoke approach allows a simple integration of IPv6 in this architecture; dual stack will be generalized (either in wireless or wired networks). IPv4 will still be accessible but generally trough private addresses and NAT. IPv6 will provide full connectivity and end-to-end applications.

Even if the size of the network is limited to a house or an apartment, the network topology may be complex due to the different technologies used to transport information. For instance, a digital camera and a TV set can be connected through an IEEE 1394 bus. The introduction of the IPv6 protocol between the link layer and the video will be totally transparent for the user. If a router is connected between the IEEE 1394 and the home network, the video flow can be sent to any equipment in the Internet network. Even if the size of the network is limited to a house or an apartment, the network topology may be complex due to the different technologies used to transport information. As stated before, IEEE 1394 may be used to interconnect audio-video equipments. Power line may be used to control equipments like light bulb, shades. IEEE 802.11 wireless networks or the Bluetooth technology may be used to connect computers, printers and PDA. Cabling constraints are very restrictive in a home environment since address allocation is very limited. The use of IPv4 leads to a centralized approach. A set-top box is used as video server and connects every possible network from the house. However, to be efficient, networks must be installed where equipments are running and not the contrary. The topology of the network should evolve dynamically, as for example; Bluetooth devices may leave or enter the network. The dynamism and the lack of knowledge may lead to physical loops. The home network may also be multi-homed, since several accesses (GPRS, ADSL, . . . ) managed by different ISPs may be available at the same time. 

It is obvious that in case of home usage, the network must work without any knowledge from the user. Bridging these different medias could lead to a very inefficient network. Protocols like spanning tree can avoid loops, but without a careful configuration the use of available bandwidth will not be optimized. Bridging is also very technology-restrictive since layer 2 protocols must support the same addressing space and a compatible frame format. Routing is more adapted to traffic engineering but implies routers configuration. In IPv4, this means configuration from the user to adapt routing to his topology. In IPv6, the size of the address field allows more flexibility and ease routers auto-configuration. When routers are auto-configured with prefixes, standard IPv6 stateless auto-configuration can be used to configure equipments connected to links. 

This lead to the definition of a new routing protocol family designed for home or SME networks. Current Internet routing protocols have been designed for large networks and to handle properly scalability factors. Home and SME networks have to take into account new functionalities if IPv6 protocol management has to be invisible from the user. This new routing protocol family may have to reduce scalability constraints and include new properties. Home and SME networks may have the following characteristics:

· No network knowledge from the users

· Complex topology due to the absence of knowledge from users

· Limited number of links, routers or equipments

· Intuitive results: for instance if a user add a link or a router on his network, the network performances must be improved

· Include unicast and multicast routing

· Manage dynamicity of the network, partitioning and merging

· Require few CPU power of memory to be integrated in cheap equipments

Auto-configuration in IPv6 network is a major feature to deploy this protocol in new areas. Router auto-configuration can be done using a hierarchical DHCPv6 Prefix Delegation mechanism, but this solution does not handle easily network merging or multi-homing. Router auto-configuration can be included into routing protocol leading to a more flexible and distributed approach as shown in [AINA2005]. Some prototypes have proved the feasibility concept [Chelius, Globecom2005], but they have to interact more closely with routing protocols. 

Another feature not currently included in routing protocol is the multi-homing management. Providers practice e-gress filtering; the first router will drop packet with a source address not delegated by the IAP. In IPv4 when a site is connected to several providers, the easiest way to handle multi-homing is to use one NAT per provider. Internal addressing scheme is private and packets are routed to the closest exit router, which will change the private source address with the appropriate one. This means that equipments cannot select the IAP. In case of a site connected to an UMTS network and ADSL Provider, packets may leave through the UMTS network, even if costs are higher and quality of service lower. Currently IPv6 does not manage completely properly multi-homing. To reduce the size of the core routing table, it has been decided that equipments in a multi-homed site will have an IPv6 address per provider.  When equipments send packets, they must select a source address among those assigned. The first problem is to forward packet to the appropriate exit router. Current routing protocol use only destination addresses and most of the time a default route leads to exit routers, some metrics decides which exit router must be involved. Routing protocol for stub network should take into account source address prefix to lead to the appropriate providers. 

Address source selection can be an opportunity to extend Always Best Connected (ABC) principle to networks. In ABC, equipments have several interface and applications select the appropriate one. In multi-homing situation, equipments may have a single interface, but several addresses, reflecting the attachment of the network to several providers. If equipments can obtain providers networks characteristics, they can select adequately their source address to route packets to the appropriate network. This scheme is compatible with the shim6 architecture defined at the IETF.

Conclusion

IPv6 is not a completely new protocol, but just a new version of the IP protocol, with some small modification to the addresses scheme. The main difference comes from the way they will be managed. In IPv4, providers manage addresses; in IPv6 they will manage prefixes. If the impacts are small in the core network, some protocol enhancement will be required for IAP, but protocols already exist and changes comes mostly in the way they will be organized. In stub area, new protocols will have to be designed to handle networks and applications auto-configuration. This will allow hiding IP to the application and will have also an impact on embedded systems and machine to machine communication.
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There are many studies, research projects, publications and speculations about the future IP network architecture. As the number of factors and requirements becomes large and large, the picture to depict the whole architecture becomes more and more complicated. This also mirrors the reality of IP network development that more and more functionalities are added into the architecture, but the architecture becomes more and more complicated. Complications lead to potential failure, cost and security problems. This paper gives a prospective view on the future Internet.

1- The fundamentals of IP network architecture 
Fundamentally, Internet Protocol (IP) is a protocol. It is a successful protocol defeated many other protocols for internetworking in the history. It defines format of the IP packets and functionalities of how to deal with each of these packets in the Internet. The IP relies on networks (including LAN, WLAN, MAN, WiMAX, etc.…) to transport its packets, and provides end to end connection services to its applications (including WWW, Email, streaming, VoIP, etc.). Many new network technologies also try to provide efficient transportation of IP packets, due to widely use of IP networks and applications. 

Vertically, the IP network architecture can be divided into three functional groups (network technologies at the bottom, IP architecture in the middle and applications at top). Horizontally, IP networks consist of terminals (hosts) and Internet (subnets and routers). The terminals provide services and applications. The Internet tries to meet the requirements of the terminals.

Obviously, mobility is better provided by wireless technologies in terminal access networks and high network transmission capacity is better provided by optical fibre. In addition, we are seeing the convergence of network terminals (computer, TV and telephone).

2- The scope of IP network architecture

The scope of “IP network architecture” should be focused mainly on the network protocols and related development in standardisation and evolution activities. This provides flexibility to allow new services and applications (including terminals) being developed independently using the IP network architecture. It also provides flexibility to allow new network technologies to be developed to support IP network architecture.

The development of network architecture has profound impacts on networking technologies and new services and applications. So far, the development of IP network architecture is evolutionary and slowly. Until recently, the principles of IP networking have not been changed in term of packet format, Internetworking and applications. 

Due to the explosive expansion of Internet from 1990s, the speed of IP networking evolution has speeded up significantly and reached a critical point beyond the original design of the Internet. These lead to new development of the Internet evolving towards new Internet protocols, new services and applications and new networking architecture for the future. 
Taking into considerations of new services and applications as well as new technologies, the future IP network architecture should cover the following domains:

· To achieve good understanding of networking evolution processes that many network protocols and architectures in the past evolved into the current IP network protocols and architectures (learn from experience)
· To study the current IP network evolution, particularly the transitions from IPv4 to IPv6 and new mechanisms for supporting Quality of Service (QoS) and security. (recent new development)
· To study the internetworking of legacy networks and the Next Generation Internet (NGI) (evolutionary or revolutionary)
· To study the future IP networking evolution and convergence of computer, TV and telephony taking into new networking technologies including 3/4G mobile networks, wireless LAN, broadband wireless access networks (WiMAX), optical core network, satellite network (DVB-S, DVB-T, DVB-H), personal area network (PAN) and sensor network. (convergence of networks) 
· To study the impact of new services and applications (including triple plays of TV, telephony and computer) on the IP networking evolution, particularly those generated by the 3/4G user terminals, peer to peer, content delivery, VoIP and related services and applications . (convergence of services and applications)
· To study possible new IP networking protocols and architectures towards which future IP network may evolve. (future Internet)
In summary, the future Internet should focus on topics concerning new networking technologies, new services and applications, future network protocols and future network architectures.
3- Mid-term/long term evolution in this area

One will see the evolution from IPv4 to IPv6. The IPv6 will enable to Internet to overcome the problems of IPv4 including:
· Small IPv4 address space.

· Network Address Translator (NAT) to map multiple private addresses to a single public IP address.

· Maintain large routing tables of Internet backbone routers. 

· Complicated network configuration.

· Security at the IP level.

· Quality of service (QoS).

This new version of Internet Protocol (IPv6) previously called IP-The Next Generation (IPng), incorporates the concepts of many proposed methods for updating the IPv4 protocol. The design of IPv6 is intentionally targeted for minimal impact on upper and lower layer protocols by avoiding the random addition of new features. The following are the features of the IPv6 protocol:

· New header format

· Large address space

· Efficient and hierarchical addressing and routing infrastructure

· Stateless and stateful address configuration

· Built-in security

· Better support for QoS

· IP multicast

· New protocol for neighboring node interaction

· Extensibility

IPv6 has 128-bit (16-byte) source and destination IP addresses. Although 128 bits can express over 3.41038 possible combinations, the large address space of IPv6 has been designed to allow for multiple levels of subnetting and address allocation from the Internet backbone to the individual subnets within an organization. 

IPv6 global addresses used on the IPv6 portion of the Internet are designed to create an efficient, hierarchical, and summarisable routing infrastructure that is based on the common occurrence of multiple levels of Internet service providers. 

To simplify host configuration, IPv6 supports both stateful address configuration, such as address configuration in the presence of a DHCP server, and stateless address configuration (address configuration in the absence of a DHCP server). With stateless address configuration, hosts on a link automatically configure themselves with IPv6 addresses for the link (called link-local addresses) and with addresses derived from prefixes advertised by local routers. Even in the absence of a router, hosts on the same link can automatically configure themselves with link-local addresses and communicate without manual configuration.

Support for IPSec is an IPv6 protocol suite requirement. This requirement provides a standards-based solution for network security needs and promotes interoperability between different IPv6 implementations.

New fields in the IPv6 header define how traffic is handled and identified. Traffic identification using a Flow Label field in the IPv6 header allows routers to identify and provide special handling for packets belonging to a flow, a series of packets between a source and destination. Because the traffic is identified in the IPv6 header, support for QoS can be achieved even when the packet payload is encrypted through IPSec.

The Neighbour Discovery protocol for IPv6 is a series of Internet Control Message Protocol for IPv6 (ICMPv6) messages that manage the interaction of neighbouring nodes (nodes on the same link). Neighbour Discovery replaces the broadcast-based Address Resolution Protocol (ARP), ICMPv4 Router Discovery, and ICMPv4 Redirect messages with efficient multicast and unicast Neighbour Discovery messages.

IPv6 can easily be extended for new features by adding extension headers after the IPv6 header. Unlike options in the IPv4 header, which can only support 40 bytes of options, the size of IPv6 extension headers is only constrained by the size of the IPv6 packet.
4- Major Open Problems

The major open issues remain on IP networking evolution:

· What is the IP networking beyond IPv6?

· What is the future network architecture?

The traditional notion of network architecture allows abstract descriptions of resources and relationships to design hardware architectures and/or computer software systems in the computer communication networks. This resulted in the development of “design philosophy” to accompany the design of the algorithms and protocols for the Internet. This philosophy was elaborated over time to create the complete original architecture of the Internet protocol suite.
Network architecture can be considered as a set of high-level design principles that guide the technical design of the network, especially the engineering of its protocols and algorithms. 
The architecture can only provide a set of abstract principles against which we can check each decision about the technical design. The role of the architecture is to ensure that the resulting technical design will be consistent and coherent – the pieces will fit together smoothly – and that the design will satisfy the requirements on network function associated with the architecture.
The development of architecture must be guided in part by an understanding of the requirements to be met. It is therefore vital to articulate a set of goals and requirements. The technical requirements for the Internet have changed considerably since 1975, and they will continue to change.

The relationship between requirements and network architecture can be very complicated. While major requirements arise from non-technical issues in the real world – e.g., business models, regulatory models, and politics – other requirements are themselves the product of earlier technical decisions, i.e., depend upon the architecture. As a result, a new-architecture design effort cannot be completely top-down. There is not likely to be a unique answer for the list of requirements, and every requirement has some cost. The cost of a particular requirement may become apparent only after exploration of the architectural consequences of meeting that objective, in conjunction with the other objectives. It therefore requires an iterative process, in which requirements can be re-examined and perhaps promoted or demoted during the effort.
It is also crucial that with the transition of the Internet from research project to mainstream infrastructure the range of applicability of the requirements must be much broader. This implies that fewer and fewer of the requirements will be truly global - applying with the same importance everywhere. Many of the requirements that the architecture must meet will apply with different force, or not at all, in some situations and portions of the network. This makes the development of a single ordered list of requirements, as was done to motivate the original Internet research program, deeply problematic. 

Instead, a new Internet architecture must deal with a multi-ordered requirements set; with many requirements taking on different importance at different times, and in different regions of the network. It seems likely that such a “meta-requirement” will have a significant impact on the technical architecture. Meeting this need represents one of the most challenging aspects of designing a new architecture. The commercialization of the Internet has led to many of the new requirements.

An architecture of tomorrow must take into account the needs and concerns of commercial providers if it is to be accepted and thus to be able to influence overall direction. Examples of these concerns include 
(1) Framework for policy controls on inter-provider routing, 
(2) Recognition that service providers need some ability to see parts of the header for purposes of traffic planning, regulation of usage, etc., and 
(3) Support for a variety of payment models for network usage. 
Internet requirements continue to change. Some important new requirements that may influence the new architecture are as follows.

· Mobility: The Internet architecture should support flexible, efficient, highly-dynamic mobility.
· Policy-driven Auto-Configuration: The Internet architecture should provide auto-configuration of end systems and routers, subject to policy and administrative constraints.

· Highly time-variable resources: The Internet architecture should support resources that are highly variable over short time-scales. This may for example be due to switched backbone links, or due to mobile devices that can switch physical transmission medium as the node moves
· Allocation of Capacity: Architecture of tomorrow must give users and network administrators the ability to allocate capacity among users and applications. In today’s Internet, allocation occurs implicitly as a result of congestion control. The goal has generally been some approximation of “fairness”; all slow down together, but this is not always the right model. For commercial activities, there is a desire to allocate capacity based on willingness to pay. For operational government activities, e.g., disaster response, there is a need to allocate capacity based on priority of task. It is not (always) the role of the network to tell the user how fast to go. The administrator should be able to ask the network for resources, and the network should be able to inform the user if it cannot meet the requests due to resource limitations.
· Extremely long propagation delays: This requirement arises particularly in the proposed Interplanetary Internet, using the Internet technology for NASA’s planetary exploration program. It is an extension of the more traditional “high bandwidth-delay product” requirement; reflecting the fact that both delay itself and delay-bandwidth interactions complicate the architecture of a network.
This discussion has dealt with technical requirements, but it is important to note that there are significant non-technical drivers on Internet design. There are obvious commercial drivers, as network providers learn how to make a profit from the Internet. Increasingly, there are also legal and public policy drivers, including intellectual property law, encryption export law, police surveillance, privacy and free speech, telecommunications laws, charging, and taxation. These are all subject to national variation, since the Internet is worldwide. It is important to be aware of these issues, but our job is to concentrate on the technical requirements within this broader context.

5- Work in progress within the EuroNGI
Works have been in progress within the EU FP6 NoE EuroNGI projects related to the future new network protocols, new network architectures and new network technologies.  

These include the current network evolution focus on the IETF actions to develop new protocols since 1992 to extend the capabilities of IPv4 as a basis for the evolution towards the "Next Generation Internet" (IPng), known as IPv6. It addresses the issues related to the network layer functions of Next Generation Internet (NGI) and the transition process from IPv4 to IPv6. This evolution provides significant extensions including 

· Extended address space from 32 to 128 bit addresses, allowing for a large number of end systems to be addressed for the development to ubiquitous computing and multicast communication; 

· Generalized packet formats by the concept of extension headers allowing packet size differentiation end-to-end and hop-by-hop and jumbo-packets; 

· Flow label marking efficient switching in the core network based on flows to support QoS for real time services and applications;

· Neighbour discovery functions for automatic and dynamic system configuration and address assignments;

· Extended security functions to support authentication and encryption;

· Advanced network architecture to support efficient IP mobility and multicast services.

Therefore, the main tasks include the following topics:

(1) Study the fundamental concepts and their major influences on the architecture and implementation of the NGI, in particular for the co-existence of IPv4 and IPv6 during transition period and techniques including address and header translations, tunnelling and interoperation between IPv4 and IPv6 domains, etc. 

(2) Quality of Service (QoS) related to traffic management and traffic engineering, particularly the Integrated Services (IntServ) Architecture and Differentiated Service (DiffServ) Architecture

(3) Flow label marking concept to support fast switching techniques based on Multi-Protocol Label Switching (MPLS) Architecture 

(4) Service level agreements (SLA) between ISP's and user groups, traffic aggregation and traffic policing to guarantee the QoS for various traffic classes (particularly edge to edge QOS) 

(5) Study Automatic configuration to meet the economic requirements of the carriers, and in the light of ubiquitous communication and ad hoc networking concepts

(6) Set up testbed for experiments and measurement network traffic and QoS due to IP network evolution

The new Internet technologies include 3/4G mobile networks, wireless LAN, broadband wireless access networks (WiMAX), optical core network, satellite network (DVB-S, DVB-T, DVB-H), personal area network (PAN) and sensor network. 
The new services and applications on the IP networking evolution, particularly those generated by the 3/4G user terminals, peer to peer, content delivery, VoIP and related services and applications. 

Due to requirements of new technologies, new services and applications, different traffic characteristics and different QoS, IP networking protocols and architectures may evolve towards to new protocols and architectures. Studies and research are required to address these issues to get a deep understanding of all IP network level functions and their protocols. 
6- Priorities

The future generation Internet (FGI) could not start from scratch, discarding all Internet principles and technology. As in any good science, this research should work from established principles as much as possible. The development of FGI should be divided into three areas: applications and services, network protocol and architecture, and network technologies.
Applications and services should include: TV broadcasting, telephone and Internet (also include mobile TV) and their convergence. There are also some special applications such as global coverage, space applications, grid computing, peer-to-peer, overlay networks, etc. 

Network protocol and architecture should try to
· Examine the areas in which the original architecture is known to have failed, and the changed and changing requirements.

· Exploration and development of some proposed new architectural changes that have already been suggested to meet these requirements
· Consultation with experts in relevant technical areas, such as mobility, economic models, and embedded computing.
· Implementation of a proof-of-concept environment, and iteration based on feedback of the proof-of-concept experiments.
Network technologies should be focused on wireless (radio and optical links) for access networks and optical fibre for fixed networks. There are also complementary technologies such as satellite, HAP, etc.

Requirements in the following four areas must be validated using a combination of simulation, analysis and experiments: (1) scaling issues, (2) heterogeneity, (3) high performance, and (4) interaction with economic and business models.
3- Research Challenges in Wireless Sensor Network Architectures
Author: Augusto Casaca, Inesc-Id

Wireless Sensor Networks (WSN) are key components for the implementation of the concept of Ambient Intelligence. Ambient Intelligence requires ubiquitous computing and the wide dissemination of WSN in different environments will provide the right capabilities for its realization. 

There are a vast range of applications foreseen for WSN. Disaster relief, homeland security, precision agriculture, fire control, vehicle guidance and intelligent building are only some examples of the applications in which WSN are being used. Considering the whole potential of applications and the wide number of developments still needed for the efficient deployment and extraction of significant computing results, research in WSN technology and architectures is a substantial challenge for the years to come.

Here we will only concentrate in the research challenges for the WSN architectures and protocols. Although a fundamental element for the success of WSN, the sensor technology itself is out of the scope for the research in the networking area.

The architecture of a WSN must take into consideration a set of challenges, among them the type of service provided and its quality, the tolerance to faults, the network lifetime and scalability, the programmability of the nodes and the maintainability of the network. Some of the research done for ad hoc networks is a good basis for WSN, but we should not forget that in many aspects WSN have more complex characteristics than ad hoc networks, namely on the interaction with the environment, on scalability requirements and on energy consumption. Therefore, specific solutions are required for WSN.

Having in view the challenges, WSN architecture research is taking into consideration the distributed organization of the network, the use of in-network processing and data aggregation, the data-centric networking approach and the exploitation of location information. The evaluation of protocols for the different network layers, namely the Medium Access Control (MAC), network and transport layers, is also a strong field of research activity.

The sensor nodes capabilities are a key factor for the quality and performance of a WSN. The main capabilities of a node which are of concern are related to communication, processing, storage and energy consumption. All these node aspects will be significantly improved in the coming years. However, one aspect that needs to be taken into consideration is that it consumes much more energy to transmit a bit than to process an instruction. Therefore, the attraction for in-networking processing is easy to understand. 

Data aggregation is widely used in WSN. In this mechanism the data flow from the sources to a sink along a tree structure. The intermediate nodes in a tree aggregate, in some form, the data coming from upstream and it is this aggregated value that is forwarded. Several metrics parameters exist to measure the efficiency of the aggregation mechanism such as accuracy, latency and message overhead. The appropriate definitions of the most suitable aggregation mechanisms, including the functions to be used, the formation of the tree and delay considerations on the transmission of data from the leaves to a node in the tree, are very important for the development of WSN in the near future.

There are several MAC protocols proposed for WSN. These protocols are designed with the main objective of saving energy. For this purpose, collisions, overhead and listening approaches of the medium activity are important MAC aspects to optimize in order to save energy. In many situations the objective of energy saving may be traded off with the achievement of small delay and high throughput. Several MAC protocols have been proposed. Some of them focus into low duty-cycle and wake-up aspects, as it is a good policy to try to put nodes into sleep mode whenever possible with the intent of saving energy. Other MAC protocols are contention based or schedule-based. Despite the vast number of existing proposals there is not a best MAC protocol for WSN and new proposals might be expected. 

The data link layer has the objective of guaranteeing a reliable link between neighbour nodes in a WSN. Protocols at this layer complement MAC protocols by considering two issues not covered by MAC and that are important for the reliability of the link communication, namely error control and flow control. The right definition of the data link protocols is also concerned with energy efficiency. For instance the mechanisms of redundancy and retransmission, which are typical of error correction, need to be optimized to save energy. The use of Forward Error Correction (FEC) and packet-size optimization might also help to save energy. Often the design of the data link layer is considered jointly with the design of the MAC and physical layers, implying a cross-layer approach for the research direction in protocol design.

Addressing in WSN has as main concerns the energy consumption and the overhead of the addressing scheme. These concerns are reflected both at the MAC and network layers. One interesting possibility at the network layer is to allow users to refer to the data they wish to use instead of referring to the address of a WSN node. This is called content-based addressing and it is an attractive possibility for use at the network layer in WSN.  The integration of content-based addressing schemes with appropriate routing protocols is a research challenge.

The research on appropriate routing protocols is also a fundamental issue for multi-hop networks, as is the case of WSN. Different routing and forwarding mechanisms are possible depending on how the destination of a packet is identified. Unicast routing protocols have different flavours depending on how the objective of energy efficiency is addressed by the routing protocol, either on the use of the best possible path or on the use of multiple paths. There are examples of unicast protocols which use distance vector routing on top of topology control, others which maximize the time to the first node outage and, finally, others which try to maximize the number of messages that can be sent before the network runs out of energy. However, research on WSN routing protocols has the challenge of improving the performance of existing protocols and of trying to find a more unified solution. Also the techniques for broadcast and multicast operations in WSN are subject to intense research actions nowadays. Basically these techniques try to restrict the number of forwarding nodes as much as possible while guaranteeing that all the nodes (broadcast) or the addressed nodes (multicast) still receive the data.

The concept of data-centric networking is a useful alternative for routing in WSN. The focus is on data instead of addressing individual nodes and it is related to the concept of content-based addressing. It is the data that controls the interaction of the nodes in the WSN. Different approaches exist to implement this new paradigm and most of them rely on the use of publishing named data. The use of geographic routing by addressing nodes in a given region is also a novel approach for WSN whose applicability requires further study.

At the transport layer, the main concern in a WSN is reliability. However, reliability in a WSN is not only guaranteed at the transport layer, but also in other lower layers leading to the concept of cross-layer design. In this concept the design of the protocols at the different layers is done jointly, thus the reliability in a WSN may be obtained by a set of cooperating functions in different layers. The use of single path or multiple paths is also explored by the different transport protocols planned for WSN. One point of discussion is the appropriateness of TCP for WSN. This has been discussed a lot and it seems that some agreement exists that TCP is not the most appropriate protocol for WSN, namely due to its congestion-control algorithm, which assumes that losses are due to network congestion and not to link errors.

The determination of the location of a WSN node is a key issue in the WSN design. The localization methods are presently based on one of three different approaches: using information on the node’s environment; compare the characteristic properties of the position with some pre-measured characteristics; use of the geometric properties of a certain scenario for the WSN. There are several trade-offs in the different location mechanisms, namely considering the overhead involved and also possible imprecisions in the method.

Finally, we should refer that there are two other issues that will have a strong impact for the wide acceptance of WSN in the future, they are the support provided for advanced applications and security. The support of applications can be helped by the use of in-network processing and suitable middleware provision. In-network processing goes beyond the simple aggregation of data by trying also to reduce the number or the length of the messages circulating in the WSN. Different algorithms are being proposed reflecting different in-network processing schemes. 

Security procedures for WSN have to be further improved in the future. This is one of the fields in WSN subject to strong research activities and from which new security procedures are expected to emerge in order to avoid denial-of-service situations. Some specific security aspects of WSN deal with countermeasures for the possibility of capturing nodes, of the difficulty in implementing cryptography due to energy limitations and of attacks with the aim of exhausting the energy of the nodes. 

Section 2- Access Networks evolution
This section first presents a global view on access networks evolutions and therefore concentrates on future wireless access networks, including mobility and always best connected aspects, as well as on future optical access networks.
4- A prospective analysis of access networks

Author: Annie Gravey GET/ENST-Bretagne

1- Introduction

A telecommunication network is composed of several network segments: the access network, also called first/last mile is the network segment which is the closest to the user terminal. The Access network is then linked to a Metropolitan/Regional network (MAN). A global interconnection is provided by a backbone (WAN). Network technologies used in these segments differ, due to several factors: 

· the multiplexing factor is very limited, and possibly inexistent in the access network, and increases in the MAN to become very important in the WAN;

· the access segment is dedicated to a given type of clients, whereas the MAN collects the traffic from many types of clients; the MAN aggregates and grooms the traffic from several access networks;

· the WAN handles aggregate traffic only.

This is one reason why access networks are specific and can be addressed specifically. However, there are other reasons why this is necessary, which are related both to recent tremendous technical evolutions and to the modification of the telecommunication marked.

For residential users, close to the end of the last century, there used to be only two types of access networks: a wired access that used the legacy copper wires operated by the phone companies, and a radio access network used for mobile telephony. The same access was used both for telephony (dominant traffic) and for data transfer, which was made possible thanks to low bit rate modems. The rate available to each user was of course rather very low (at most a few tens of kbit/s). 

The situation was better for professional users; they used a specific data connection to access the operator’s network. This connection could be a leased line, or a Frame Relay connection. Large companies also used ATM connections. 

In the last few years, the situation has drastically changed:

· A multiplicity of alternative technologies can now provide access network functions;

· The dominant traffic is now data, and not telephone; even residential users make use of local networks to multiplex traffic flows of different characteristics;

· Incumbent network operators (ILEC) are challenged by other operators (CLEC);

· The frontier between data services and distribution services (television, Video on Demand) is blurring, which implies that new services are expected from network providers ;

· Users are nomadic, expecting a seamless service wherever they are, and mobile, expecting QoS to be delivered even if they currently move (walking, or even travelling in a car or a train).

· There are now multiple kinds of terminals, each with different characteristics, and the user expects the network to adapt itself automatically to the terminal.  

The present document first assesses the impact of the above factors on the evolution of access networks. It then proposes a prospective evolution of these networks and their impacts on communication usage in the near future. 

2- Evolution factors

As we have seen in the previous section, evolution factors cover multiple aspects: technology, market evolution and regulation and evolving usage all play complementary roles.

A cornucopia of technologies

Progresses in communication and networking have been indeed plentiful during the last ten years. 

Convergence has first profoundly modified the backbone technology, which now relies on very high broadband links. Optical technologies are at the core of this evolution which enables now links operating at Tbit/s. In parallel, the transfer mode in core networks has stopped relying on ATM (which does not support the necessary very high rated interfaces) and converges towards either light-weight versions of SDH, or Ethernet. In parallel, packet switching techniques have evolved from FR and ATM to Ethernet, IP and MPLS playing complementary roles. The backbone core is still mainly static, and relies on long term provisioning of circuits. 

Technologies for the MAN segment have also evolved, with some proposals to replace traditional SDH rings by Ethernet rings, but technical advances have been less spectacular.

At the residential user’s side, the simple dedicated interface used in the 90s is now a switch or a router which is a gateway towards the access network. Multiple flows are multiplexed and, thanks to wireless networking, multiple terminals can now be concurrently connected to the network. This has been made possible by the emergence of many LAN or PAN technologies: Wifi (802.11) but also Bluetooth and PLC (Powerline Communication).

In parallel with the technical evolutions of the LAN and the WAN, the access network has been the target of several technologies which are concurrently used. Providing a fixed access network can be done either with Digital Subscribe Line (DSL) technologies that rely on existing copper wires. An alternate technology is fixed wireless, represented by the 802.16 and Wimax standards. Data Over Cable Service Interface Specification (DOCSIS) is another technical alternative proposed by cable-operators to make possible data support on cable networks. These three technologies enable an access rate of several Mbit/s, but generally limited by 10 or 20 Mbit/s even in the best cases. A really disruptive technology consists in deploying an alternate network, relying on optical fibers, and that either terminates at the home (Fiber to the Home, FTTH), or close to the home (Fiber to the Cabinet, FTTC). With these technologies, the access rate can reach 100Mbit/s which can be dedicated in point to point access or shared in the case of Passive Optical Networks (PON).

Radio Access Network (RAN) technologies have also progressed, although the access rate is still significantly smaller than in the previous case. Operational RAN offer an access rate usually in the order, or less, of a few Mbit/s. Note that an alternative to the cellular networking is offered by Wimax covering, although the mobility features are not as sophisticated in Wimax as in cellular networks.

This multiplicity of access network technologies presents a technical challenge to network operators, who need to dissociate the identity of their client from the identity of the access which is currently used. This it one of the roles offered by the IP Multimedia Subsystem (IMS) architecture which supports a single connection plane capable of using multiple access and transport networks.  

Market (r)evolution

If mobile telephony was the major evolution of telecommunications in the 90’s, broadband access is indubitably the major evolution of telecommunications since the beginning of the 21st century.

Indeed broadband access has allowed the convergence of services offered to the residential users: telephony, data and video distribution can now be offered on a single access. This is a major disruption in the service offer landscape, since these 3 types of services used to be offered by different services operators, which operated largely different networks. The European or Northern American client can now access these three services using a so-called “Triple-Play offer” which offers on a single access these three families of services. 

From a user’s point of view, it may not be so very critical to access the three service families on a single access, except if indeed the bundled access provides substantial economies. 

However, from a network operator’s point of view, Telephony Over IP (ToIP) which is bundled in “cheap” Triple Play offers is obviously very disruptive. Indeed, telephony used to provide most of an ILEC revenue; VoIP means that this source of revenue may dry up in the near future, as broadband access is deployed. This forces any ILEC to offer new, enhanced services. A similar analysis can be conducted regarding the disruption of IPTV on incumbent cable-operators. 

These disruptive factors are however currently present only in areas where a real competition exists between operators. This is principally in high density urban areas, due to the following facts

· Cable networks are mostly deployed in densely urban areas;

· Very high broadband access through DSL  is only available if the clients interface is close to the DSLAM;

· CLECs deploy equipment mostly in densely populated areas where they can hope for a rapid ROI

On the other hand, since most of the early adopters and of the high revenue clients do live in that type of areas, the disruption of the telephony market and of cable television through the development of “triple-play” broadband access is a major economic factor regarding the residential market.

One notes here that this disruption is not as significant for the professional market, with the notable exception of the SME/SOHO market segment. Indeed, network access for the professional market relies on more traditional, MAN-like access technologies.
Market regulation

At the beginning of the 21st century, access networks were still mostly in the hands of traditional incumbent telecom operators, especially in Europe where historical operators, which used to be in a position of monopoly, still are major actors in this arena. 

This has changed in the last few years, due to a conjunction of technical opportunities and market regulation decisions. Technical advances described previously have enabled CLECs to build green field networks using leading edge technologies while cable-operators were also in a position to challenge telecom operators. Market regulation has broken monopolies and has promoted competition between these players.

One major finding is that telecom operators have to rely on access in order to survive; the recent takeover of ATT by the RBOC SBC is but one example of this fact. 

Another is that a national situation in terms of broadband access availability, although being dependent on technology, depends largely on the national regulation structure and more generally on public sector intervention. For example, optical fibre based access deployment in Asia (South Korea and Japan) have been driven by direct subventions or incentives. Actually, several options regarding broadband access are currently open:

· Publicly funded (e.g. South Korea)

· Public incentive to operators (e.g. Japan)

· Private investment protected by regulation (e.g. Version, in the USA)

· Purely private investment (e.g. Free in France)

However, a purely private strategy does not seem to be viable today when an alternate access network has to be deployed, except in some densely populated urban areas. This is probably the reason why fibre access network deployment largely depends on the regional area/country.

This shows the major role of public investment and either national or regional (i.e. European) regulation on the future of very high broadband access deployment technologies, especially if high broadband access is intended to be in the long run a universal service (e.g. similar to mobile telephony) and not a service reserved to the wealthy urban client.

Usage evolution

Looking back to the near past, we can observe that it is the technology that has made possible the emergence of new usages, and not the reverse.  Indeed, Graham Bell intended that his invention would facilitate listening to concerts, not replace letters. Originally Tim Berners-Lee did not envisage that his nice information retrieval tool would revolutionize Internet usage. However, not every new technology generates a significant level of usage: for example, although visiophony has been available as a service for many years, it has not yet generated a significant level of usage.

So, what has the development of broadband access generated in terms of usage? It may be easily argued that peer-to-peer (P2P) audio/video file sharing is the major type of applications riding today on the existing residential broadband network (more than 50% of the traffic riding on the Internet is of this type). This in turn has a huge impact on the musical market and already threatens the video market. Similarly to phone and web usage, the technology made this usage possible, and P2P usage adoption grew unexpectedly.

The only conclusion one can thus tentatively propose here is that the “killer” usage of very high broadband access is yet unknown. It may well be a generalization of P2P video file sharing, unless document protection techniques significantly progress. But it may also be unexpected services such as evolutions of existing services, or even brand new usages. 

Telecom operators do hope that their offer of TV distribution and VoD shall be the dominant new usage generated by very high broadband access; this is why they present themselves as would-be content distributors. But it may well be that something very different happens, such as e.g. generalization of personal blogs, home TV, home video control, and very dense games on line…..

3- Prospective on access technology, deployment and usage

From a technological point of view, access is already one of the hottest issues, and is likely to remain so in the near future. Indeed, the future of globalized operators is where they can reach the residential customer, which is the access. Therefore, innovations are always requested both in the service creation and deployment, and in access technologies that allow operators to offer easier and better access experience to the users.

Impact of market on access technology

The only real competition between access technologies is the one that exists between the technologies stemming from the distribution world versus those stemming from the telecommunication world. 

Indeed, when the telecom alternatives are considered (DSL, optical, fixed wireless, cellular) the technologies seem to be more complementary than concurrent. Optical access (or a hybrid of optical and DSL access) are the surest telecom bet promising a very high broadband access to the residential market. They do offer a significantly higher rate than fixed wireless or cellular access, due to the fact that the radio spectrum is limited by nature. On the other hand, these last two classes of techniques offer a promising solution for sparsely populated areas, in which it would be too expensive to build an optical access network. 

Moreover, it is true that DOCSIS systems enable a cablo-operator to offer services similar to the ones enabled by e.g. a PON based access: the downstream traffic can be broadcast, while the upstream traffic requires a contention mechanism to share the medium. 

Therefore, one can predict two very different situations depending on the strength of the cable market. In areas in which cable access is available, there can be a healthy competition between cablo-operators and telecom operators, without an overlarge intrusion by the regulator. This is illustrated by the current situation in the USA, where several RBOCs have initiated the deployment of optical access in order to compete with a strongly installed cable infrastructure while the regulation over the operators is minimal (i.e. no obligation to share the infrastructure). On the other hand, in areas where either the cable infrastructure is absent, or its quality is insufficient, there is no natural competition between technologies. This leaves us with the following quandary:

· A telecom operator is not going to invest in a very high broadband access network unless it can hope a healthy ROI;

· Since most of the cost of a wired access is due to the cable laying process, it is not a reasonable option to expect several operators to lay cables to cover the same area (except eventually in densely populated areas where existing ducts are readily available).

This would mean that, unless an operator is reasonably sure that it shall not have to share its infrastructure with its competitors, it is not going to launch a large scale optical access network deployment.  

We can therefore expect dominant telecom operators to launch limited deployment of PON, and this in densely populated areas. Indeed, a PON based architecture, similarly to DOCSIS and Wimax architectures requires a centralized algorithm to control contention for upstream traffic. Therefore, it cannot be practically shared since and is thus relatively secure from regulatory demands. 

On the other hand, is PON a future safe access technology? It is not so certain, since it offers a better support to asymmetric traffic than to symmetric traffic. A slightly more costly alternative is an optical point to point architecture, which could be a better choice for any administration ready to publicly fund optical access. Indeed, since the administration would rent the infrastructure to one or several operators, sharing would be possible, and the administration could thus promote competition between the operators.

Depending the trend and speed of regulation, we can then expect either a privately funded PON based access, or a publicly funded point to point optical access. Both models are possible today, and it is up to the regional and national legislator to decide which is the more likely to bridge the famous broadband digital divide.

Metro, the new frontier

As the set of telecom services starts including contend distribution, it is a wise move from a traffic point of view to deploy service head-ends closer to the clients, i.e. inside the MAN segment. Moreover, multicasting makes a lot of sense when distribution video streams. 

Moreover the multiplication of access technologies multiplies the requirements on the MAN in terms of backhaul to the WAN. 

Last but not least, the influence of the professional market makes itself felt regarding the MAN issue: the need to secure data through Storage Area Networks brings new QoS requirements on MAN architectures. 

It is thus highly likely that the current stability in the MAN area is not going to last and that innovative solution are to be deployed to seamlessly accommodate varying traffic patterns with ever-increasing bandwidth and QoS requirements.

However, there is still a great deal of uncertainty on the technology that shall dominate the future MAN. Although it seems pretty sure that optical circuits shall be used, the way they are to be used is less certain. Since availability is one of the main concerns, it seems unlikely that ring architectures are replaced by meshed networks. However, how shall these links be operated? Permanent circuits appear not to be dynamic enough, and a fully electronic packet switching network does not appear to lend itself easily to aggregation. 

Although the future is very unsure regarding MAN, what is likely is that access networks shall be a major driver to its evolution. It may well be that technologies such as Optical Burst Switching which have yet to find operational applications could be envisaged in future MAN architectures. It is also likely that it is in this area that GMPLS could be used in the near future.  This part of the network shall be profoundly modified in the next few years, and its frontiers (with both access and core segments) are likely to become fuzzier, and possibly to move. 

Dumb network or smart network

There is a last uncertainty to be addressed regarding the evolution of access networks. It is the old conflict between computer networks and telecom networks: should the network be “dumb” or should it be “smart”?

Proponents of the “smart” network are found in the ILECs, and are the ones leading the development of the new service convergence architecture, the IMS. In this architecture, every user is known by a profile which is consulted for optimising the service delivered by a globalized service provider.

On the other hand, highly successful services (in terms of deployment) reinforce the “dumb” network proponents: SKYPE is probably one of the fastest deployed services. SKYPE does not rely on a “smart” network, or rather; it uses its own smartness, as any P2P service.

Recent history has shown us that “smart” network oriented deployments could well be used by users that relied on P2P architecture: the dominance of P2P traffic in the Internet and in upstream traffic (probably more than 80%) is but one example of this. 

It is interesting to note a “dumb” network is considered as a utility, similar to electricity and water distribution. 

Content protection is here the key to the future: if content can technically be protected, clients will buy it. Otherwise, it shall be “freely” distributed, using P2P techniques, due to the difficulty of enforcing any content protection law. In that case, it is highly likely that the network shall remain “dumb”, and that advanced services shall not be distributed by large, globalized operators, but by a myriad of small, niche service providers, or new entrants ready to revolutionize service distribution (e.g. Google like enterprises). The network would then be as “simple” as a utility network, where only network access would be offered to the client, with a simple tariff structure that would depend on access rate. Both futures are today possible, and may in fact co-exist for different market segments.

5- Wireless networks evolution 
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The vision 

In our vision of the future wireless Internet access, ubiquitous computing and communication services will be the norm. Users will have access to transparent communication capabilities and services anywhere, anytime and on any device. They will remain always best connected, moving seamlessly and securely between different networks and technologies, and demand access to high-fidelity broadband services whenever possible. The same set of services will be available at home, in the office or on the move, on a wide range of mobile devices including phones, PDAs and laptops. Realizing this vision requires technological advances in many areas: new radio technologies that exploit the spectrum efficiently to increase coverage and capacity in a flexible and cost-effective manner; novel communication protocols that fully utilize the offered bandwidth; multi-access networking technologies; applications that can cope with high variability in connectivity; etc.

At the same time, we are at the brink of an embedded revolution: wireless connectivity is becoming a natural feature of more and more electronic devices, while tiny sensors, actuators and RFID tags are becoming embedded in the environment to offer interaction with the physical world. These wireless networked devices will be a cornerstone of the ambient intelligence vision, where an autonomous and invisible information infrastructure is embedded in our natural surroundings and present whenever needed. Ten years from now, it is likely that embedded processors will have surpassed traditional computers as the most common device on the Internet. The wireless embedded devices will contest for (mostly unlicensed) spectrum and generate new types of data flows with different quality of service demands than traditional network traffic. An increasing amount of traffic in future networks will be sensor and command data generated by these embedded devices. Thus, the embedded revolution will affect the next generation networks from the access to the core.

Technological challenges 
Our vision of the future wireless Internet requires substantial advances in a wide variety of areas, ranging from wireless transmission, radio resource management and traffic engineering to middleware and adaptive applications. We will highlight a few particular challenges, with particular relevance to the work in EuroNGI.

Managing the wireless melting pot

Meeting the increasing demands on ubiquitous wireless Internet connectivity will probably require efficient utilization of multiple coexisting wireless access technologies. There is already today a multitude of radio technologies that differ in transmission speed, mobility support and coverage, ranging from high-speed fixed wireless access in hot spots to wide-area best-effort mobile services. Coordinating the use of multiple radio technologies allows providers to consistently offer superior connectivity and services in a cost-effective manner.   However, different radio access technologies support different business models, and future Internet users are likely to be able to dynamically and simultaneously connect via multiple providers, some of which may even be free of charge. Thus, the wireless Internet access of the future will be a “wireless melting pot” of technologies and providers. 

As the number of access networks and radio access technologies that users can connect with increases, distributed management of the melting pot becomes increasingly important. From an operator perspective, this includes extending admission control, service selection and radio resource management from a single-technology single-operator situation to a multi-radio multi-operator context, but also a wide range of issues including authentication, authorization, accounting, mobility support etc. From the user perspective, this includes the need for protocols that make the best use of multi-provider multi-radio access to obtain reliable connectivity of sufficient quality at the best price. A critical problem will be to devise multi-access solutions that are transparent to the user and easy to manage.

Stretching the limits of wireless by resource-efficient networking

The radio spectrum is, and will remain, a scarce resource. To allow an increasing number of devices and users connectivity at improved bandwidth, we need technologies that exploit the spectrum efficiently to expand coverage and capacity in a flexible and cost-effective manner. This includes the development of networking protocols and radio resource management schemes that make better use of the offered bandwidth in today’s legacy systems, but also the development of novel networking concepts and radio technologies that fully exploit the capabilities of the wireless medium. While wireless access today is predominantly single-hop, the emergence of flexible mesh networking technologies will make multi-hop access increasingly common. We are likely to see a larger number of cross-layer adapted protocols that allow us to fully use the assigned carrier bandwidth, and radically new transport solutions based on advances in network coding will be accompanied by the emergence of more dynamic spectrum access principles. While a large portion of the available spectrum is already allocated, current figures indicate that actual spectrum usage is much lower (figures of spectrum usage in the range 1-10% have been reported). A promising path towards more efficient utilization is to employ cognitive radios, which sense the spectral environment over a wide bandwidth, detect the presence or absence of legacy users, and use the spectrum as long as it does not interfere with the primary user. Together, these techniques could offer order of magnitude improvements in wireless bandwidth. 

At the same time, energy is becoming the single most-important figure of merit. for many wireless devices Current research indicates that the energy cost per bit could decrease by orders of magnitude, possibly to the level where many devices could abandon batteries altogether and use scavenged energy. Such advances would allow pervasive computing on a broad scale and fundamentally reshape the way we think about wireless data access.

Engineering the seamless high-fidelity user experience

The promise of an omnipresent untethered infrastructure is partly about providing sufficient network capacity, but it also involves engineering the user-experience of being seamlessly always best connected. Ultimately, the same set of services will be available at home, in the office or on the move, on a wide range of mobile devices including phones, PDAs and laptops. These developments will need to move beyond specific proprietary services and content (e.g. multimedia delivered by a network operator) to network support for the generic delivery of adaptive and context-aware applications hosted outside the access network. Additionally, providing open support for high-precision localization, allowing every device to know its own position, would enable a wide range of new information services. These include information tailored to users’ physical position, but also accurate tracking of “lost” objects and people. 

Designing the networking support for the embedded revolution 

Today
, most people associate wireless data access to cellular phones or laptops used by humans. However, the emerging embedded revolution will lead to more and more devices becoming Internet-enabled: tiny sensors, actuators and RFID tags are becoming ubiquitously embedded in the environment to offer interaction with the physical world. The next decade is likely to see embedded processors overtaking traditional computers as the most common device on the Internet. They will then count for a considerable part of network traffic. A central challenge will be to develop the infrastructure and networking support for such a dramatic shift in usage pattern. The majority of devices will use wireless access and thus contest with other devices for (mostly unlicensed) spectrum. Moreover, the traffic generated by these embedded devices is very different from the traffic we see in today’s network. Embedded sensors will create short traffic flows, consisting of just a few packets, operating asynchronously in response to events in the physical world. Thus, major changes in the real world might trigger veritable traffic storms, where a large number of sensors start contesting for air space and a huge number of short flows are fired across the network. 

6- Mobility and ABC - Some aspects of the Always Best Connected solution
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1. General environment (By Vicente Casares-Giner) 

The new paradigm of multiple access technologies are becoming part of a common wireless infrastructure. The habits of users are changing with the new wireless technology. For instance, a hypothetic mobile user, one weekly day start working at her/his home, probably connected to an ADSL line, checking urgent e-mails, accessing to the e-newspaper or preparing a Power Point presentation. Eventually s/he will leave the home towards her/his office, taking a fast speed train and during a trip of around 45 minutes s/he will wish to continue on her/his work: answering e-mails, sending documents, fixing the PP presentation after the requirement of some information to Internet, etc. It is quite likely that, during the trip on the train the telecommunication services will be provided by a 3G-UMTS operator. Later s/he will arrive to her/his working place and will resume the activities via a wireless access (WLAN, UMTS, …) or a wired access (xDSL, LAN,  MAN,…).

During the trip from home to the office, our user will pass many heterogeneous access networks, mainly wireless access. The mobile terminal (MT) will perform a set of procedures such as access discovery, registration/deregistration, authentication, authorization and accounting (AAA), profile handling, content adaptation, and attach/detach, among others. The mobile terminal can be any handheld device such as mobile phone, portable computer, personal digital assistant (PDA), etc., all of which can vary significantly in their processing, memory, and battery capacities.

Another interesting scenario is found in telemedicine. In case of an accident, remote sensors can report the first vital constant of the human body and during the ambulance’s trip between the place of the accident and the main hospital, a set of radiographies of the damaged part of the body can be transferred “in advance” to the hospital. This will save time by allowing an advanced diagnosis of the medical team, which could prepare the medical scenario for operation, if needed.

In both cases, the mobile terminals will visit heterogeneous geographical scenarios that will be covered by GSM, GPRS; UMTS, IEEE 802.11, and satellite wireless access networks. Hence, for instance, when the ambulance travels in rural areas, GPRS will likely be the access technology available; in addition to satellite access. When the ambulance enters in urban areas it is likely that the ambulance’s laptops sense the presence of a WIMAX access point. WIMAX provide higher bandwidth at reasonable cost, lower cost than cellular technology. Therefore vertical handovers should be performed due to economical conditions or because of geographical scenarios. Implementation of an Always Best Connected (ABC) solution will allow mobile terminals of next-generation wireless networks to choose the most suitable radio access technology at any instant of time during the whole duration of the session or call.

In this context, mobility management
 is a key issue in wireless communications and mobile computing. In heterogeneous scenarios envisaged for 3G, beyond 3G (B3G), 3G LTE and 4G wireless networks, the interoperability between UMTS, WLAN (WIFI, WIMAX, …) and PCN will be a fundamental requirement to fulfill the ABC solution. Mobile terminals might be able to choose among several access points from a set of different access networks in order to achieve the desired QoS while the mobile terminals are roaming in a wide geographical area.

A plethora of technologies are actually available. Each technology can be used in different scenarios, but integrated in a common future terminal architecture. A basic reference architecture that integrates different technologies in one system is of capital importance. Wireless access networks will form part of basic reference architecture. Wireless access networks proved very successful during the last two decades thanks to their universal coverage and the possibilities of roaming they offer to users. The success of GSM and GPRS technologies lead the evolution towards the UMTS standard, which promises more bandwidth and services for packet based applications.

The integration of these technologies to interoperate together is a very likely scenario that will form part of the next generation Internet. It also poses new requirements and offers new possibilities for mobility solutions to roaming users. This scenario fits with the all-IP world vision that offers interoperability at the IP layer across heterogeneous link technologies. Practically talking, however, once roaming from GSM to UMTS or to IEEE 802.11x, many technical and technological constraints have to be taken into consideration. First, a mobile device will be able to connect through several interfaces to the outside world probably simultaneously for the same communication session or for several connections used by different applications. Handover
 is invoked to allow these communication sessions to continue wherever the roaming user is. In the case of real-time applications extra considerations are given to make the handover as seamless and as fast as possible (especially in the case of fast moving mobile nodes).
2. Summary of related research topics (by Daniel Kofman) 

The Always Best Connected (ABC) concept introduced in the previous section requires mechanisms for, among others: access discovery, access choice (metrics definition based for example on QoS, price, robustness and trust, policies based on user predefined preferences, etc.), registration and deregistration, authentication, authorization and accounting, profile handling, content adaptation to the terminal being use, etc. Several networking problems, as described hereafter, have to be solved.

Each technology has its own mobility architecture. The global mobility for ABC will probably be based on a common protocol that could be IPv6. The present IPv6 mobility approach is not adapted for fast mobility conditions because of its signalling latency. Several approaches have then been defined for IP micro mobility (Hawaii, Cellular IP, Hierarchical IP etc.). We do not consider that this remains a hot topic for the short term since the point is not to introduce another micro mobility approach but instead to integrate existing approaches into and to add the required global mobility solution for ABC. In the long term, the situation may change, for example in the context of 3G LTE networks. Nevertheless, in the long term the IP networking evolution may be more profound, with a clear separation between identification and addressing and evolved routing paradigms.

A more central issue in the short term is the design of evolved location, mobility and management handoff algorithms. They should be based on motion prediction for avoiding the waste of resources (avoiding reservation of resources in areas that the mobile will not transit). This requires adapted mobility models and motion prediction algorithms. New approaches based on the information theory as a model of the uncertainty of mobile future localization have been recently proposed. This leads to a new definition of cell capacity (and more generally of global multi-network capacity) which can allow an important reduction of costs. 

Location awareness is critical as the usage of services depends strongly on the user location. Moreover, in the ABC context, mobility and handoff management require innovative admission control mechanisms and QoS adaptation. The usage of lower layers information to predict future handovers is critical. New handover metrics and decision algorithms have to be defined.

A main question here is the level of distribution of the location management databases. A full distributed approach, based on a peer to peer architecture can be envisioned. A user can inform others, or a centralized handover management system, about her/his location and the networks and environment s/he sees, this information can be used to enhance handover management

Applications based on the mobility of the networks are becoming common. Several architectural and routing issues remain open in this domain. A moving network can have several attachments points to a fix or to different fix networks. Here again the ABC concept become central but the problems to solve become still more complex.

User multi-homing will also generalize in an ABC context as we can imagine that different networks are used to access different “pieces” of a global service. The concept of Mobile Service Provider, that will hide the corresponding underlying complexity, has to be analyzed both from the technological and business points of view. The role of the IMS and the level up to which the IMS has to be “open” remains a key question here.

A key issue of ABC from the business point of view is who will take control of handover decisions. It is therefore critical to understand the possible distributions of the intelligence between the terminals and the networks. A telecom operator will probably try to keep as much as possible the control on multi-domain handovers. This could require the inclusion of mobility intelligence directly in the network equipment. We can imagine routers that will natively deal with mobile protocols and mechanisms. The trend towards a clear separation between network and services planes will maybe never become a full reality. Tomorrow architectures will most probably see a mix of overlays of services and of services’ control embedded in networking equipment. The tradeoffs in this context have to be clearly understood.

7- Optical Access Networks
Author: Sebastià Sallent
1- Scope 

By the beginning of the nineties, the commercial deployment of optical access networks started mainly based on standards and proprietary commercial solutions.  Such networks usually had star or tree topology and so they offer point-to-multipoint communications where the central node or head-end controls the medium access of the end users.

In optical access networks the optical medium is shared among users, especially the upstream channel (from end user to head-end) which access is controlled by the head-end. The users request bandwidth resources to the head-end and this node decides to acknowledge or deny the access to the medium. The downstream channel (from head-end to end user) is broadcast and free of collisions and all users receive the data sent by the head-end. 

At this initial phase, the access medium protocols were based in proprietary TDM techniques and mainly used an optical carrier for the downstream channel and another for the upstream channel. Generally, the optical carrier was taken from the third window for the downstream channel and from the second window for the upstream channel. The medium access control, resource management, and signaling and operation mechanisms, were implemented in devices (modems) that perform base band modulation. The head-end modem was called OLT (Optical Line Terminal) and the user modem ONU (Optical Network Unit) or ONT (Optical Network Terminal). Most of these optical access networks were passive in the sense that all the intermediate elements between OLT and ONUs did not require power supply. 

By the middle of nineties the first efforts commenced towards the standardization of the passive optical networks and this was the beginning of the xPON technologies that were standardized by the ITU and IEEE. 

The first of them was APON/BPON, based on ATM proposed by the FSAN (Full Service Access Network) consortium in 1995 and standardized as ITU-T G.983 (1998-2003). The maximum downstream channel capacity was 622 Mbps. Another one was the GPON technology based on GPF (Generic Framing Procedure), also proposed by the FSAN consortium and standardized by the ITU as G.984 (2003-2004) it offers a maximum downstream channel capacity up to 2.5 Gbps. Finally, the EPON technology (Ethernet PON) proposed and standardized as IEEE 802.3.ah by June 2004, is based on Ethernet technology. 

Also, some active optical networks manufacturers have extended Ethernet technology and elements to the access networks. These active networks are simple and reliable, but are more expensive than passive networks. 

All the mentioned standards describe the medium access mechanism, network elements (ONU/ONT, splitters and OLT), operation, administration, management and protocols syntax. They all leave the optimal assignment procedure at the head-end open to implementation. 

Some features of the current xPON technology are:

· Sub-utilization of the optical medium due to the use of only two optical channels. These channels are designed to take two different carriers: the upstream one in the second window and the downstream one in the third window. 

· Provision of different categories and service classes in order to support triple play services: real time services, elastic traffic and best-effort traffic. 

· Medium access protocols based on TDM defined over each optical carrier.

· Support of transmission rates around 1 Gpbs in each channel in general. 

· No transparency to the core networks, MANs or LANs. The OLT should perform a translation of the access format to the other environment, resynchronize, apply error control, and so on.

· The resource management algorithms located at the head-end is not standardized: they are neither optimal nor efficient. 

· The central or root node (OLT) controls the networks and is in charge of the network signaling which is synchronous. 

· The service provisioning and network management are centralized and are based on simple mechanism that can be improved.
2- Mid-term/long term evolution 

There have been three big revolutions in the Internet. The first two big movements were the convergence of electronics and networks (eighties), and the convergence of information technologies and communications (nineties). 

Currently we are experiencing the third revolution in Internet. It is concerned with the integration of the audiovisual world and networks. In the next ten years. Internet will be able to generate, transport, process, store and show any kind of audiovisual content in a distributed way. The contents could be shown in real time or postponed, and either in a point-to-point, multipoint-to-point or point-to-multipoint mode. This convergence demands wired and wireless access networks that are able to: 

· Be transparent for any kind of information transfer.

· Offer bandwidth adapted to user data requirements. The requested bandwidth may be from a few Mbps to tens of Gbps. For example, high definition distribution services require from 1.4 to 10 Gpbs. by the audiovisual channel. 

· Provide and configure the available resources according to the users’ demands. The provision times should be around a few ms. or even ns. 

· Offer flexible access network topologies. The network should guarantee high availability, low error tolerance and low recovery times and provides an optimal deployment and resource provisioning.  

· Support any kind of logical and physical topologies like star, tree, double ring, double bus, etc. 

· Be end-to-end transparent to any technology. The access networks should converge towards the core network such that the information transfer between both networks or between the access network and the user’s local network can be performed without reassembling packets, resynchronizing, using signalling proxies or translating protocols in the management, operation or maintenance planes. 

· Provide centralized schemes, like the existing ones. Also, the new access technologies could provide a decentralized scheme where the controlling role of the central node or OLT disappears.  

In the next years, the optical access networks will be passive networks like PONs that will utilize the physical (optical) medium with a high efficiency. The access protocols will be based on a combination of time, frequency and code multiplexing. For example, several optical channels could be distinguished by means of DWDM, while each channel could be slotted in time and the users could select their logical channel by TDMA and CDMA techniques.  

The user devices (ONU’s) will access the available resources dynamically. ONU’s will be able to select the downstream and upstream channels available (DWDM carriers), and they could assign the time (TDMA) or code (CDMA) resources of the channel dynamically. 

The resource assignment will be permanent while the user connection is active or there is no degradation on the channel. When the connection finishes, the resources will be available again so that they can be distributed among other users. This means that the time, frequency and code resources are assigned dynamically and distributed among the users according to their requirements established by SLA. The resource assignment should be done in very small time intervals (in the order of ns.).

The dynamic resource assignment requires the design of either centralized algorithms (located at the central node or OLT), or mechanisms distributed among all ONUs that manage the network resources dynamically. 

These new families of access networks have to implement medium access protocols that are able to support any logical o physical topology.  For example, the DWDM-CDMA/CA protocol should be deployed for tree, bus or star topologies among others. 

On the other hand, we should consider the expansion of layer 2 technologies. The switching technologies based on Ethernet have and will have a wide expansion towards the core and metropolitan networks. This will bring the new access networks PON’s to efficiently transport and process layer 2 frames, and the data should be formatted to fit Ethernet frames.  

Summarizing, in the next ten years the optical access networks will be passive networks deployed over any physical or logical topology. They will be able to manage their resources in a centralized or distributed manner. The bandwidth could change dynamically according to the user demands. Data encapsulation will be transparent to the core network. Dynamic resource provisioning will be performed with high resiliency, security, availability and ultra fast recovery.  
3- Open Problems

The next generation of Passive Optical Networks poses a set of new problems that can be classified on:

· Physical level 

· Medium Access Control  protocols

· Framing information

· Resource management

· Reliability, Survivability, and network recovery

· Operation, Administration & Management (OAM) of the network

At the physical level the main open problems can be classified on:

· Proposing new modulation schemes: FSK/IM.

· Designing new switching schemes: circuit switching, optical burst switching, packet switching or hybrid switching.

· Providing bidirectional transmission over one single fiber using WDM-TDMA-CDMA schemes.

· Combining several multiplexing techniques WDM-TDMA-CDMA.

· Designing ranging and synchronization mechanisms.

· Proposing new physical topologies capable to support several multiplexing techniques.

The second set of open problems is related with MAC protocols. The MAC must be designed jointly with WDM/TDMA/CDMA multiplexing techniques for a large number of physical network topologies.  These problems can be depicted as:

· The design of Hybrid Medium Access Control protocols jointly with WDM-TDMA-CDMA offering several service categories and QoS with a metropolitan geographical coverage. Hence, it is required to develop new deterministic or random MAC protocols that provide different quality for services conveying real-time, elastic or best-effort services. These MAC protocols will be designed for either time slotted or non slotted networks, and for either an access geographical area or metropolitan coverage. Also these protocols will be either centralized or distributed.

· The designed MAC protocols will be independent of the physical topology of the access network. Their implementation will be adapted to and deployed for several topologies (bus, tree, dual bus among others).

· On the other hand these new MAC protocols manage the downstream and upstream channels over one single fiber. This leads to a  full bidirectional transmission over a single fiber where all multiplexing techniques are combining simultaneously.

At the framing level, the information encapsulation techniques implemented in the access network will achieve a high degree of transparency. The same kind of frame will travel between the transport and the access network: 

· The framing homogeneity between adjacent networks (transport-access-local) will allow us to increase the throughput of the access network up to several Gbps per logical connection. Consequently, the OLT or gateway, which interconnects the access network and the transport network, will have the framing processing time drastically reduced. In such a way it will not be necessary to re-frame the information when it traverses the network.

The trend is to convey the information using Ethernet frame format. The Ethernet frame will be compatible with minor changes with the medium access protocol of the access network and the core Ethernet frame.

This framing makes the transmission of user information with Quality of Service easy, and it can be combined with additional information supplied by access control parameters, ranging, synchronization control information, or resource management elements.  

Other open issue, perhaps the most important, will be the resource management of the access network. The main points are:

· The important issue of designing new decentralized algorithms that will assign the resources requested by the end users or by the gateway dynamically. These algorithms will control the resources wasted by the connections in real time (channels in the frequency domain, time slots and code words).  This will lead to allocate and reallocate resources as a function of the instantaneous user demands. 

· The response time of this kind of algorithms will be in the ns-ms. scale because of high transmission rates. These algorithms will be very complex because they will control and combine the frequency domain, with the time and code domains.

· The resource management algorithms will allow the network operator and the end user to select resources dynamically according to the SLA, received requests and available network resources.

The last step is to provide new Operational, Administration and Maintenance mechanisms and recovery algorithms that supply high network availability:

· The new recovery algorithms will re-reroute and find new alternative paths quickly in the time scale of ns.

· These new mechanisms will work over different topologies and switching schemes (circuit switching, optical burst switching, etc.).

In the literature we can find several pioneering proposals for next generation of access networks [1], [2], [3], [4], [5], [6], [7], [8], that raise the mentioned open problems. Also, some experimental test beds and platforms have started to be used for the evaluation of new MAC protocols, new multiplexing and switching techniques and advanced resource management protocols [9], [10]. 
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Section 3- Core and Metropolitan area networks evolution
After a global view on future optical core and metropolitan area networks, this sections presents a view on future control planes.
8- Optical Networking in core and metropolitan area networks 
Author: Roberto Sabella, CoRiTeL – Ericsson Lab Italy

Optical communication has evolved from high-capacity, point-to-point links toward full optical networking. Wavelength division multiplexing, originally developed to increase the capacity of the installed fiber base, now forms the basis of flexible optical networking for wide area networks, metropolitan area networks, and possibly local area and access networks. 

After the crisis period of the telecom crash, the area of optical network is experiencing a new momentum, which is essentially driven by new mobile and data broadband services that demand for relevant bandwidth growth and multi-service transport and aggregation capabilities. In fact, this is pushed by the development of high speed Internet access technologies, the combination of telecom, Internet and media services, known as “triple play”, the advanced of Ethernet virtual private lines (VPL) and virtual private networks (VPN) and, last but not least, the fixed mobile convergence in combination with IP Multimedia (IMS). Such a growth of heterogeneous traffic, carried by different network technologies, such as SDH, IP, ATM, and Ethernet, has to be adequately supported by aggregation nodes able to handle such heterogeneous traffic. The role of optical network is crucial for providing aggregation nodes, re-configurable add-drop multiplexers, and optical cross-connects, in the different network segments, such as access, metro, core, and long distance networks. Finally, a crucial role will be played by the control plane of the network which will have enough intelligence to provide fast circuit provisioning, fast restoration and effective utilization of network resources.

There are several areas of research that are worth being mentioned for the realization of future optical networks, as reported in the following.

High-speed transmissions
Advances in technologies allowed the improvement of transmissions by alleviating limitations, increasing the number of wavelengths that can be carried on a fiber, increasing the transmission span, by means of amplification techniques, and improving the performance of a system as a whole. 

The drivers for research in optical transmissions are essentially to further increase link capacity. While the transmission rate of 40 Gb/s is already a commercial reality that needs to be consolidated, the research in this field is aiming at realizing transmission systems at a speed of 100 Gb/s.  To reach that goal, the research is focused not only on the component technologies that will provide the future devices, but even on advanced modulation techniques that could avoid the needs of special fibers and further increase the span budget.

Reconfigurable optical add-drop multiplexers (ROADM)
The ROADM is a key component for metro/core optical networks. The goal in this area is to significantly increase network flexibility, thanks to the reconfigurability of these systems, and to realize several network topologies including the mesh. In this field the technical challenges are focused on the optical technologies that will lead to the realization of such system.

Technologies for integrated devices
Real disruptions could be obtained in the area of those technologies that allow the realization of integrated systems, which include optical amplification. The main driver for such integrated systems is basically the lowering of the cost. In fact, having integrated devices performing multiple functions at the same performance of multiple devices is crucial for lowering realization costs. One of the most promising technologies is the Glass-on-Silicon. 

Aggregation and routing nodes for optical networks
The key challenge for next generation optical networks is realize aggregation/routing nodes able to handle a huge amount of heterogeneous traffic. For that reason a significant effort should be devoted in the analysis of different technologies that will make that possible, such as Network Processors, evolved ASIC and FPGA, Silicon compilers for generic target hardware and innovative architecture of switch fabric that must be independent of the technologies utilized for transporting data traffic (agnostic switches). 

A particular interest is in a new standard that could allow emulating circuit on packet switched networks: the PWE3 (pseudo-wire emulation edge-to-edge). PWE3 is a mechanism that emulates the essential attribute of a telecommunication service (such as a T1 leased line or Frame Relay) over a packet switched networks. It is intended to provide only the minimum necessary functionality to emulate the wire with the required degree of faithfulness for the given service definition.

Optical switching
Optical switches are the basic elements of optical cross-connects (OXCs). There are actually different technologies utilized to realize the core of the optical cross-connects: some based on high speed analog electronic switches (even though the topic is optical switching, the electronic switch is the core of the OXC) some other based on real optical switches. The main requirements for such switches are the possibility of realizing switches of large dimensions, in order to avoid the realization of multiple stages, reliability, and high selectivity (that means very low interference among channels). The fact that electronic switches can be chosen instead of optical ones is due to the fulfillment of those requirements.

In a longer time perspective a specific interest could be devoted to transparent OXC, which means OXC that do not require OEO conversions. In those case wavelength converters technology play a relevant role. Whereas a lot of research activity is being devoted on this field, this topic is not as crucial as the previous ones.

Optical packet switching and optical burst switching
While there are many research labs working on optical packet switching and/or on optical burst switching, there are no industrial perspective for those techniques and related technologies even in a longer time period. In fact, the performance, costs, and reliability of the optical devices employed for such systems seem not adequate to justify the success of such systems. Therefore, unless real technology disruptions occur, it is not realistic to foresee the adoption of such technologies in the next 10 years time frame.

9- New generation control planes, GMPLS
Author: Emmanuel Dotaro
1. A Change in paradigm

During decades, network technologies particularly control planes have evolved independently resulting in strong interworking issues. Emerging generations will observe a change in paradigm considering efficiency requirements and generalized applicability of common control features regardless of the data plane technologies. 

One can list basic reasons for this change: 

· Thanks to the success of Internet, IP technologies are dominant without foreseeable ending.

· Ethernet, thanks to its numerous applications (medium, throughput, network segments...) and its (presumed) low cost properties has become the Layer two of choice without credible alternative able to question the widely installed base.

· There are no (or no more) intrinsic needs for so many layers and the resulting complexity.

· There are no intrinsic needs for having separate infrastructures according to the service delivered. This leads to convergence between data and telecom but also fixed/mobile convergence.

· A converged infrastructure leads to support of analogue control capabilities coming directly from traffic and services constraints.

· Despite IP domination there is no need to distribute the datagram routing in every place in the network but have IP friendly transport.

While mitigations about above statements may always be legitimate, acquired experience make disruptive alternatives hard to demonstrate. 

A more questionable basic statement is the need of Traffic/Network Engineering (TE) capabilities, not actually from the theoretical potential gains but from concrete deployment of such tools. Nevertheless we will take the assumption that given extended capabilities but also associated accurate tools, networking will take benefits of existing and advanced TE features.

In following sections, operation simplification while facilitating the delivery and the emergence of new services using a common infrastructure will be considered as primary requirement.

2. From unified towards integrated control, the GMPLS challenge

Started from the idea of an IP centric Control Plane for optical networks (MPS itself extension of MPLS), Generalized Multi Protocol Label Switching (GMPLS) has created the foundation of the unique candidate for a unified control plane. By its unified properties GMPLS allow usage of identical semantics and common protocols for various data plane technologies from packet to fibre.

As per requirements stated in previous section, GMPLS is IP centric, applicable to a wide range of technologies (if not all) including Ethernet. GMPLS gives an entire set of TE features fulfilling any requirements in this area. Last but not least, GMPLS is applicable in numerous interworking models. Here, one has to differentiate the unified control optimizing interactions between separated controlled domains from the full integrated model where a single control entity is capable to operate on several layers in the same time. 

The GMPLS challenge is to migrate existing technologies aiming at surviving on their own in order to achieve actual end-to-end collaborative control (horizontal integration) and multilayer operations (vertical integration) on .

a. Horizontal integration

While there was no needs to re-invent IP connectionless (CL) technologies, GMPLS which is by nature a Connection Oriented (CO) technology had to participate to the set of protocols enabling inter-domain operations. The objective is obviously not to establish a world wide full mesh but to develop signalling mechanisms (RSVP-TE) flexible enough to deal with transition phase where not all segments are GMPLS capable. 

The GMPLS-based provisioning of end-to-end resources is for example becoming an enabler for L2 and L1 VPNs establishment. The later being itself subject of new protocols (L1VPN IETF Working Group and also ITU-T) and a serious candidate for GRIDS applications.

There is no expectation to see a single data plane technology as traffic distribution in time and space legitimate various “granularities”, hence heterogeneous situations will remain to be controlled. GMPLS is a potential companion of the Pseudo Wire (PW) data plane adaptation technology which allow L2 and L1 technologies transport above Packet Switched Network (PSN). It should in this case result in horizontal integration both in data and control plane using Multi Segment PW (MS-PW).

Finally, horizontal integration is facing two major limitations, the first one is the inter-domain routing richness and scalability (BGP), the second is the inter-carrier restricted relationship. Aiming at solving those issues, the emerging Path Computation Element (PCE) architecture described in a following section represent a promising approach.

b. Vertical integration
Capitalizing on GMPLS properties various interworking models more or less collaborative and dependent are enabled.

The overlay control plane interconnection model was designed for carriers or (bandwidth service) providers leasing their network facilities to Internet Service Providers (ISPs). It arose from carriers and providers owning an extensive installed base of SONET/SDH transmission equipment dealing today with an explosive growth of IP traffic and a dramatic increase of Virtual Private Network (VPNs) demand. This legacy model (layered circuit-switched flavor coming from the ITU-T Recommendation G.805) assumes a very low trust relationship between the involved parties, mandates a strict separation of the respective network control planes (including their addressing spaces), and strictly limits the exchange of signaling information. Under this limiting model, the routing and signaling protocols of each control plane layer are acting independently. The collaboration between control planes is reduced to interactions through a User Network Interface (UNI) defining a client/server relationship. As a consequence, this model is the most opaque, the less featured and the least flexible of the common interconnection models. Note that the term overlay is here used following IETF terminology and is sometimes used describing total absence of exchange between control planes.

The augmented model is intermediate between the overlay and the peer model. Although more featured than the former, the augmented model allows the exchange of a limited amount of routing information (mainly reachability) between the client and the server layer's network control plane. Moreover, the augmented model allows (but does not mandate) for different addressing schemes and full or partial opacity of the server layer addressing space. However, even when using a common addressing scheme, that solves the address resolution issue, the augmented model boils down to convey a restricted amount of topological information. This makes this model appropriate for vertical integration within large single carrier corporations that contain multiple Autonomous Systems (AS) with their own independent control.

Compared to the overlay model, the peer model assumes that the control plane applicability is ubiquitous i.e. it applies independently of the data plane switching layer. Under this model, each control plane acts as a peer to the lower data plane switching layer. There is a complete exchange of routing information (involving all the interconnected layers) and a common addressing space is used. 

One of the key concepts underlying the peer control plane interconnection model is the notion of Forwarding Adjacency (FA). Using this concept, a GMPLS capable node may under its local policy configuration advertise a Label Switched Path (LSP) as a TE link into the same link state routing protocol instance (e.g. OSPF) as the one that determines the path taken for this LSP. Such a link is referred to as a "Forwarding Adjacency" .

This technical aspect is detailed here while it has to be considered as a key building block for control evolution and beyond new operational modes. Using such tools carriers are able to build virtual network technologies according to very flexible policies. It results into two main impacts, the first one is the decoupling with basic routing and its topology stability constraints, and the second is the enabled engineering/partitioning of the resources. 

To conclude this section on vertical integration, Multi Region Networks (MRN) represents the ultimate level of integration. A region is corresponding to a data plane layer grouping LSPs sharing the same Switching Capability (SC).

Environments that include nodes hosting more than one (data plane) switching layer already constitute operator’s day-to-day real life. Control plane integration is for such environments a key enabler for network resource optimization and more notably operation simplification. A good example of such device would include IP/MPLS, Ethernet and SDH switching capability under the supervision of a single GMPLS controller. 

MRN gives the capability for a single controller (i.e. a single GMPLS control plane instance) to handle multi-layer capable nodes. This single control plane instance advertises, in addition to the canonical single layer routing information, the information that represents the cross-region TE constraints to be processed in a multi-layer provisioning framework. Moreover, introduction of a few signaling extensions allows indicating deterministic location of cross-region points when requesting resource provisioning across the various data plane switching layers and by analogy it allows to exploit those facilities in multi-region recovery schemes.

Consistent with these new facilities, inheritance of respective region characteristics (TE attributes, Protection and Restoration information) should be profiled, allowing actual multi-layer networking. 

Being agnostic to the increasing number of data plane switching layers, the MRN concept allows maintaining a single Data Communication Network (DCN) and a single addressing space together with an optimized and automated operational mode of one single integrated network.  

3. Convergence for Connection Oriented Packet Technologies in Standard bodies

An expectation from GMPLS is among others the applicability to packet technologies. This is a particular challenge once existing and deployed technologies may be considered as sufficient. The first case is the migration from MPLS to GMPLS which even keeping he same semantic has provide unsupported features compared to historical MPLS. This lead to the need of MPLS/GMPLS migration strategy requiring protocol stacks update. Once developed at IETF, GMPLS technologies are already re-used in the ITU-T ASON context for circuit control purpose. 

Together with the evolution of transport networks towards packet based solutions a Transport-MPLS (TMPLS) control us under definition at ITU-T. The basics of the approach is to use a downsized set of MPLS feature, but using GMPLS protocol suite and adding ITU-T made OAM. The overall objective is to adapt the technologies to constraints basically coming from SDH/SONET world that is also without the full MPLS complexity and cost.

Another field of application is the control of Ethernet data plane. Numerous examples exist providing proprietary Connection Oriented Ethernet solutions. GMPLS is the natural candidate to give a standard evolution of Ethernet towards this. It is thus an active topic in various standard bodies or for a (IETF, IEEE, and ITU-T…) with the difficulty to be positioned precisely at the crossroad of several bodies field of expertise.

4. L1 constraints in CP: the photonic networks

Progress on optical components lead to the emergence of Photonic Cross Connect (PXC) devices able to switch transparently (without OEO conversion) one or several wavelength and thus falling into GMPLS control applicability. Started beginning of 2000’s years, the routing under physical constraints became a topic of choice. After a slow down due to bubble crash, the topic is again raising. 

Photonic networks may by construction solve the physical impairments issues by dimensioning all paths feasible. According to the segment the over dimensioning of the physical transmission may result in over costs. The general approach is to use information on physical constraint in order to go through regeneration only when required. As a consequence the protocols used for provisioning have to be updated with the accurate information solving both contention and impairments issues. This is still a work to be done and despite several proposals, no agreement has been reached yet for the definition of the “magic” function describing relevant physical impairments. With now actual deployment of such photonic devices it seems unavoidable to introduce those L1 constraints in the Control Plane.

5. Missing End-to-End enabler: the emerging Path Computation Element-based architecture

Actual end-to-end networking in CO mode is mandating a level of information exchange between carriers which is not supported today by BGP. By analogy to the decoupling of TE and strict routing topology processing in intra domain, the PCE-based architecture proposes to introduce functions positioned between control and management planes enabling intelligent inter-domain networking. More or less distributed in the network the PCE capabilities allow to compute explicit routes and communicate between each other including in inter-domain mode. Considering in addition the richness of information exchanged PCE-based architecture is a very promising architecture which overcomes the limitations of BGP and lack of interoperability between management systems. It has to be noticed that once deployed, such features will be advantageously coupled with Policy Based Management (PBM) architecture, each PCE becoming a potential Local Policy Decision Point (Local PDP). Moreover an additional knowledge plan can reinforce the accuracy of distributed computations, opening a large field of optimization.

6. new operational modes

There are changes in control plane capabilities simply because the requirements are themselves changing in terms of services, traffic, operational modes. Among others we give here some example of evolution already existing or coming soon for the control plane. 

The dramatic increase in VPNs demand lead to the development of corresponding protocols from L1 to L3. Neither static nor dynamic as Internet traffic the control pane has to adapt to the VPN specifics, under constraints of scalability.

Not only useful for VPN connectivity provisioning but also for multicast application, the development of Multi Point LSPs protocols has begun. Even if this is not a brand new problematic in networking, the specific functions, operations and integration into the overall set of GMPLS control pane still require some effort. Is this time for actual TE deployment? At least, the decoupling with basic topology routing functions as already mentioned allow reasonable complexity and usage facility resulting in credible change in operation modes. Consistent with the general philosophy of the unified control plane the OAM features take also the direction of common building blocks applicable to various data plane technologies. It has to be notices that fully automated provisioning with the control plane but manual OAM settings will make little sense. As a last example of an almost unexplored area, the relationship between client and application with the network remains to be done. This will represent the complete integration from physical transmission towards applications. The right approach there is certainly not to use GMPLS for each micro-flow, but to define an interaction between services oriented protocols like SIP with the control of the network through vertical interfaces.
Chapter 3-Traffic engineering and quantitative methods
This chapter has two parts. In the first one, innovative approaches for traffic management and QoS control as well as for network planning are presented. The design of traffic management, traffic engineering and planning approaches for future multiservice networks require innovative optimization methods that are presented in the second part. 
10- A flow-aware networking vision of traffic management and QoS
Authors: S. Oueslati and J. Roberts, France Telecom 

Introduction

It is widely accepted that the best effort paradigm is inadequate for the development of an effective multiservice next generation Internet built on sound commercial principles. The take up of proposed QoS architectures such as Intserv and Diffserv in the present Internet has been disappointing with, at best, limited deployment in private and virtual private networks. Part of the reason for this is a lack of adequate economic incentive for providers to implement and manage the additional complexity of these architectures. We additionally believe, however, that the standardized models are ill-conceived in that they do not take adequate account of the statistical nature of network traffic and the way perceived performance depends on available capacity and the volume and characteristics of expressed demand. In this paper we advocate an alternative vision of the way performance can be assured for individual streaming and elastic flows. 

We distinguish two broad types of performance requirements at flow level which are intentionally expressed in rather vague terms:

· the network should provide adequate throughput for elastic flows (i.e., transfers of data with no performance requirements at packet level) where, for most users, adequate means impairment due to network congestion is marginal compared to constraints imposed by access links and user equipment; some users without rate limitation (servers, grid computers) should be able to use residual capacity fairly and efficiently without adverse impact on other users;

· packet latency and loss should be minimal for flows produced by streaming flows (i.e., traffic from interactive and playback audio and video and gaming applications); 

In addition, there is an identified requirement for some users to create "pipes" through the network which isolates their traffic and allows them to practice their own particular policy for resource sharing between flows.

The performance–capacity–demand relation

Quality of service, in terms of throughput or packet latency, is not easy to control since it generally depends in a complex way on the volume and characteristics of offered traffic and on the way resources are shared between the flows composing that traffic. To clarify the discussion we consider an isolated link and make the simplifying assumption that flows have a constant rate on input. This rate represents the natural coding rate of streaming flows or the rate to which elastic flows are limited by constraints external to the considered link. 
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Figure 1. Link utilization regimes: the upper part represents flows as boxes with height as rate and width as duration; the lower part shows how the flow rates combine to fill the link.

Figure 1 depicts the traffic offered to a link in three distinct regimes: 

· in the transparent regime, all flow rates are small relative to the link rate and demand is such that the combined rate is almost always below link capacity; a small buffer is then sufficient to avoid packet loss; delays are very small so that impairment is negligible for all flows;

· in the elastic regime, some elastic flows have a large rate and provoke momentary congestion, provoking throughput reduction for some flows and possibly high packet latency for streaming flow packets; 

· in overload, offered traffic (flow arrival rate x average flow size) exceeds link capacity leading to severe congestion and quality degradation for all flows (severe reduction of throughput, high packet loss and latency).


Traffic management options can best be understood with reference to these regimes. Most Internet backbones currently operate in the transparent regime and therefore do not strictly require QoS mechanisms. Such mechanisms must be implemented, however, since there is generally no guarantee that this regime will always prevail. Their function is to preserve low packet latency for streaming flows and to manage bandwidth sharing in the elastic regime. More drastic control is necessary in the overload regime to mitigate the impact of persistent congestion by blocking new flows and, preferably, diverting their traffic to an uncongested alternative path. 

Mechanisms for controlled bandwidth sharing

According to our vision there are two broad approaches to traffic management that take proper account of the performance–capacity–demand relation and its manifestations as sketched above. These are first, to rely on the use of enhanced end-to-end congestion control protocols coupled with adapted active queue management (AQM), and second, to implement flow-aware scheduling and flow-by-flow admission control within routers to enforce sharing and to mitigate the impact of overload. We first outline the main drawbacks of the Intserv and Diffserv models that make them, in our view, unsuitable for traffic management in the NGI:

· it is impossible to characterize flows or aggregates of flows in terms of a small number of traffic descriptors in a way that is useful for traffic control and resource allocation;

· reliance on traffic descriptors, like the leaky bucket, makes performance guarantees imprecise and often meaningless;

· both Intserv and Diffserv are complex to implement;

· the implied business model is unsatisfactory since guarantees and realized differentiation are imprecise; this imprecision complicates the definition of service level agreements with users and between providers.

The use of enhanced end-to-end congestion control has been promoted as a means to realize a "self-managed Internet" [1]. TCP would be replaced by more efficient adaptive algorithms designed to ensure optimal sharing between competing flows in the elastic regime. One interesting possibility within this framework is that a large rate elastic flow can be transferred simultaneously over several network paths. The congestion control algorithm automatically distributes traffic in an optimal way ensuring fairness and network efficiency [2]. The use of small buffers and/or appropriate AQM congestion marking ensures that the latency of all packets is sufficiently low to meet the requirements of streaming flows. 

This architecture thus realizes the necessary QoS without the requirement for explicit service differentiation or complex mechanisms in the network. The network remains flow-oblivious as in the best effort Internet. There is no envisaged mechanism for overload control, however, and sharing depends on the correct implementation of congestion control in user equipment. To make the scheme robust would appear to require the introduction of devices at the network edge capable of performing admission control in overload and enforcing user reactions to congestion signals. These devices, that mainly remain to be designed and evaluated, tend to make this solution rather more complex and less autonomous than initially intended.

Our preferred traffic management alternative is for each router that is susceptible to suffer the elastic and overload regimes to implement local flow-aware protective mechanisms. These mechanisms implement respectively, per-flow fair queueing and implicit flow-by-flow admission control [3]. 

The fair queueing scheduler imposes fair bandwidth sharing between bottlenecked flows while ensuring low latency for the packets of non-bottlenecked flows. Admission control is employed to maintain the fair rate high enough that streaming flows are (almost) always non-bottlenecked. Admission control is in fact only necessary when the link approaches the overload regime with offered load greater than 90% of link capacity, say. 

Fair queuing is scalable since the number of flows to be scheduled is provably less than a few hundred, independently of the link rate [4]. The envisaged admission control mechanism is implicit, being implemented without the need for any signalling exchange. Flows are blocked when necessary simply by discarding their first packets. This requires that the router maintain a list of flows in progress in order to identify new flows on the fly. 

Flow-aware networking implies a simple business model in that there is no explicit differentiation of traffic classes and  all carried traffic is useful since performance of admitted flows is adequate by design. This justifying the application of simple volume-based charging. The lack of differentiation may be considered a disadvantage in that it is not possible to practice price discrimination. However, we note that this lack is due principally to the nature of traffic and the fact that quality of service is not easily modulated: quality is excellent until a link is very close to saturation but rapidly deteriorates becoming very bad as the link enters the overload regime. 

Traffic management in the core network

Figure 2 depicts a simplified view of an envisaged core network. Edge routers are interconnected via an optical core of fibres and routers. We assume this core allows the creation of logical channels of given bandwidth interconnecting pairs of edge routers (e.g., using GMPLS). Note that the same mechanisms can be used to create "pipes" for users wishing to isolate their traffic.
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Figure 2. Core traffic management: flow-aware mechanisms are implemented in edge routers interconnected by constant rate channels created on the optical core; flows from source to destination have a choice of several paths.

Traffic is shaped into the channels within the edge routers using the per-flow fair queuing and admission control mechanisms described above. The mechanisms thus only need to be implemented on interfaces within these routers. The optical links necessarily remain in the transparent regime and flow-oblivious FIFO queuing is adequate. The channels could also be created using optical circuit switching.

Flows can be load balanced over one or several one and two hop paths proposed by the edge routers (using an appropriate routing protocol to identify the best paths). This allows the introduction of adaptive load-sensitive routing where a flow is forwarded one or more available paths [5]. This  facilitates traffic engineering and makes the network more robust to failures. 

Traffic management in access networks

The flow-aware mechanisms described above are intended to be simple enough for deployment on high speed backbone links. They are adequate for traffic management of large scale traffic aggregates where it is virtually impossible to provide graduated quality assurances. These considerations apply to backbone links but also to the large capacity backhaul links aggregating the traffic of several hundred or more broadband users. More subtle bandwidth sharing may be necessary on the user access line.

There is little statistical multiplexing on a user line and the rate of an individual flow can be close to line bandwidth. It is important therefore to share that bandwidth carefully, giving necessary priority to the packets of streaming flows, for instance, to prevent excessive delay behind bursts of a high speed data transfer. Given that our criticisms of the Intserv and Diffserv models still apply, it appears necessary to again seek a flow-aware approach. This might, for example, apply the sharing mechanisms implemented in so-called bandwidth manager appliances currently employed to manage traffic in enterprise networks. Flows are identified, possibly at the application layer, and attributed priority and bandwidth allocation parameters determined by specific user policies. 

An interesting possibility identified in EuroNGI work on the performance of statistical bandwidth sharing is to give priority to elastic flows on the basis of their size. For the observed heavy-tailed distribution of Internet flow sizes, it has been shown that giving priority to the flow with the least amount of data still to be sent improves response time performance for flows of all sizes. 

Traffic management in wireless networks

A major effort remains to be accomplished on the design and performance evaluation of resource sharing in multiservice wireless access networks. The nature of the difficulty is amply illustrated in the chapter in this report on wireless networks by Johansson and Proutière. 

This section is just a marker to recall that we need to devise traffic management mechanisms capable of meeting user requirements for elastic and streaming applications in this context. Fortunately, most wireless systems are flow-aware and already implement admission control and complex scheduling. It remains to develop and refine the design of these mechanisms taking proper account of the nature of traffic.

Conclusions

By way of conclusion, we highlight a number of  research issues derived from the above vision.

Further work is necessary on realizing the fair queueing and admission control mechanisms, notably to persuade router vendors that this is scalable and feasible and, of course, preferable to the classical approaches they already implement.

There is scope for enhanced measurement-based admission control able to more efficiently use available capacity for an unspecified traffic mix. It is important to be able to deal with sudden overloads occurring when traffic is diverted from a failed path.

An alternative to flow-aware networking is to implement the self-managed Internet vision of Kelly. It would be essential, however, to devise means to make this vision more robust by incorporating overload controls and including means of enforcing user compliance with the recommended congestion control algorithms.

Adaptive or multi-path routing appears as a long overdue enhancement to the Internet. It is necessary to define both the network configuration and routing protocols that specify possible paths and the method by which a path or subset of paths is chosen to forward a given flow. Coordinated congestion control over a flow-oblivious network and adaptive routing based on admission control in a flow-aware network are two possibilities that need further evaluation.  

The access network is often the main bottleneck on an Internet path and there is considerable scope for implementing flow-aware traffic management at this level. The facility with which user requirements can be met will be a major factor in determining the success or failure of competing provider controlled and overlay-based service models.

Finally, we recall the question of traffic management and QoS in multiservice wireless networks where there remain large gaps in our understanding of the interaction of the randomness of traffic and the randomness of the physical medium. 
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11- Network planning 
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General
The overall objective behind network planning is to prepare for a future situation by finding effective design of a network. From the outset this is a vast challenge in terms of the number of factors and relations impacting the answer of which is the better design. Hence, in order to reach a tractable formulation of the planning tasks, proper limitations and simplifications have to be made. This is actually one of the basic questions; how to state the planning task. For many this is considered at the art of planning.

Conceptually, a planning task considers three types of parameters: i) the demand patterns, ii) the performance requirements, and, iii) the resource characteristics. Commonly, two of these are given, while the third one is to be estimated. However, rarely the input parameters are actually known. Hence, certain distributions of the input parameters are often given, e.g. the demands are taking on certain levels with some corresponding probabilities. In order to find robust network solutions, these uncertainties have to be taken into account. Thereby, there are strong relations between network planning and risk management.

Then, the planning is also incorporated into the business management processes. Not only are the networking capabilities themselves core elements for a business, but the planning tasks identify inputs and relations in a systematic manner. For a network operator, some demands can be reflected into revenues, while the network units can be reflected into cost aspects. In result the business plan becomes strongly related with planning as such.

Optional scenarios, corresponding to both optional business plans and network configurations, are frequently incorporated in the planning work. In that way, uncertainties are transformed into quantified risks that can be assessed and managed. Several similarities between network planning and option theory can then be recognised. A plan consists typically of a number of steps, where possible the next steps are to be re-evaluated. Hence, the set of steps reveals the future options. Introducing these principles, network planning brings with it the managerial flexibility sought by most top-level managements.

As part of the planning tasks, performance requirements are to be understood in a wider sense. The requirements can be formulated as seen by users, operators, and so forth. This goes back to the planning scope, which has to reflect the corresponding perspectives. Often, planning has been assumed to be done by the operator; however, there are also other perspectives that should be captured.

In the following a number of forward-looking challenges are listed. Several of these are already faced today, while not seen to be high on the agenda of the actors in the industry. The following list of challenges is not exhaustive, but believed to high-light some of the important ones going forward. Moreover, having the industry trends in the back of our minds, it is felt that the challenges should be addressed in a timely manner in order to support industry sustainability.

Note that the terms ‘network’ and ‘planning’ are used in a somewhat wider interpretation in the following.
Challenges by operators’ perspective

An operator (here used to include also a service provider) has faced increasing dynamics and heterogeneity. This implies a much more complex situation compared with a single network – a single service configuration. Complexity and internal dependencies have resulted in increased costs and long time-to-market for new services for the traditional operators.

The following list outlines a few of the challenges related to network planning:

· Integrating network planning in risk management as part of managerial decisions. One approach when analysing business scenarios is to apply option theory. Thereby, future decision points are identified and different decisions quantified. For an operator this means that different network options are further timed and consequences estimated. Related costs are some of the estimates, although there are also other technical impacts to be described, such as the sequence systems has to be put in operation. One example of an option is whether or not to place a new node at a given site, although an option may also have a much broader scope such as whether or not to deploy a mobile network in a country. Related to this is that very few of the network planning results are approved by technical criteria by themselves. In stead, financial measures are used. Typical examples are net present values, time for return of investment, maximal negative project cash flow, and so forth. Depending on which measure that is applied, different ranking of plans may appear. Still different measures have to be calculated as the weights on these measures are adapted to the situation of the operator; whether it is cash-limited, a longer time span is considered, etc. 

· A tool for managing technology transitions. Among the planning tasks on longer time horizon is the question on when to phase in and phase out different technologies. A current example is the shift from TDM- to packet-oriented infrastructures. This is particularly important for operators having been in business for a longer time, where several networks, systems and service offerings have built up over time. Several of the bigger operators have met the growing complexity this implies and some have already decided to refurbish their network infrastructure.  General objectives are to lower costs and to reduce service deployment times. To reach these objectives, however, coherent plans have to be established. As seen by the planners this means that different technical solutions have to be considered, where each of the solutions may have quite different capabilities. In addition, the service offerings on the different technical solutions may not be exactly the same ones. Hence, in case the services differ, also the pricing and the revenues attached may differ adding to the planning complexity. And, these factors add to the uncertainties of the input variables.

· Treating dynamics and heterogeneity in demand patterns. A multi-service IP-based network is faced with a range of demand characteristics. These come from the range of different applications and how these applications are used. An example is a voice application; a private user activating a voice-over-IP session may be motivated by a cheaper call. Moreover, in case of out-of-service, the call may be postponed or other communication means applied. For a call centre, having an operational voice service is business-critical. This places different dependability requirements on a single service as the consequence of being without that service is dramatically different for different services.  However, this is generally valid for all services. As more services are added to the wireless networks and usage continues to increase, more event-triggered usage patterns are seen. Examples are the number of sessions initiated in breaks of theatre performances, football matches, and so forth. The network plans have to take the corresponding wide range of performance requirements into considerations.

· Treating heterogeneity in network components. A network consists of a number of different components, likely with different characteristics. Examples of characteristics are maximal capacity of links attached, storage sizes and processing. However, costs of the components would also differ as well as dependability measures of the components. Across a network different equipment from different vendors may also be involved, adding to the heterogeneity. A planning task should consider all of these. One example is to capture a seamless offering across access types. As seen from users’ perspectives, requests for individualised service offerings are growing. This is also backed by several analysts’ surveys. Moreover, telecom providers are also currently launching initial service packages as well as preparing more advanced packages. The network capabilities, however, vary between the different access types, for example bandwidths differ between a GSM access and a fibre access. A current topic is use of WLAN access points in order to load-share the wireless traffic, or - seen by the customer – lower usage charges. A result is that which traffic patterns that enter on the different access network type is not that easy to predict. In addition, relations between the different access types have to be considered, in particular for dependability reasons (e.g. when an access is not in-service, the traffic load is shifted onto other accesses in that area).

· Planning value-adding IP-based networks. Several operators are introducing capabilities in an IP-based network allowing more features and corresponding services to be offered. Note that these are part of the service offerings by operators, although some of these features can also be realised in the end-systems. Examples of features are the IP Multimedia Subsystem, XML processing and firewalls. All these introduce capabilities that have to be located, dimensioned and tuned. The planning challenge grows correspondingly. Interconnecting IP-based networks brings questions on how to route traffic across a number of domains in the different service classes. As service level agreements may be in place between different operators – with corresponding statistical indication of performance measures – the planning takes on a risk consideration, that is, performance levels of a traffic class are only met with a certain probability.
Challenges by users’ perspective

In a dynamic telecom market, a user of a service may be re-selling it, perhaps as part of a bundle. Thereby, a user becomes a provider in the next step. Whether money is exchanged may not be relevant. In effect, who is a user depends on the point of observation. Examples are seen from peer-to-peer configurations exchanging parts of files between end-systems.

Taking on this broader interpretation of a user, a few forward-looking challenges are:

· Providing open local/domestic access networks. Several initiatives have been launched where private users provide services for others. One example is the communities of WLAN accesses, e.g. the FON initiative. This could also be initiated by a provider, ref. e.g. www.ist-oban.org. Commonly one then shares a fairly small capacity with a limited number of users and devices. Traditionally, several network planning techniques are assuming fairly high number of traffic flows and large capacity. As this is not valid for a ‘small scale’ operation, assumptions on traffic characteristics are questionable, for example whether the sessions arrive according to a Poisson process. The timely variations would also likely be much bigger for such a ‘small-scale’ operation. As WLAN has, so far, been frequently related to these schemes, there are also questions on how to capture the varying radio conditions are part of the planning task.

· Planning incorporated in user self-service, designing your own services. Steadily more of the providers are promoting self-service as a means for users to activate and configure services. Considering a set of services related to a user, this may lift more of the duties onto users’ shoulders. In principle a user could shop for different services/service components from different providers, being responsible for their successful interworking. Naturally, several providers would like to offer service bundles taking care of the interworking. Following the user independence to an extreme, each user might need insight into network planning aspects to understand and act in such a fully liberated service offering. This may take place at an individual level, but also on the level of user groups, such as consumer communities.

· Designing a peer-to-peer overlay network. In this case an intermediate network is considered as a ‘black box’. However, in case links between P2P nodes do not perform well, the routing has to be adapted. Some allows for the network to be involved in this, while others are applying a ‘true overlay’ configuration. In the latter case, different access means or different peering relations have to be introduced in case the current configuration does not perform adequately. Hence, the P2P network has to be adapted according to the situation experienced. In a more general description, similar mechanisms can be applied within enterprise networks, for example between different sites. When applied as part of a business, a risk consideration can be attached, as a fully replaceable configuration may not be found in case of degradation.

· Planning backing ensured infrastructure-independent services. In the industry, several are offering services across different countries, not related to any infrastructure. Examples are (traditional) search sites, and media companies (e.g. broadcasters). Typically, these are then realised without technical hooks into the network. Hence, a service model similar to a best-effort offering is seen. In some respect this goes against the traditional telecom offering where mechanisms for service level guarantees plays a central role. From a business perspective, one may consider such models as taking on a higher risk level as the service might not be delivered. Still users accept such offerings. A network in this context could be relations between servers and users clients. Providing services on a best-effort infrastructure might require specific concerns regarding monitoring, routing and dependability schemes, in particular when optional paths exists between the sender and the receivers. A planning task needs to take these mechanisms into account, also considering the risk level.

· Defining outsourcing requirements and tuning our own systems. A trend is to outsource more of the support functions. This is recognized by several providers and enterprises. However, it is important to understand requirements that need to be complied with. And, also what to do in case the requirements are not met. In order to state such requirements, costs aspects must be analysed as well. This is similar to a network planning task, although perhaps on a smaller scale. In the same area, within a household, a number of devices start to communicate. Examples are the utility meter, motion surveillance camera, comfort monitoring units, media centre – besides the phones and TVs. Although limited to a few rooms and sharing a single access point, capacity of any common resource has to be assessed. As traditional for a user situation, a novel approach is commonly adopted where rough guidelines are applied. In case WLAN is utilised, there are also corresponding challenges that the transport medium varies in terms of capacity that can be supported due to interference and radio conditions that vary during the day.
Challenges by market, social, community and industry perspective

Taking on the broader perspective, there are several types of dynamic relations within the telecom industry. This gets further implications as all actors have to manage this dynamics in a flexible manner. Naturally, quite a few of the actors have been, and plan to be, present in the market for a substantial time. Still their relations change as they collaborate for service packages to offer and establish interconnection between networks. Availability of telecom services is considered close to a life-of-right in more and more communities. This brings consequences on the governments and providers as well as on the bodies developing standards and solutions.

The following statements outline a few challenges with implication on network planning:

· Bridging the ‘digital divide’ - Low entry thresholds for financially constrained users. As services are deployed and offered to steadily more market groups, they have already faced the question on how to make a sustainable service offer for the so-called financially constrained users. This is to make affordable offers to these user groups. Technical solutions have emerged to allow for this which have to be incorporated into the planning tasks. A complication, though, is that other user groups are commonly also present in the near-by areas, requesting for higher service levels. In effect, a customer differentiation may be included, which also has to be incorporated in the network planning task.

· Planning countermeasures for catastrophic, terrorist actions. Operational telecom services is not only critical for individual businesses, but to a growing extent also for entire societies. Several events during the last years have shown the importance of quickly restoring telecom services. During the aftermaths several service demands are seen; from rescue workers to media and public inquiries. Hence, not only must there be a user differentiation, but strict reservation of capacity could be requested. This requires mechanisms in the networks to be adequately installed and tuned, for example by running a number of scenarios through a network planning task. During a major catastrophic event, governments may demand control over several networks. Then, these exercises can consider capabilities of all the networks. For example, regarding access networks, the pool of WLAN zones, GSM, UMTS, WiMAX and other radio-based solutions may come into play in case an event has destroyed most of the cables in an area.

· Incorporating service federation. A trend is that several providers/actors are involved for delivering a complete service. This is recognized on the IP/Internet arena where access, security features, e-mail accounts, voice services, various content, and so forth, can be delivered by different actors. This is commonly also supported by the society as this allows several options for up-starts and community initiatives. The telecom industry has also evoked on this facing the need for defining efficient models for collaboration moving beyond the pure best-effort service levels. A following challenge is that management and control traffic has to be considered in the network planning as requirements are attached to these traffic types as well as the user traffic. Returning to the increasing level of actor dynamics, network planning has to be carried out rapidly or taking on a statistical nature regarding relations between the actors.

· Assisting when administrating common society resources. From the regulatory point of view, radio resources (frequency bands) are common resources that have to be managed in order to secure efficient utilisation. Hence, frequency spectrum blocks are allocated to specific actors in order to avoid interference across operators. However, there are also frequency bands that are not managed and hence free for anyone to utilise. In addition to frequencies, emitted power is commonly restricted. In order for governments to decide how frequencies are most efficiently utilised, planning methods are needed. A fixed allocation of blocks, as used during the last decades, may not suffice considering the changes of user behaviour and usage of services.

· Influencing competition councils’ directives on effective telecom market configurations. Taking on a market model, the actors involved and their networks can be modelled in order to estimate which directives should be implied. As seen by the governments the directives are to maintain an efficient market while actors are joining and leaving. In case the volatility of the market players increase even further, one needs to balance the ease for providers entering the market and the users’ hassle when providers leave a market. This takes on a more macro view on the set of actors. Commonly any provider with significant market power in that market is kept under stricter rules where requirements on transparent costs, equal access opportunities, and so forth, are stated. In order to verify that these conditions are met, simpler networking models can be applied, e.g. for estimating costs. Similar models may also be applied for the competition councils in order to check which market directives to impose.

12- Network optimization 

Author: Michal Pioro – Warsaw University of Technology and Lund University

General background

Design of telecommunication networks (including NGI) concerns placement of links and nodes, allocation of demands, and capacity dimensioning through an extensive use of optimization methods. Network design is a broad and vital area of research in telecommunications, constantly developed and financed by network operators, equipment vendors, academia, national research foundations, and international bodies. Every year numerous papers on network design are being presented at leading telecom and operations research conferences and journals. In fact, network design (based on optimization and graph theory) and performance analysis (based on queueing theory) have always attracted prominent and advanced research in networking, and have been the driving forces in the intellectual development of the field.

Communication and computer networks can be broadly divided into three main types: mobile (radio) networks, access and local networks (fixed and radio), and core networks (fixed). Although all these three types of networks often require specialized treatment in terms of modeling and optimization, all have a lot in common, mostly because they apply mathematical results form operations research, based on combinatorial optimization, mixed-integer programming, and graph algorithms. It is commonly apprehended that in radio and access networks capacity is a scarce resource. In fact, this is also the case in the core networks despite that some people (mostly people who are sometimes called “net-heads” in the US) claim that capacity is almost for free in Internet and they seem to think that optical transmission systems have virtually infinite capacity. While it is true that the DWDM (dense wavelength division multiplexing) optical systems have very large capacity (even Tb/second), the transmission capacity is by no means for free. This can easily be seen at the leased-line market where leasing transmission capacity is certainly not for free. The reasons are obvious to telecommunications people (sometimes called “Bell-heads” in the US): line equipment (line cards, repeaters) and node equipment (ports and switching matrices in routers and in cross-connects) are expensive. At the same time, the demand for capacity is constantly growing due to multi-media applications, migration of voice from circuit-switched networks to Internet, and others. We can easily foresee a situation analogous to that with computer memory: not so long time ago people thought that something like 64 kbits of RAM would be sufficient for personal computers. Also, when talking about next generation Internet, there appears an idea of providing “virtually infinite capacity” for the user. If this comes to effect, network operators would have to be even more cautious in handling and managing their transmission capacity (which is not at all virtually infinite!) to be able to exploit and configure it as much effectively as possible to satisfy the market of users demanding this virtually infinite capacity. 

Thus, since the resources installed in IP networks (including transport and access networks), such as IP routers, MPLS routers, optical cross-connects with ports and switching matrices, and transmission systems with media, line cards, repeaters, etc., are expensive, they ought to be well utilized, yet assuring service on a satisfactory quality level. Therefore, network operators have to cautiously place, configure and manage their resources, and exploit them as effectively as possible to satisfy the capacity demanding markets. Consequently, the main goal of a proper network design is to provide link and node capacity in an economical way (i.e., to install/extend resources in the places where they are most required and utilized), assuring the satisfactory quality of service for the network users in the normal state as well as in the failure states under some predicted traffic conditions. Then, during network operation, traffic variations and actual availability states of network resources are dealt with using on-line mechanisms of traffic engineering.

The interest in network design and optimization has always been stimulated by the development of new network technologies, such as ISDN, ATM, Ethernet, GSM, UMTS, SDH, DWDM, and IP. The use of multiple technologies leads to complicated network architectures combining the technologies in a layered way, and poses new design problems related to various routing, switching and multiplexing mechanisms, capacity modularity, restoration mechanisms, and their inter-operation in different layers. 

Probably the most powerful optimization framework for telecommunication network design is the theory of multi-commodity flow (MCF) networks. (For presentation of the MCF theory sees for example [AMO93], [BMMN95], [Ber98], [PM04]). The MCF theory has developed its specific models and methods using the mixed-integer programming as a solid base. Consequently, new developments in NGI optimization will use the MCF machinery as the basic approach, and extend it because new network design problems induced by the mixture of new NGI technologies are not fully encompassed by the existing MCF theory – consider-able efforts must be undertaken to produce effective models and resolution methods. 

One of the main development trends of NGI leads to a two-layer architecture of IP over DWDM (i.e., IP layer over optical layer), enriched with MPLS/GMPLS. This architecture provides powerful functionalities for routing (as the shortest-path routing), switching/ multiplexing (including traffic grooming), and protection/restoration (such as fast-reroute restoration in the IP layer, and 1+1 protection in the DWDM layer). These functionalities can be exploited in both layers in different combinations. A particular combination of routing, switching/multiplexing, and protection/restoration mechanisms applied in both layers (in a coordinated way) will have a great impact on the size and composition of the basic resources in the network nodes (routers, optical cross-connects) and links (optical transmission systems), and thus on the cost of installed resources. This, combined with high modularity of network resources (transmission systems, ports, switching matrices), necessarily requires network modeling with explicit appearance of the internal structure of the telecommunication nodes exposing such pieces of equipment as ports, switching matrices, and internal links between ports in the two resource layers (i.e., in IP layer and in optical layer). Only this type of explicit node modeling will allow for computing proper node configurations in order to minimize the overall cost of equipment, and to compare capabilities of different solutions in terms of demand satisfaction and resilience to failures. At the same time such modelling will help answering crucial yet so far unanswered questions of how to route connections, where to switch capacity modules (in the lower optical layer, in the upper IP layer, or in both, and if so in what proportions), where to restore flows (in the lower optical layer, in the upper IP layer, or in both, and if so in what proportions). These questions have not yet been attacked in a systematic way and should be dealt with in the coming years.
Overview of the area of network design and optimization

Network design has strong mathematical foundations in the optimization theory and operations research; it extensively uses optimization methods, including mixed-integer programming and combinatorial optimization, graph algorithms, etc. Network design is closely related to the MCF theory – the art of network design to a great extent lies in a proper modeling of network resources and functionalities in the language of MCF. The area of network design is positioned on the border of telecommunications and operation research, and gathers a lot of researchers, including very prominent ones. It has been successfully developed since 1960, when telecommunication networks became too complicated and costly to be designed by simple, half-manual methods. 

There are a lot of valuable papers and several outstanding books published in the area of network design, both in the telecommunication and operations research sources. A sample of representative work in network design can be found in the following papers [Bal89], [Wes02], [FT02], [ZZM04] and books [Gro03], [AR03], [PDV04], [PM04], [RA06]. Still, the current knowledge is somewhat behind the needs imposed by NGI technology developments. In our opinion the available work does not consider the right models for the evolving concepts for NGI core networks, and because of that, appropriate MCF-based design algorithms for current core NGI networks have not been developed yet. We know of several valuable recent technical reports related to multi-layer network modeling (see [MPCD03], [BGB03], [OW04], [BCCMST06]). To our knowledge in the MCF optimization framework no satisfactory model has been formulated so far, as the available proposals do not take into account all functionality provided by current technology of the routers and digital and optical cross connects. 

To summarize, emerging NGI solutions require novel optimization models and methods, not considered in the traditional network design. The need for novel solutions is driven by several factors. These factors and implied solutions will be discussed below. 
Impact of resource architectures and equipment modularity

IP networks considered jointly with lower network transport layers form multi-layer architectures. For example two-layer architecture appropriate for NGI is IP-over-DWDM. Still, other architectures can be considered, for example the multi-layer architecture of IP-over-ATM-over-SDH-over-DWDM. The presence of multiple layers makes the network optimization difficult in terms of number of variables and constraints, and complexity of the relevant optimization problems.
Impact of switching/multiplexing

The NGI technologies (such as IP/MPLS and optical switching) allow for switching and multiplexing in all network resource layers allowing for traffic grooming. The grooming is basically hard to model and requires complicated network models, taking into account high modularity of network resources such as transmission systems in the links, and ports and switching matrices in the nodes. 

Impact of routing mechanisms

New routing mechanisms such as shortest-path routing of the OSPF type or single-path routing of the MPLS type add a lot of difficulty to optimization models. Besides, the GMPLS (generalized MPLS) technology allows for traffic routing between end IP routers involving both IP and DWDM layers in an integrated way. Such types of mechanisms have not been studied in terms of optimization so far and should be investigated.

Resilience issues

Resilient (i.e., robust to failures) networks are more difficult to model and design than unprotected networks. Resilience is an important factor of the NGI dependability and has to be directly considered in NGI design. Various protection/restorations mechanisms should be considered here, including fast reroute and other recently developed proposals.

Research goals

To fulfil future needs, the NGI network methodology should be advanced through fulfilling several goals including the following.

Goal 1. Generic multi-commodity flow network model for core NGI networks (MFCM).
MCFN should include the following features: multiple layers of resources, internal structure of nodes, cross-layer internal (within nodes) and external (between nodes) links, layer-specific demands, routing and protection/restoration, grooming (i.e., multiplexing signals of different rates on common transmission systems), modularity of resources.

Goal 2. Specific models.

MFCM should be applied to several particular network architectures, including:

two-layer model for the IP over DWDM architecture for NGI
two-layer model for the service overlay networks over Internet.
Goal 3. Efficient optimization algorithms.

The issue is to expand/tailor existing MFC optimization methods to obtain and implement effective algorithms for solving the basic NGI models for selected combinations of routing mechanisms, switching technologies, and restoration mechanisms.
Accordingly, research activities in NGI optimization can be grouped as follows.

Group 1. Development of the generic multi-layer network model.

In this part a generic multi-layer network model (formulated for example in the MCF language/notation) should be developed, taking into account all basic flow routing and protection/restoration mechanisms, transmission equipment installed on the network physical links, and terminating, multiplexing and switching equipment installed in the network nodes. The model should admit multiple nodes in one location and multiple links within and across the layers. The model can be based on appropriate generic concepts of network architecture of resources described in the literature (see for example [G.803] and [LJPS90]). The model should provide means to clearly indicate how the flows are routed, multiplexed, and switched in different layers, giving an opportunity to precisely dimension network resources and list the necessary equipment for network installation or extension. The model should be equipped with a general cost model of equipment based for example on a system of linear inequalities (representing an equipment catalogue defined by the operator), and hence well applicable in the mixed-integer programming framework. 

Group 2. Development of specific instances of MCFM.

One specific instance of MCFM is a two-layer model of the IP (packet layer) over DWDM (optical layer) architecture. Another two-layer model is a model for service overlay networks (SON) installed over public Internet. Such networks are more and more popular because, among other features, they are able to provide QoS control for their users. For both model instances, i.e., for IP-over-DWDM and SON-over-IP, one should formulate a set of valid design problems for which optimization algorithms should then be developed. A typical design problem will make particular assumptions about routing mechanisms (e.g., shortest-path/OSPF routing in the IP layer, and single-path routing in the DWDM layer), protection/restoration mechanisms (e.g., administrative weights reassignment in the IP layer, and 1+1 protection in the DWDM layer) and equipment catalogue, and about node locations and cross-layer link placement. Such problems, treated by means of appropriate optimisation algorithms should produce a network design consisting of flow allocations in both layers, capacities and equipment configuration of links in both layers and across layers, capacity and equipment configuration of nodes in both layers, and, finally, the cost of the design.

Group 3. Development and implementation of optimization algorithms.
The existing MFC optimization methods should be expanded and tailored in order to obtain and implement effective algorithms for solving designing problems associated with the developed network models. Combinations of routing mechanisms and protection/restoration mechanisms, adequate for each of the instances should be considered, and the optimization methods should be expanded/tailored for the considered cases. The following variants are relevant: single-layer optimization algorithms for several combinations of routing and restoration mechanisms, two-layer optimization algorithms for several combinations of coordinated routing and restoration mechanisms in the two layers, two-layer iterative optimization algorithm with separated layer optimization. The optimization algorithms will use the following MCF approaches: branch-and-cut, cutting-plane method, Bender’s decomposition, path/column generation, Dantzig-Wolfe decomposition, Lagrangian relaxation, evolutionary algorithms. It is important to note that the suggested modeling approach will lead to the use of extra links (to account for the internal configuration of nodes and external cross-layer links). If no special means are undertaken, this can lead to excessively large, intractable mixed-integer programming problem instances. Hence, the decomposition methods (Benders’ decomposition, path generation, Dantzig-Wolfe decomposition, Lagrangian relaxation) are of crucial importance here. Also, effective valid inequalities (cutting planes) will have to be devised in order to make the basic approach, i.e., branch-and-cut, effective. Stochastic heuristics (as evolutionary algorithms) as well as iterative methods dealing with only one resource layer at a time should also be developed for obtaining effective approximate solutions.

Open problems

Open problems are related to realistic modeling and effective optimization of multi-layer core networks with applications to IP over DWDM and service overlay network architectures. The modeling issue is an open problem since it is not clear yet what are effective ways of modeling internal structure of the nodes and the cost of equipment. For example, a detailed model of a node potentially introduces a lot of extra links to the network graph. This can in turn make the model of even a medium size network too large to be treated directly. Hence, while modeling, one has to cautiously introduce all possible simplifications that do not influence (falsify) adequacy of the node model in terms of functionality and cost, but decrease the number of additional links. Also, the cost model (related to dimensioning of network elements, such as number of transmission systems of different types on a link, number of different types of ports in a node) has to be thoroughly defined in terms of linear inequalities. Development of such a model requires studying of the technological features of equipment offered on the market and its development trends.

Another open problem is how to expand/tailor existing methods of mixed-integer programming (first of all the branch-and-cut method) in the MFC framework to meet the needs of the realistic multi-layer network models. The design problems relevant for the new models are unavoidably NP-hard. As already mentioned, potential explosion of the number of links will require judicious application of path generation, and of Benders’ and Dantzig-Wolfe decomposition methods, while enhanced (with respect to existing models) cost/dimensioning models for different equipment elements will require new cuts (valid inequalities). In fact, the development of exact solution approaches of the enhanced two-layer models is quite challenging. 

State of the art 
Two-layer network optimization models were considered already in the 60s (in the context of telephone networks, see the classical work of [Rap65]). Still, they have not been until recently much developed since then. The classical (for telephony and packet networks) models are not sufficient for the present needs implied by more complicated NGI technologies. Several papers on multi-layer modeling of core networks have appeared in recent years (see a literature survey in Chapter 12 in [PM04]). Almost all of them use a very simplified resource modeling (only links are modelled). Some exceptions here are papers [MPCD03], [OW04], [BCCMST06] which try to develop more practical models along the lines of this proposal. 

New MCF models for NGI will involve complex mixed-integer programming formulations. Their resolution will make use of theoretical developments in operations research and optimization including such important integer programming techniques as the branch-and-cut approach and global heuristics (e.g., evolutionary algorithms). These techniques should be further developed to cope with increasingly difficult optimization problems associated with new MCF models. (For advanced integer programming methods see [Pad91], [NW88], [BMMN95].) Such developments will include advances in the branch-and-cut (-and-price) approach where new valid inequalities (cuts) and column generation (prices) techniques are being developed (see such works on valid inequalities and column generation as [BCC93], [GMS95], [DS98], [Gun99], [BM00], [Min01], [AC03]). Also, the use of more classical methods such as the decomposition techniques of Benders and Dantzig-Wolf (see for example [Min86]) will be required. Another direction is the use of stochastic heuristics (as evolutionary algorithms [Mic96]). Finally, certain recent iterative approaches for multi-layer network design described in [MPCD03], [PM04], [KP05] can be useful.

To summarize: New features of NGI networks require adaptation of existing design methodology, including network models, design problem formulations, and optimization methods. NGI networks need more detailed resource modeling than the common (apparently simplified) approach presented in almost all published papers in the area today. In order to take into account resource modularity, new routing and restoration mechanisms, and the grooming capability in a network model, one will have to unavoidably consider the internal structure of telecommunication nodes and directly include it into the MFC network model. This will allow for developing practical design methods, carrying out credible case studies illustrating efficiency of different routing and protection/restoration mechanisms and grooming, and performing meaningful cost comparisons. Fulfilling these goals should be an ultimate effect of a practically useful network design methodology required by network operators. 
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Chapter 4-Services overlays and virtualization
This chapter is devoted to innovative views on services provisioning and virtualization and in particular it describes future roles of self organization and distributed systems as peer to peer solutions.
13- Self-Organization: A Key Technology for the Future Internet?

Author: Hermann de Meer, Faculty of Mathematics and Computer Science
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Some limitations of today’s Internet have become increasingly apparent during the last years of sustained growth in an increasingly commercial and sometimes hostile operational environment. Scalability and security concerns are among the most pre-valent criticisms, in particular in the face of the rising pervasive and ubiquitous com-puting model, where future sensor networks are assumed to extend the current Inter-net by orders of magnitude in scale and quality in addition to the usual growth. The challenges come not only with the anticipated sheer number of interconnected devices in the future but also with the radically new architectural requirements that are fore-seen. In addition to scalability challenges, general unavailability of centralized infra-structure and wide spread intermittent  connectivity, defying the so called end-to-end principle, are among the most demanding and unresolved open architectural quest-ions.

Since Prigogine received the Nobel Price in Chemistry in 1977 for his ground breaking work on thermodynamics of open and non-equilibrium systems, the model of self-organization has attracted a lot of attention across many disciplines. With this model many phenomena in natural sciences as well as in the humanities could now be explained and understood. Both social and material organizations may be traced back to structures emerging from self-organization.

Self-organization is generally been attributed to very large scale and complex systems. There is a lot of evidence that these systems typically defy any central organization or any organizational structure imposed from the outside, that is, from the environment. There is, however, an interaction of the system with its environment that leads to a self-adaptation by taking on a structure that suits the system better than a previous one. Such a system is relatively stable for a large range of a set of control parameters, but from certain critical values on, it changes its structure spontaneously and rapidly. Generally, these systems evolve between phase transitions according to a non-reversible, dynamic process by exchange of entropy with the environment. The change of structure is initiated by perturbations imposed from the outside that lead to a response of individuals or components of the system and a local but rapid exchange of information and interactions between the components such that coordinated actions can spontaneously take place. If sufficiently intense then the interactions on a local or micro level between the components may imply a qualitative change of the system appearance on the global or macro level. One refers to such a change of appearance as an emergence of (new) structure. So the complexity of such self-organizing systems is due to non-linear feedback loops among components, between components and the environment and between entities of the system that operate on different scales and granularities. Granularity and scale reach from the smallest entities that can be distinguished to whole system itself as an entity. Some models of such a behaviour are borrowed from fractal Geometry and mathematical theories about self-similarity.  

Some central features of the Internet, such as IP-level (intra-domain) routing already exhibit properties of self-organization to a large extend. Arguably, the success of the Internet and it scalability on a global level is to a large degree due to exactly these properties. In many respects, however, a more centralized architecture, for example based on the client-server model, has been successfully prevailing. But in the face of the above mentioned challenges, we seem now to have reached a limit and dead end of an Internet architecture that is otherwise largely dominated by centralized services. 

Current peer-to-peer applications that impose by far the highest traffic volume on the Internet and that have quickly outpaced the once dominating WEB traffic that follows the client-server model clearly asks for effective means of self-organization. Indeed, the various generations of peer-to-peer applications can be traced back to the different and increasing forms of self-organization that have been incorporated. The early version of Gnutella, for example, completely ignored network and computation resource demand and did not organize itself accordingly. Disregarding legal issues, since there was, by definition, neither central management nor any form of self-management, native Gnutella was doomed. Later versions such as Kazaa or e-Donkey were more advanced in terms of self-organization and, as a result, much more successful. 

Current visions entail an extension of the Internet to the incorporation of millions or event trillions of sensors. These sensors will likely defy a centralized management system, both with respect to security and performance or even functionality. There is a clear need for a theory and for methodologies that allow for an alternative management approach. One obvious and apparently highly attractive vision would be a management comprehensively relying on self-organization. At the moment there doesn’t even seem to be a seriously competing approach on the horizon. As a result, an in-depth research programme on the principles of self-organization appears to be of highest priority and need. Such a programme should entail the studies of the fundamental methodologies underlying self-organizing processes and the tools to control them in a purposeful way. While models of self-organization have been successful in explaining social and natural phenomena, the engineering of self-organizing systems is still at its infancy. Vehicles for controlling self-organizing processes on the local (micro) level such that an emergent purposeful and adaptive behaviour results on the macro or global scale are far from being available or even understood completely. More substantial mathematical theories are needed for comprehensive modelling of self-organization as a management framework.  

A second leg of research should then deal with the principle applicability, or the degree of applicability, of self-organization to pressing technical and research challenges within the confines of the Internet. While it seems clear that self-organization can in principle be key to the operation of large scale sensor networks and peer-to-peer applications, the useful degree of self-organization to be incorporated is for further study. The same applies to other contexts where the suitability is more an open question such as in context- and location aware services or various forms of mobility management in heterogeneous networks. But even those contexts, there have already been proposals for incorporating self-organization as the management principle. 

14- A global and integrated services and network design
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The Situation of Today’s Internet

In the last decade computer networks became one of the major building blocks of our society. Large parts of our private and business life are already depending on such distributed networks. Especially companies, their employees and equipment require a functional IT infrastructure in order to be productive. In addition to this, more and more services also rely on the same computer network environment. The relocation of voice traffic from traditional telephone lines to the Internet is one of the most prominent examples in recent time. All major service providers world wide do already offer telephony over the Internet or additional Voice-over-IP services. Even proprietary solutions like Skype achieve great success stories and a growing number of customers. All this adds to the complexity and vulnerability of today’s networks. In addition, the current Internet architecture does not support service provisioning and service accounting. Hence, the introduction of new business concepts in the Internet is highly impaired. Thereby the main problem is that the basic mechanisms of those networks are still based on technologies, which were developed in the 70s and 80s.

A Step towards Multi-Network Services

In the future, distributed IT systems will have to support an ever growing number of services and users. It is obvious that without appropriate countermeasures current networks will not be able to deal with the resulting complexity. In this context two main trends can be observed in the evolution of services in communication networks: The evolution from multi-service networks to multi-network services and the success of edge-based service delivery platforms.

In the classic networks of the last decades several services were designed, dimensioned and offered by the provider of the network. The services and the corresponding Quality-of-Service were of rather static nature since the network provider could control the evolution of the services, analyze the traffic changes and react to them on a longer time-scale. Examples of such multi-service networks are ISDN networks, ATM networks, GSM networks, etc. Due to the emerging content-distribution networks the situation started to change and will change even more dramatically in the future. In currently deployed wireless and wireline networks (PSTN, UMTS, WLAN, WiMAX, etc.) a group of users of different networks can already easily install service-enabling software and start a new type of service on a short time scale and in a very dynamic manner, say with a few millions of users within a few months. Examples are the above mentioned VoIP platform like Skype, file sharing systems like eDonkey, software distribution schemes like Bittorrent, etc. Those services are multi-network services. Future networks will have to observe and react to extremely fast-changing usage and traffic patterns. Traffic engineering in such dynamic scenarios is a very challenging task, not only from research point of view.

The Drift of the Intelligence to the Edge

Future user-initiated services are compliant with the fact that “intelligence” is located merely at the edge of the network, i.e. in edge devices or user equipments. We already observe some tendencies in current content delivery platforms. Most content delivery systems, e.g., can be categorized as information mediation platforms. The main task is to efficiently mediate information from information providers to information consumers. The main trend is to move away from client-server based data centers or server farms to Internet-oriented information storage and distribution services. Centrally controlled information distribution systems are rapidly emerging to decentralized structures. Examples are software distribution using BitTorrent or information sharing platforms based on distributed hash table schemes. The structures of these systems are highly dynamic: during the system runtime, customers or network nodes can join or leave the system dynamically without notice, a process summarized under the term of churn. The system has to be designed to survive such times of churn with minimal service degradation.

New Challenges in Future Networks

Today, scalability is the most important performance measure a carrier-grade system has to show. Classically, scalability indicates whether a system is going to work on a large scale or not. The question here is, i.e., if a solution works for 10 customers, does it also work for hundreds, thousands, or even millions of customers. This so-called functional scalability assumes a static system architecture and customer base. In P2P-based content delivery platforms, where peers can dynamically leave and join the system, performance analysis often has to cope with the additional question of stochastic scalability. That is the scalability question does no longer cope with the system size alone but also with a stochastically changing structure and churn characteristics. Given the same population of users, is the content delivery platform able to maintain the service quality or will the system collapse under the random variations of its components?

In addition to the increasing complexity and the need for more flexible infrastructures for supporting and allowing heterogeneous environments, additional problems and issues have to be addressed for the future network. Operators and service providers have to be able to charge for new services. This means that accounting and billing has to be considered when designing a new architecture. Another major issue is security. The future network has to offer secure communication which is also able to deal with attacks or even to avoid them entirely and, thus, enables dependable services.

A Blueprint for Architectural Design

In today’s Internet the above mentioned problems are often solved with cross-layer optimizations or middleware concepts. However, these solutions are hard to support efficiently in heterogeneous environments. They are inflexible and result in troublesome enhancements or even incompatibility for future networks. If we consider the commonly used ISO/OSI layer model for communication networks, interoperability between different technologies is solved on network and transport layer but not optimized for future Internet (e.g. TCP over wireless, multicast …). Peer-to-Peer (P2P) overlays and technologies might solve these problems of heterogeneity and complexity by creating their own name spaces, overlay routing algorithms, load distribution mechanisms, and scalable functionality. However, they need to be adapted to the underlying layers in order to increase the overall efficiency (e.g. by including proximity into the overlay) and to increase robustness (e.g. by installing mechanisms to react on faults and node failures). As a result cross-layer approaches are used to realize an efficient implementation of P2P mechanisms within today’s technology. Additionally, in the de facto standard layer model of the Internet some layers are not used. 

All these observations lead to our vision of the future Internet. The architectural design is minimized to three necessary layers addressing the above mentioned aspects: a connectivity layer, a P2P layer, and an application layer cf. Figure 1. 

	[image: image5.emf]Data Link

Network

Transport

Session

Presentation

Connectivity

P2P (Mediation)

Application

Physical

P2P Overlay

Application



	Figure 1: A New Layering Concept


The task of the connectivity layer is to optimize individual physical access networks while including the mobility of users to allow handovers between different access technologies. From the user’s point of view this means a multi-network service. The future network is designed for and focused on services for end users, i.e., the end-to-end user perceived quality is taken into account. This necessarily requires autonomic networks and autonomic network management mechanisms which will be a task on the next layer, the P2P layer. The advantages of P2P technology are utilized to mediate signalling information and user data, resulting in self-organized routing (maybe without intermediate routers, simply an edge-based routing) and a distributed resource access (e.g. bandwidth sharing among peers). Additional tasks like security and storage of third-party information for billing and accounting have to be considered to allow dependable direct communication between users and to offer service and network providers the possibility to charge for their added value to the future Internet.

The top-level layer is the application layer which is user oriented and allows end-to-end quality of service. A crucial task might be the context awareness of applications to offer real mobile applications. Therefore, the intelligence is moved out of the networks to the edge allowing these multi-network services. If necessary, application-layer routing or content-based routing can be applied to certain services.

In order to design and test such a new architecture concept, an important issue is the question how this can be implemented. A European network implementation substrate might be necessary like the GEANT2 which is perhaps interconnected to GENI.

Fundamental Research Roadmap

From our experience there are two major ways of how to deal with the research issues of future networks: A clean start from scratch, the so called green field approach, or a step-by-step modification of existing technologies, the so called brown field approach. Both approaches try to make future networks more self-aware. That is, future systems should minimize the amount of human participation in the control loop and achieve a higher level of self-organization, self-configuration, self-management, and so on. There will be a paradigm shift from building faster and more powerful networks to building more scalable, reliable, stable and robust networks.

The main advantage of the green field approach is that it is not limited by the constraints of existing technologies, like the static layer model or historic protocols like TCP/IP. The idea is to take previous mistakes into account, to wipe the slate clean and to build new systems, which are designed to solve the problems of current networks and of generations to come. Given the existing cable infrastructures, previously made investments and the ISP’s devotion to current business models, however, it will not be an easy task to put the newly gained results into practice. This again underlines the need for a European network implementation substrate.

The brown field approach on the other side takes the current architecture of the Internet as given and tries to modify and improve existing mechanism. This makes it very easy to re-use existing testbeds like PlanetLab and finally to deploy the newly developed algorithms. The downside, however, is that this approach is heavily limited by the restrictions of current technology. While patching existing systems might work for sometime, sooner or later good ideas will have to be dropped, simply because they are not supported by the current infrastructure or it is not possible to modify them correspondingly.

We therefore believe one should try to combine the best of both worlds instead of accepting the limitations of either one. A possible solution can be described as the soccer field approach: A brown field with an increasing number of green islands. The idea is to try to forget or neglect existing solutions as far as possible and then define the problem to be solved at a very abstract level. This way it becomes possible to determine which fundamental properties are required in a good solution from a logical point of view. In the simple case of routing, such properties could be global identifiers to enable global communication or a means to deliver information from point A to a specific point B. Taking the problems of old solutions into account, one can then derive new solutions, which do not necessarily have to rely on existing technology.

Chapter 5-Socio-economic aspects and business models
This chapter is devoted to the socio-economic aspects of the Next Generation Internet. It covers topics like quality of security as perceived by the final user and related business models as well as security as perceived by users, means trust. It also covers regulatory and pricing issues.
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Current situation
The society has started to view the Internet as a utility. Originally, the Internet was not designed to offer secure and predictable services. During the past 35 years, such mechanisms have been added incrementally and with a limited scope. 

In the Internet context, the end-users have been playing a rather passive role. Internet has mainly been focusing on the end-to-end delivery of data packets by means of routing and – at least for data traffic – end-to-end flow control. While the packet handling within the network happened in a best-effort manner, the goal of the end-to-end control – if applied at all – was mainly to protect the network from overload caused by end-user traffic. Both routing and network management take a network view rather than an end-user view into account when trying to optimize the networks’ behavior. A coordination of management efforts between different domains is hardly achieved. Efforts to define and implement Quality of Service (QoS) have been checked by many Internet hardliners, as QoS smelled hated ATM.  Performance problems, if at all, were taken care of by patching (e.g. trying to adapt TCP to wireless links). So, in the end, an average Internet end-user cannot get any performance guarantees, which makes the use of modern, resource-demanding services adventurous. Users can improve their service perception by increasing their access speeds, which widens the Digital Divide gap between the “haves” and “have-nots” in terms of access speed. While some users could get access speeds of several tens of megabits per second if they can afford it, other ones still have to use modem access because no other technology is available. Rather seldom, average end-users have any idea which combinations of service and access can be used in a reasonable way; they have to find out themselves. A typical use case can be summarized as “try – get stuck – become disappointed – give up”. Alternatively, they might choose oversized and costly access solutions just in order to be on the safe side. Thus, infrastructure, performance and usability in combination with the economic dimension are important “Digital Divisors”. 

From the end-user point of view, the situation is quite similar in the security domain. Internet’s potential to provide global connectivity also provides global risks, as a certain Internet end-user can be reached and compromised from virtually any Internet user all over the world. The implementation of security solutions (e.g. the use of encryption or the installation of firewalls) is mainly left to the end-user or its closest organization (e.g. employer, network operator). Heavy security solutions are costly and resource-consuming, i.e. the performance of a service can be affected so badly that the service cannot be used anymore. Again, the user has to find out a reasonable trade-off between cost (in terms of performance and money) and risk. Bad experience with this choice can also be a “Digital Divisor”, as the affected user might consider not using a certain service (e.g. e-trading) anymore. 

A third domain relates to the economical dimension. End-users find it hard to walk the jungle of offers and prices for Internet connectivity. From the end-user point of view, getting hold of current Internet connectivity resembles shopping in a self-service store, in which the customer (i.e. the end-user) easily can get lost between different offers and end up with a solution that does not fit their needs. Or, alternatively, it is not necessarily clear which services really can be provided in a reasonable way by a certain offer. However, the upcoming competition between service providers and operators opens up for churn, i.e. a customer changes the provider in case of problems with quality and pricing. 

Current trends

Media-rich applications such as gaming are becoming increasingly popular, and currently, TriplePlay (telephony, TV, Internet access) is entering the scene. Besides of classical Internet connectivity, prominent services which have well been delivered by classical telephony networks and TV broadcasting are offered via Internet Protocol (IP) technology, which puts high demands in terms of performance and reliability onto the network – demands for which Internet never was designed for. Users of such services will put the same expectations into the service quality as they have been used to from classical services (e.g., being able to call even in absence of electricity; to dial an emergency number whenever necessary; to zap between many TV channels with hardly noticeable delay, etc.). Delivering such charged services offers an important market potential, but also puts a great share of responsibility onto providers and operators to keep the services running well. Amongst others, issues related to multicast and bandwidth allocation have to be taken into account. Next Generation Networks (NGN) based on the Internet Multimedia System (IMS) increase in importance. NGN are somewhat of a merger between the telecom and the Internet world in the sense that IP-based technology is used for delivering services comparable to telecommunication networks, i.e. performance, charging and security are explicitly taken care of, and Internet access becomes one service amongst many others.

In NGI, the proliferation of wireless devices will continue and accelerate. NGI will be characterized by a multitude of different fixed and wireless technologies used to deliver various information streams. An increasing number of (handheld) devices and handsets offer several link technologies. The latter is an important requisite for seamless communications, i.e. (automatic) handover between different network technologies during ongoing sessions in order to allow for being “Always Best Connected” (ABC) in terms of service availability, performance, price, and security. It is however obvious that wireless technologies pose extra challenges in terms of predictable service, dependability, security and trust. 

Another important trend in the context of TriplePlay relates to home networking. In the future, all services relevant to members of a household posing different demands regarding performance and security might use the same – preferably wireless – home network. There is a risk that all those services compete for the same resources, making service performance completely unpredictable. This poses a major problem for service provider and operator, as both should deliver the service end-to-end, but can hardly monitor the user part of the network. 

Finally, Europe is expected to be broadband-enabled within some years. However, the limiting capacity for what is called broadband is seen as low as 1 Mbps, which is by far not sufficient for many experience-related services, so that some kind of capacity-related Digital Divide will most probably prevail. 

Vision

In order to provide a reliable service experience for the end-user, involving quality, pricing and security, service provisioning will have to abandon the self-service principle as illustrated in the figure below.
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Instead, Next Generation Internet will provide a more predictable and reliable service perception. Quality, pricing and security levels of a particular service (including Internet access) will be combined in a well-defined and user-understandable way. The increased use of Key Performance Indicators (KPI) will make service and network provisioning more transparent to the customers. Offers by different providers can be better compared, and the triple “quality – cost – security” will become an even stronger marketing argument than what is the case today. And users will have a clear picture of what services can be used via a certain network, which will give them more trust into communications than what is the case today.

In the future, the network stack will be able to assist the applications in evaluating the feasibility of a certain network for a certain communication task, given a set of performance, cost and security parameters. Such an evaluation happens both before initiating the communication relation (pre-selection) and during the ongoing communication (monitoring). This feature will not only help to ensure that a certain service will perform reasonably well via a certain network; it will also pave the way to seamless communications, i.e. an automated network selection depending on the task to be performed and given certain performance, cost and security objectives. Furthermore, today’s quite rigid transport service provisioning will be better adapted to the application of interest, e.g. through adaptive resource allocation (e.g. by means of bandwidth auctioning) and the choice of an “Always Best Security” (ABS) solution. Such a cognitive network stack will also assist providers and operators by reporting critical states, e.g. regarding performance and security, as seen from the user point of view. This will happen through standardized interfaces right into their management systems, enabling them to work on the problem in good time instead of having to wait for the customers’ complaints. The new functions will be found on top of IP layer (i.e. on transport and/or application level) in order to provide interoperability with Internet’s core. All improvements regarding future versions of IP or quality or security enhancements in access and core networks (e.g. flow-aware routing) will provide bonus regarding end-user experience, but the cognitive transport/application layer will even be able to deal with standard best-effort networks based on IPv4. 

In order to provide for these possibilities in an efficient way, the cognitive network stack might incorporate self-organization technologies. Recent advances in quality-controlled peer-to-peer applications (such as Skype offering Internet telephony) demonstrate the potential of this approach. The cognitive network stack participates in one or several overlays depending on the task to be performed. An important advantage for end-users, providers and operators lies in the fact that the configuration effort is rather limited (“plug-and-work”). Still, a whole set of management functions including fault, performance, accounting, security and location management will be made available. Applying the seamless communications principle, overlay routing might as well be an option. Especially in wireless environments with their limited resources, lightweight performance monitoring and security solutions will be applied. To reach these goals, multi-disciplinary research is needed, covering media coding and handling; requirement descriptors; traffic modeling; resource allocation; monitoring approaches; protocol enhancements; and performance, cost, security, trust and dependability considerations. 


Finally, it is expected that the NGN development with its clear market and quality orientation stemming from the world of telecommunications will have a considerable impact on NGI. As both build upon Internet technology, the manufacturers of IP technology will strive for the standardization of their solutions, which will make them penetrate even into the domain of classical Internet services.
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Introduction 

Telecommunication Regulation is driven by three main categories:

a. Political and social aspects

b. Service, traffic and network aspects 

c. Economical aspects 

The main objective of any telecommunication Regulation is to assure, that both existing telecommunication services and the development of new ones are offered to the end users under competitive prices which do not allow subsidies of a set of service by other ones. The best regulation is currently seen to develop free competition inside a liberalized telecommunication market with the objective to withdraw regulatory measures with increasing self supporting competition. For a limited set of services, the so called universal services, end user access has to be provided independent of the geographical location of the user and the service has to be provided under unified and guaranteed/controlled performance. Telephone service (PSTS) under the PSTN/ISDN is the most important universal service.   

Current regulatory policies concentrate – besides others – on indemnifying so called network bottlenecks. Despite abolishing the legal monopoly of the incumbent operators, these bottlenecks give them an economic advantage over their competitors. Accordingly, regulation tries to overcome this economic barrier to entry by obliging incumbents to grant cost based access to bottleneck facilities to competitors. The most important bottlenecks are identified in the subscriber access and in parts of the aggregation network where traditional network operators (TNO) provide already a strong degree of infrastructure while new entrance operators (NEO) have not yet implemented a proper infrastructure due to the high cost of implementation and the small degree of traffic concentration. Hence national regulatory authorities NRA have to determine the conditions for a corresponding wholesale service which allow the NEO to offer a similar service as the TNO. An ex ante regulation is generally applied for services like call termination and call origination for the PSTS under different type of interconnection points but ultimately also for broadband Internet access services, also called Bitstream Access Service (BAS), see [Kurt-2003]. For services where a sufficient competition is considered a NRA provides only an intervention in case where the corresponding operators does not agree about the corresponding call origination and call termination cost and interconnection points; ex post regulation an example are mobile services.
 

Since regulators aim at achieving a market outcome comparable to a competitive market they take traffic and network aspects into account in order to determine the technical and performance conditions for efficient service provision either for wholesale or end user services. Under network aspect also the optimal set of interconnection points has to be determined which allows by one side the NEO a corresponding interconnection but also a sufficient stimulation to extend is proper infrastructure to compete at the end under equal condition with the TNO.  

The economic measure for efficient service provision is a cost based regulation especially of wholesale services on the basis of the Forward Looking Long Run Incremental Cost Standard (FL-LRIC). Concerning the economical aspects current regulation provides cost studies under so call long run average incremental cost models (LRAIC) which consider how a hypothetical network operator (new entrant operator) would implement an efficient network for the corresponding services to be considered under currently most modern technology: Hence the LRAIC model does not, consider historical investment and implementation but in some cases some singularities are considered. The most important singularity which is taken into account is to consider the existing MDF (main distribution frame) locations where traditional networks as the PSTN/ISDN terminate the subscriber access also called scorch node approach, see [Hack-2001]. Additionally regulators have to consider that most services subject to regulation are offered under an integrated network structure which supports a large number of services, some to be regulated and others not. This makes it necessary that existing LRAIC models designed on an element based approach take into account the joint service production of all network elements. The corresponding model is denominated Total Element based LRIC model (TELRIC), see [Gonz-2002]. 

The strong and rapid development in telecommunication technologies, the increasing integration of traditional and new services into an IP based network and the increasing demand for new services provides strong challenges to European and national regulatory authorities. The ubiquitous presence of Internet Services might require in the near future also regulatory initiatives in order to promote the service access and extension mainly for less densely populated regions to avoid a European- and national digital divide. 

The network development for integrating as much as possible the different existing and future telecommunication network are summarized under the acronyms of “Next Generation Network” (NGN) and “Next Generation Internet” (NGI). The consequence of these developments and the common and different aspects between NGN and NGI are discussed in the next chapter. The third chapter of this paper provides a vision of the resulting regulatory problems and associated fields of research and development.

NGN and NGI 

Both concepts, the NGN and NGI are a result of the network development of the traditional PSTN to the current IP based network which already integrates a large number of services ranging from different types of voice. video and multimedia services, traditional  data services but also P2P and public Internet www. 

This chapter provides a short and limited overview of this development required to understand corresponding regulatory aspects, a more broad exposition of NGN and NGI and its development from traditional PSTN and ISDN are shown in other parts of this global prospective cell document.           

Traditional Telecommunication networks were mainly designed to provide the functionalities for a special set of services. Under this perspective the legacy PSTN was mainly optimized for voice while PSDN was optimized for data services. The first initiative for service integration resulted in the ISDN Concept.  The ISDN limits at its first step on a service integration over the subscriber access line (SAN) while maintaining in the proper network part two parallel platforms: first, a circuit switched digital network and second, a packet switched data network (initially under X.25 and later on Frame Relay (FR)). Anyway, voice and data service integration under the ISDN concept did not reach a critical mass in the so called network life cycle, see fig. 1.1. Under these circumstances the next step expanding the ISDN concept to broadband services in form of the ATM based B-ISDN architecture did not get a good starting position either which was at least already anticipated from some authors, see [Klein-1991]. 
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Fig 1.1 Typical development of a network life cycle (upper curve with -, lower one without success)

In parallel a completely different approach was developed by the U.S. Defense Research Agency paving the first step of the today Internet concept, see [Clark-1988].  The strong difference of the IP network in contrast to legacy networks resulted that the first was based on a more or less dump transport platform where most of the control functions are distributed over the proper terminals, services and some proxies while the legacy network was based on a proper control platform with advanced signaling protocols strongly integrated into the proper network equipments. 

Mobile Communication evolved also from first generation analogue systems to currently widely implemented second generation digital ones where the well know GSM network is strongly based in its backhaul and backbone part on circuit switched ISDN architecture and even the third generation UMTS was designed already under the philosophy of an integration into the ATM based B-ISDN.     

Currently traditional network operators are loosing traffic from PSTN to mobile and IP networks. The first is mainly due to a change in social behavior under the lemma “life is mobile” while the second one is for economical reasons. Hence a number of TNO are going to integrate their infrastructures, the national PSTN/ISDN and the national IP network into a new type of network named “Next Generation Network”, see [Cisco-2004], [OFC-2004]. In parallel some NEO but mainly Internet Service Providers which implemented a national IP transport platform in competition to the one of the TNO are going to extend their services incorporating real time and streaming applications like VoIP, Video streaming multimedia messages etc. 

Both concepts the NGN from TNO and the other from NEO have similarities but also some differences. For this reason we will name the way NEO or ISP/ITP extend there IP platform in the direction of service integration as Next Generation Internet (NGI) to distinguish between both ways. 

The most significant difference between TNO NGN and NEO NGI implementation results from economical and regulatory aspects. In contrast to the TNO the ISP/ITP does not face the burden of a costly PSTN/ISDN infrastructure which in most cases is already not completely depreciated. Additionally, PSTN/ISDN services are strongly regulated and have to fulfill corresponding performance parameters which are currently not required for VoIP services. 

The concept of NGN is a general concept with a still weak definition. A corresponding definition in relation to the PSTN/ISDN was provided by [ITU-2004] and is resumed in Table 2.1. Anyway the NGN architecture is based on a strict separation of the transport and the control function, a unified core transport platform based on IP/MPLS in the logical - and an optical transport part in the physical layer and a wide number of access networks allowing a seamless service provision to the user in any situation (fixed as mobile). For a long intermediate period the NGN must provide interconnection with legacy terminals and networks using corresponding Access Media or trunk media Gateways respectively. 

	NGN and its relation with the PSTN/ISDN  

Next Generation Network (NGN) refers to the IP-based network that could well supplant the PSTN network for providing telecommunication services. The NGN supports several multimedia services such as VoIP, videoconferencing, email, IM, etc. The ITU-T Recommendation Y.2001 defines NGN as follows: 

A packet-based network able to provide telecommunication services and able to make use of multiple broadband, QoS-enabled transport technologies and in which service-related functions are independent from underlying transport-related technologies. It offers unrestricted access by users to different service providers. It supports generalized mobility which will allow consistent and ubiquitous provision of services to users. 




Table 2.1 Short definition of the NGN concept

In contrast to the NGN there is not any common definition of NGI architecture. Originally the term NGI covered an architecture concept to overcome the problems resulting from the original Internet concept, see [Brad-2000]. In the context of this paper we understand NGI as a concept which allows an ISP to extend the best effort service in order to introduce QoS based services as multimedia real time and streaming services. In contrast to the NGN concept where the function of the control plan is concentrated in a small number of elements named Media Gateway controller or Softswitch, in the NGI the control functions are widely distributed over the proper hosts, servers and a limited number of proxies. On the other side the transport plan in NGI is based on a similar architecture as in the NGN because most TNO will continue to use their nationwide Tier 2 IP network infrastructure. Table 2.2 resumes the common aspects of NGN and NGI but also the main differences.  

	Attribute 
	NGN
	NGI 

	Target Network 
	Universal FMI  broadband network 
	Extended Internet with QoS management 

	Functional distribution
	Reduced number of central Servers 
	Host and Proxy servers 

	Terminal Complexity  
	Low until medium 
	Medium until high 

	Most important Standardisations Groups 
	ITU, ETSI
	IETF 

	Layer  3 Network Protocol  
	                      IPv6

	Core Network elements 
	Optical Terrabitrouter with DWDM 

	Capacity- management 
	ASON
	GMPLS 

	Innovationpath 
	Integration of PSTN und Data services, introduction of new services  
	VoIP und Multimedia  service offer via Internet stepwise evolution to the NGI 

	Provision of Voice Services with PSTN/ISDN Performance 
	From the beginning 
	Only basic performance parameters with stepwise improvement 


Table 2.2 Comparison between the NGN and the NGI concept

Regulatory problems resulting from NGN, NGI 

A TNO can introduce the NGN concept in form of an overlay network or he can apply a substitution strategy. In the last case the substitution might be implemented from the aggregation to the core or inversely. We expect that most TNO will use the substitution strategy starting from the core to the aggregation because in this case the implemented Tier 2 IP infrastructure can be fully reused and “only” the additional function for the control plan must be implemented, see [CISCO-2004]. The integration provides an immediate benefit due to the OPEX reduced in the core part and the possibility to offer new service areas with high user density (fig. 3.1 provides a schematic view of the resulting NGN-PSTN/ISDN hybrid network). Anyway the TNO has to provide additional capacities for the massive introduction of residential broadband services like IP_TV and VoD and also provide at least a partial substitution of the legacy ATM BAN infrastructure by a carrier Ethernet with manageable DSLAMs, see [Heav-2005]. Additionally, the TNO also has to assure that the GoS and QoS parameter of the legacy services integrated partially into the core NGN are fulfilled from the beginning. Furthermore, he has to continue to provide the already regulated interconnection services for the PSTN/ISDN at least for a time period specified by the regulator. Hence for the TNO results a strong investment (CAPEX) with the corresponding risk mainly in the broadband residential market. 
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Fig. 3.1 Schematic view of a hybrid PSTN/ISDN NGN network under a Top down approach

An ISP can introduce new services using the existing best effort Internet Transport infrastructure without a strong CAPEX but under the trade off that the new services do not get the full performance and QoS; the introduction of VoIP using HSI access and the best effort Internet is recent example. Some ISP/ITPs already provide a certain QoS degree inside their IP domain and for inter-domain connections with corresponding partners under the concept of over engineering. Anyway the current performance of real time services like VoIP does not suggest a full substitution of corresponding legacy services but plays an important function as additional (inexpensive) service. This low price service supply is likely to impose competitive pressure on the TNO since traffic to some extent will migrate from the PSTN/ISDN of the TNOs to the NGI. This effect may incite the TNO to take the high risk of an early implementation of the NGN. On the other side most ISP have implemented only a reduced proper IP infrastructure and require capacities under wholesale services in form of peering or IP tunnels in the core part but mainly in the aggregation network a corresponding bitstream service. For offering and end-to-end services with QoS an ISP requires hence capacity provision from the TNO with corresponding QoS services. For the ATM based BAN the European regulator Group has already defined some recommendations and a corresponding reference model which is shown fig. 3.2. A first approach for a corresponding cost model considering network architecture and design aspects was provided from the authors of this paper in a study for the German Regulator “Bundesnetzagentur, Bonn and presented in an public hearing in February of 2005, see [BNA-2004] a summary is given in [Hack-2006].       
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Fig. 3.2 Reference configuration for bitstream access service interconnection points

source [ERG-2004]

From a general regulatory point of view the difference between NGN and NGI might by considered under a common view of NGN/NGI defining this term not from a technical and network architecture point of view but from the market place aspects in line with a study for the EC, see [Devot-2003]. From this view results, that NGN/NGI is the future competitive market place for communication and information services in the sense of terminating the current transition period from monopoly to competition.   

Regulatory challenges 

As indicated in the last section an early and massive introduction of NGN and corresponding services on one side provides a high financial risk for TNO but on the other side reinforces their position due to the fact that under the NGN new services with end to end QoS guaranties can be offered. The introduction of NGN by a TNO raises several regulatory problems; see [Pond-2005]. The most important are: 

· Reduced number of locations in the hierarchy of the NGN against the legacy PSTN/ISDN 

· Provision of the infrastructure for NEO in form of wholesale services 

· Modification and extension of the interconnection regime 

· Maintain performance values of legacy services mainly for voice services  

Reduced number of locations in the hierarchy of the NGN against the legacy PSTN/ISDN 

The current hierarchy of a nationwide PSTN/ISDN in most European countries composes three or four levels (Remote access, pure local-, combined local/trunk- and transit switch) and it might be expected that the number of levels in NGN will not change. Anyway due to high capacities of the aggregation, edge and core router equipment we expect a significant reduction in the number of locations mainly in the higher levels, Table 4.1 provides estimation for a hypothetical country with 5000 locations for network access. 

	General
	PTSN/ISDN
	NGN

	level
	Generic name
	name
	No. of location
	Name
	No. of locations

	0
	User access
	Remote concentrator
	5000
	DSLAM
	5000

	1
	Aggregation
	Local switch
	1000
	Metro switch
	500

	2
	Edge/core
	Combined local trunk switch
	250
	LER/LSR
	50

	3
	Transit
	Transit switch
	25
	LSR
	5- 10


Table 4.1 Values for the hierarchy locations for a hypothetical European country

Regulation in (most) European countries is supposed to support infrastructure based competition thus allowing NEOs with national coverage providing PSTN/ISDN interconnection at a subset of level 1, at least covering all level 2 nodes, in order to pay only local or single transit call termination cost for calls.

With the introduction of the NGN the technical form and the number of interconnection points change strongly from the existing PSTN/ISDN interconnection regime. Thus, a new interconnection regime must be defined taking account of a multiple set of objectives. One difficulty of course is assuring that the new interconnection regime does not give one party competitive advantages over the other. Another requirement will be that regulation must assure that for a sufficient long period of time the old interconnection regime is operated in parallel so that the NEO gets a transition period. Additionally, it appears reasonable that the TNO has to assure (also for a sufficient long time horizon) legacy services like ISDN BA and PA from PBX is maintained to protect the investment from business customers  

Provision of wholesale services for NEO 

Most ISP have implemented a regional infrastructure only while some NEO implemented a nationwide infrastructure but generally reduced to the edge level, see Table 3.1. For providing access to their narrow band dial in Internet clients they have to use parts of the PSTN/ISDN infrastructure of the TNO (note that in most European countries still between 70% to 90% of the SAN and also to a large extent the PSTN/ISDN aggregation network, level 0-1, are already monopolized by the TNO because the regulation of the SAN in form of cession of line sharing did not provide in any cases sufficient incentives that NEO implement SAN and Aggregation networks with national coverage. 

For providing HSI access an NEO requires a form of (broadband) bitstream access service from the corresponding TNO which has to include facilities for QoS management. There is currently a political discussion whether national regulators protect the high risk investment of TNO for triple play services by guaranteeing the TNO that his investment will not be subject to regulation, see [Kleil-2006] 

By defining regulatory access and interconnection for NEOs Regulators must consider whether NEOs should also get access to individual services of customers. This means, not the whole Bitstream of a customer will be handed over to the NEO but only the Voice stream will be subject for interconnection. In this context the technical requirements and impacts on a service related interconnection regime must be analyzed.

Possible Modification and extension of the interconnection regime 

The influence of the reduced number of locations in middle and high level nodes of the NGN on the interconnection regime is already discussed above. But furthermore the NGN requires an extension of the interconnection regime with regard to different combinations of networks (NGN-NGI, NGI-PSTN/ISDN, NGN-PSTN/ISDN, NGN-GSM etc.). One of the main points is the service provision with end to end QoS values. Note that mainly the delay and jitter parameter result by the sum of the individual delay and Jitter values of each network section. Hence in the interconnection the same amount of bandwidth (e.g. for a VoIP call) might be associated with different call termination costs depending on the corresponding QoS values in the respective interconnected networks. This implies that the determination of an interconnection regime and its corresponding cost has to consider a multi-parameter problem.  

Maintain performance values of legacy services mainly for voice services  

Services of current PSTN/ISDN provide high performance values mainly in QoS, privacy, data protection, security, reliability and emergency calls. Current VoIP services are able to provide these performance only in a reduce form; see [Poseg-2005]. On the other side VoIP allows to introduce different types of Voice services ranging from high quality (G.711), over reduced quality (e.g. G.729 with VAD) up to best effort VoIP without any QoS guarantee and much reduced performance parameter values 

Conclusions and future work 

The paper outlined that the introduction of the NGN architecture by a TNO and the service extension in the Internet in direction to a NGI concept mainly by an ISP or a NEO cause strong changes in the current telecom service provision to different types of clients and among the different agents as operators, service providers, content providers etc. These problems require in-depth studies involving all agents which form a part in the product chain for the corresponding service. Mainly the national and European Regulatory Bodies are confronted with new challenges requiring technical and economical expertise in order to provide rules for the benefit of all, but mainly for the end users.  

From a methodological point of view regulatory studies for network interconnection and call termination cost determination are mainly based on so called bottom up models in combination with a Forward Looking long run incremental cost model FL-LRAIC, see [Gonz-2002]. The methodology implies that the corresponding networks, in our case the NGN must be emulated and correspondingly designed and dimensioned. Due to the strong uncertainties in the input parameters as user number, type of services, traffic demand etc. this network design must be provided under different types of scenarios which covers most important variants of the input values. Hence regulatory studies require flexible network design tools in order to emulate the path from the PSTN/ISDN to a pure NGN or NGI. The tools have to include technical aspects resulting from the network architecture, network design aspects as traffic modelling and routing resulting from the service requirements, appropriate network design and dimensioning algorithm and finally cost and pricing models for the corresponding technical-economical evaluation of different Interconnection scenarios.

As a résumé follows that the current work in EURO-NGI provides a valid fundament for future projects in the field of NGN/NGI and its resulting regulation problems.    
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17- Pricing and business models

Author: Costas Courcoubetis

Introduction

Internet is a very interesting artifact; although it follows some simple rules its operation is rather unpredicted. The most fundamental one is the “end-to-end” principle which gives more control to end-users than providers. In contrast to the previous regime where providers had full control over the deployed services, Internet allows innovative services to be deployed on “the edges” of the network. Email, WWW, p2p, Grid and VoIP are prominent examples of services in the Internet era. The “end-to-end” principle has turned core network transport services into commodity, having significant impact on traditional telecom operators’ revenues. ISPs and backbone providers can incorporate intelligence to the network, but this may prove to be an obstacle for future services. This situation is frequently mentioned as “the paradox of the best network”. 

Furthermore, Internet operates following the “network neutrality” principle and thus treats all IP packets the same way. It also provides “Best Effort” services and thus it does not provide guarantees regarding i.e. delay or jitter. However, new real-time applications like VoIP and video on demand pose stricter requirements than traditional services and this has led to significant research efforts towards a QoS-aware Internet.

Internet is not owned by a single authority or business, but evolved from a non-commercial research network to a platform covering an increasingly number of human activities. The role of regulation was decisive on the wide adoption and smooth operation of Internet, and will continue to be. Regulatory decisions for open access, low Internet prices and universal service obligations are such examples.

Business Models

Internet is an example of the bidirectional relationship among technology and business models. Initially, monthly charges for Internet access and advanced services were another source of income for incumbent providers. This perception coupled with high expectations for e-commerce has led to significant investments in network infrastructures. As technology matured and services like VoIP became widely popular, Internet started to be seen as a threat to incumbents’ traditional services. 

The main source of income for incumbent providers is still voice services, but is getting increasingly pressures from mobile operators and Internet Telephony Service Providers (ITSPs). On the other hand competition has kept income from data services relatively low. Now providers search for the “killer application” that will bring more revenues, recover investments and justify further network roll outs. For example providing triple-play services (voice, data and video) is recognized by traditional operators as the main motivation for delivering fibre to the home. 

In general, it seems that there are two basic strategies that have the potential to determine “the future of the Internet”. On the one hand, Asian providers promote broadband (FTTx) by offering “stupid” IP transfer services at low prices and thus relying on innovation from edges. This strategy has led Korea, Japan and China to have the largest broadband penetration rates worldwide. However, it is not certain that this strategy will be profitable. On the other hand, US Incumbent and CATV providers try to increase revenues by increasing control over user traffic and reducing competition by regulatory means. European providers, in general, lie in the middle but this case is possibly because of regulatory decisions. Even though they are reluctant in offering wide-scale broadband services based on FTTx, regulatory bodies in Europe are still vigilant and encourage start-up providers. 

US incumbent providers are accused for following the “walled garden” approach in order to reduce escaped profits from competitive services. A walled garden is an environment that controls the user's access to Web content and services. For example many incumbents begin to implement a system using IMS for converged fixed-mobile services where the provider decides the user’s device (cellular, IP or traditional phone) where a phone call will be terminated. Moreover providers would like to perform “price discrimination” and charge users according to the type of traffic. Existing technologies allow network elements to recognize traffic as VoIP, p2p or WWW and act according to provider’s policy. But many researchers are opposed to this since it is in contrast to the “end-to-end” principle. Another way that incumbents can employ to increase revenues and limit competition is to offer differentiated products (i.e. services of different QoS level), but this opposes to the “end-to-end” and “network neutrality” principles.

Furthermore, there are some concerns that US Incumbent and CATV providers increasingly influence decisions by FCC. For example, according to Triennial Review Order, US ILECs will not be obliged to share the local loop (although this does not affect full LLU) and FTTx with competing ISPs. This decision promotes investments by CLECs, but discourages new entrants. Likewise the ongoing consultation regarding “Communications Opportunity, Promotion and Enhancement Act of 2006” may end up permitting US ILECs to offer higher QoS to customers (content providers) that can pay. This is in contrast to network neutrality principle and an obstacle for innovative services by start-up providers.

Thus is clear that regulatory decisions are important for the future of Internet. This mandates that new consultations should take place in order to carefully estimate the short and long term impact of several issues:

· What regulatory measures will trigger facility-based competition, i.e. structural separation of incumbents’ operation (infrastructure, services), rights of way? 

· What are the obstacles that should be removed for customer-owned networks (i.e. municipal, private) to flourish, i.e. financial grants, build restrictions, spectrum licenses? Many researchers believe that this is a viable solution since competition in major intercity links already exists.

· What would be the impact of incumbents’ potential higher control over Internet data to the EU social and economic growth? Researchers believe that most innovative and successful applications running on the Internet (like email, WWW, p2p) stem from the “edges” and not from telcos.

Pricing

The main purposes of pricing are to recover network creation and expansion charges as well as to provide economic signals to users for congestion control. Two basic schemes are widely used; the flat rate and the usage-based.

Flat rate access pricing model involves a low monthly fee that allows the user access to ISP’s network and the Internet. It comes in two versions (limited and unlimited) regarding possible restrictions on the time spent online or the volume exchanged. This scheme is considered the most simple and popular tariff for retail broadband Internet since it requires the minimum information gathering and processing from the provider. Furthermore it is in pace with “behavioral economics” (Odlyzko), a term describing a user’s “irrational” behavior due to his willingness for simple prices even if those turn out to be more expensive than a personalized tariff. On the other hand, flat schemes provide limited economic signals and leads to increased “consumption” (especially the unlimited flat version). Furthermore, it is considered unfair since the majority of typical users subsidize “heavy” users.
Usage-based charges are computed based on the time spent online or the volume exchanged by the customer. This is the most popular tariff in wholesale broadband Internet, while it gains increased attention in retail market (i.e. BT). In contrast to flat rates, it provides signals for more efficient use of network resources and makes product differentiation easier (especially compared to the unlimited flat version). For example, providers could provide bandwidth on demand services at lower rates per unit. However, it may lead to unexpected high customer bills, while it requires more complex back-end systems.

Apart from flat rate and usage-based tariffs, other types of pricing schemes for the Internet have been proposed as well. Such examples are free access but with the limitation of watching advertisements, congestion pricing and differentiated pricing based on QoS. However, these schemes have either failed, are difficult to be implemented, or are restricted.

In general, there are some trends regarding pricing schemes. On the demand side, there is an increasing pressure for QoS that will support real time applications, but combined with simplicity and predictability of prices. On the supply side there is intense competition on price and pressure for more sophisticated pricing schemes, which is supported by the emergence of new network technologies.
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� For more information on the NoE Euro-NGI please visit the web site www.eurongi.org.


� We are talking here about traffic in the core. Access traffic structure depends on the network and for example in cellular networks, voice remains the major source of traffic (although, as we will see, the market expects that even in cellular networks voice traffic will become a minority within a horizon of 5 years).


� Cognitive radio may have no main impact in Europe, this question requires further analysis.


� IMS : IP Multimedia System as defined by the 3GPP.


� Mobility management is the set of procedures that has to be implemented in order to keep track of the mobile terminal while it is on the move.


� Handover (handoff) management is the procedure that allows the network to guarantee the continuity of a communication that is in progress when the mobile terminal crosses the borders between two neighbouring cells


� It is worth mentioning that NRAs increasingly consider mobile termination charges to be subject to ex ante regulation. They used to be subject to ex post regulation.





�changes in this section are just to avoid repeating some sentences from the first section
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