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Abstract

We propose a second-order accurate method to estimateygrevectors of extremely large matrices
thereby addressing a problem of relevance to statisticiemking in the analysis of very large datasets.
More specifically, we show that averaging eigenvectors nfloaly subsampled matrices efficiently
approximates the true eigenvectors of the original matnidas certain conditions on the incoherence
of the spectral decomposition. This incoherence assumidypically milder than those made in
matrix completion and allows eigenvectors to be sparse. igégs applications to spectral methods in
dimensionality reduction and information retrieval.

1 Introduction

Spectral methods have a long list of applications in stesistnd machine learning. Beyond dimensionality
reduction techniques such as PCA or CCA [And03, MKB79], thaye been used in clustering [NJWO02],
ranking & information retrieval [PBMW98,HTF01,LMO05] or classification for example. Computationally,
one of the most attractive features of these methods is lth@inumerical cost, in particular on problems
where the data matrix is sparse (e.g. graph clustering orrdtion retrieval). Computing a few leading
eigenvalues and eigenvectors of a matrix, using the powkanczos methods for example, requires per-
forming a sequence of matrix vector products and can be gsedevery efficiently. This means that when
the matrix is dense and has dimensigrthe cost of each iteration 3(n?) in both storage and flops.

However, for extremely large scale problems arising inisias or information retrieval for example,
this cost quickly becomes prohibitively high and makes spéenethods impractical. In this paper, we
propose a randomized, distributed algorithm to estimajersiectors (and eigenvalues) which makes spec-
tral methods tractable on very large scale matrices. We shatour method is second order accurate and
illustrate its performance on a few realistic datasets.

Going back to the numerical cost of spectral methods, we Isgedecomposing each matrix vector
product in many smaller block operations partially allésgathe complexity problem, but makes the over-
all process very bandwidth intensive. Decomposition tephes thus improve thgranularity of iterative
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eigenvalue methods (i.e. require many cheaper operatimtsad of a single very expensive one), but at
the expense of significantly higher bandwidth requiremehisre, we focus on methods that improve the
granularity of large-scale eigenvalue computations win@ngvery low bandwidthrequirements, meaning
that they can be fully distributed over many loosely coneéchachines.

The idea of using subsampling to lower the complexity of sgpémethods can be traced back at least to
[GMKG91, PRTV00] who described algorithms based on subsiagipnd random projections respectively.
Explicit error estimates followed in [FKV04, DKM06, AMO7] mich bounded the approximation error of
either elementwise or columnwise matrix subsampling pioses. On the application side, a lot of work
has been focused on the Pagerank vector, and [NZJO1] ircylartistudy its stability under perturbations of
the network matrix. Similar techniques are applied to spéctustering in [HYJT08] and both works have
close connections to ours. Following tNetflixcompetition on collaborative filtering, a more recent stiea
of works [RFP07,CR08, CT09, KMOO09] has also been focuseexatlyreconstructing a low rank matrix
from a small, single incoherent set of observations. Rmalore recent “volume sampling” results provide
relative error bounds [KV09], but so far, the sampling ptulies required to obtain these improved error
bounds remain combinatorially hard to compute.

Our work here is focused on the impact of subsampling on g&gar approximations. First we seek
to understand how far we can reduce the granularity of emjaavmethods using subsampling, before re-
constructing eigenvectors becomes impossible. This mquestas partially answered in [CT09, KMOOQ9]
for matrices with low rank, incoherent spectrum, usirgiralesubset of matrix coefficients, after solving a
convex program witthigh complexity Here we make much milder assumptions on matrix incoherdnce
particular, we allow some eigenvectors todmarse(while remaining incoherent on their support) and we
approximate eigenvectors usinganysimple operations on subsampled matrices. Under certaiditians
on the sampling rate which guarantee that we remain in anbative setting, we show that simpaver-
agingmany approximate eigenvectors obtained by subsamplingcesdapproximation error by an order of
magnitude.

Notation. In what follows, we writeS, the set of symmetric matrices of dimensian For a matrix
X € R™™, we write || X||r its Frobenius norm|| X ||, its spectral normg;(X) its i-th largest singular
value and lef| X || = max;; |X;;|, while Card(X) is the number of nonzero coefficientsih We denote
by X (i, 7) or X;; its (4, j)-th element and by/; thei-th column of M. Here,o denotes the Hadamard (i.e
entrywise) product of matrices. Whenc R" is a vector, we write its Euclidean norfix||2 and||z| « its
ls norm. We writel € R” the vector having all entries equal to 1. Finakydenotes a generic constant,
whose value may change from display to display.

2 Subsampling

We first recall the subsampling procedure in [AMO07] which @p@mates a symmetric matrix/ € S,
using a subset of its coefficients. The entried/bfare independently sampled as

(1)

g _ M;;/p with probability p
e 0 otherwise,

wherep € [0, 1] is the sampling probability. Theorem 1.4 in [AMO07] showsttivenn is large enough

|M — Sll2 < 4{[M[|ocv/7/p, (2)



holds with high probability. In what follows, we will provesamilar bound orj| M — S|, using incoherence
conditions on the spectral decomposition\éf

2.1 Computational benefits

Computingk leading eigenvectors and eigenvalues of a symmetric matrdimensionn using iterative
algorithms such as the power or Lanczos methods (see [GMCRAp. 8-9] for example) only requires
matrix vector products, hence can be performedifkn?) flops when the matrix is dense. However,
this cost is reduced t®(k Card(M)) flops for sparse matricel/. Because the matrig defined in (1)
has onlypn? nonzero coefficients on average, the cost of computingading eigenvalues/eigenvectors
of S will typically be 1/p times smaller than that of performing the same task on tHenfatrix /7. Of
course, sampling the matrif still requiresO(n?) flops, but can be done in a single pass over the data
and be fully distributed. In what follows, we will show thatder incoherence conditions, averaging the
eigenvectors of many independently subsampled matricafupes second order accurate approximations
of the original spectral decomposition. While the globahpaitational cost of this averaging procedure may
not be globally lower, it is decomposed into many much smalenputations, and is thus particularly well
adapted to large clusters of simple, loosely connected mestiAmazon EC2, Hadoop, etc.).

Data n? n?
CPU & Mem. n2 nlogn | | nlogn | | nlogn nlogn
Cost o

Figure 1: Our objective here is to approximate the spectabthposition problem of siz@(n?) by solving
many independent problems of much smaller size.

2.2 Sparse matrix approximations

Let us write the spectral decomposition/af € S, as
n
i=1

whereu; € R"fori =1,... nand\ € R" are the eigenvalues aff with \; > ... > )\, (we assume they
are all distinct). Letx € [0, 1]", we measure thimcoherenceof the matrix\ as

p(My ) = il s ®3)
i=1
Note that this definition is slightly different from that us@ [CT09] because we do not seek to reconstruct

the matrix M exactly, so the tail of the spectrum can be partially negldéh our case. As we will see
below, the fact that we only seek an approximation also allog/to handle sparse eigenvectors.
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Let us define a matrig) € S, with i.i.d. Bernoulli coefficients

0 otherwise.

Q:11T+,/%C

where(C'is has i.i.d. entries with mean zero and variance one, defined

{ 1/p with probability p
Qij =

We can write

{ (1—p)/p with probability p
Cij = B

Vp/(1 —p) otherwise.

We can now write the sampled matigxin (1) as

SzMonM—i—,/%(ZZ:;/\i(uiu?)oC’)EM—i—E (4)

and we now seek to bound the spectral norm of the residuaixmétasn goes to infinity. Naturally, if

| Ell, is small, S is a good approximation af/ in spectral terms, because of Weyl's inequality and the
Davis-Kaharsin(#)-theorem (see [Bha97]). So our aim now is to contffl||, so we can guarantee the
quality of spectral approximations aff made using the sparse mat&xwhich is computationally easier to
work with than the dense matri%/. We now make the following key assumptions on the incoherefithe
matrix M.

Assumption 1. There is a sequence of vectar§” < [0, 1]" for which

(n)
w(M,a™) < and Card(u) <n% ', i=1,...,n

asn goes to infinity, wherg is an absolute constant.

In what follows, we will drop the dependence @fon n to make the notation less cumbersome, so
instead of writinga(™ we will just write o. We have the following theorem.

Theorem 1. Suppose that Assumption 1 holds. Let us @g)},, = min;<;<,, a;. Assume thap andn are
such thatp < 1/2, and for a givers > 0, auyin > (logn)®=3)/% and

4

Qi lOg M

(min logn)™ 0, asn — oo,
pnamin

then we have

limsup || El|2 < 2 (pn&ein) =/

n—0o0

a.s. ©))

Proof. Using [HJ91, Th. 5.5.19] or the fact that.” o C = D,CD,,, whereD,, is a diagonal matrix with
the vectoru on the diagonal (remember that|, is a matrix norm and hence sub-multiplicative), we get

1—p 1—p & _
1Ell2 =4/ — Sy D Xl g2,
p 9 1

4

(6)

Z i€ o (ujul)
i=1

i

n%i/2
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Since we assume that the vectgris sparse witfCard(u;) < n“, C,, is a principal submatrix of’ with
dimensionn®:. Now, we show in Theorem A-1 (this is the key element of theprsee p.17) that

lim sup
n—oo

<2,

n%i/2

i

wheneverp = o W) and oy, > (logn)©®=3)/4 for somed > 0. (Our proof of Theorem A-1

relies on a result of Vu [Vu07] and Talagrand's inequalityTihis yields Equation (5) and concludes the
proof. O

The proof of the theorem makes clear that the error term ogrfiom the sparsest eigenvector will
usually dominate all the others in the residual matrix

In these approximation methods, we naturally want to use @lgmso thatS is very sparse and the
computation of its spectral decomposition is numericafigap. The result of Theorem A-2 guarantees that
the subsampling approximation works wheneyer (auiy, log n)?* /n®min (asymptotically, but we have in
mind a very high-dimensional setting, savill be large in practice).

A natural question is therefore whether we could pgeuch smaller than this. Separate computations
(see Subsection A-3) indicate thig®'/n'/?||, goes to infinity ifp < (log n)'~%/n, which suggests that
this subsampling approach to approximating eigenpraggeidi M/ might run into trouble if the sampling
ratep gets smaller thatbgn/n. As a matter of fact, we could not control the quantitjs,, /n®i/?|,
at this sampling rate, which is naturally problematic githka way we established the bound [pA||,.
Furthermore, if the sparsest eigenvector had supportidisfom the supports of all other eigenvectors,
would be the sum of two block diagonal matrices. Hence, ievajer norm would be the maximum of the
operator norms of the two blocks, at least one of which hapivtgntially very large operator norm.

2.3 Tightness

Note that, in the limit case = 1 where the eigenvectors are fully dense and incoherent,aunrdis similar

to the original bound in [AMO7, Theorem 1.4] or that of [KMOQOBEh 1.1] (our model forM is completely
different however). In fact, the bounds in (2) and (5) canibeatly compared. In the fully dense case where
a = 1, we have

n
<n 2y lnfuillZ < 0,

o i=1

Vi Mllos = vn

n
i=1

so in this limit case, the original bound in (2) is always tgtthan our bound in (5). However, in the sparse
incoherent case where+# 1, the ratio of the bound (2) in [AMO7] over our bound (5) became

(@mint1)

2”2;‘:1/\m 5 uul

i

x

izt Pilnifluallzs

which can be large whemn,,;, < 1. The results in [KMOOQ9], which are focused on exact recox@ripw
rank incoherent matrices, do not apply when the eigenveeta sparse (i.ev # 1).




2.4 Approximating eigenvectors

We now study the impact of subsampling on the eigenvectadsiraparticular on the one associated with
the largest eigenvalue. We have the following theorem.

Theorem 2. Assume that the eigenvaluesidfare simple. Let us call, € R™ and A\ (S) the k-th eigenpair
of S, andu; € R", )\, the k-th eigenpair ofM. We write R, the reduced resolvent dff associated with
uy, defined as

1 T
J#k
and letA, = Ri(E — (M\:(S) — A\g)ld). We also calld;, the separation distance of, i.e the distance
from ), to the nearest eigenvalue 8f. If || E||, satisfies||E||, < dj/2, then

J j+2
1 (2] E],\’ 1
_ m m < -
(=D7A =2 < | _ 2El, %
2 d

m=0

Vg — Uk + Ry Euy

d

having normalized, SOU,{uk =1.

Proof. From now on we focus on, and drop the dependence bin uy, v, Rk, Ax €tc... when this does
not create confusion. We also use the notatigrand A instead of\;(.S) and . If v is normalized so that
v'u =1 (so(v —u)"u = 0), we have the explicit formula [Kat95, Eq. 3.29]

v—u=—(d+ R(E —+ld)"'REu ,

wherey = Ag — A. The formula is valid as soon &8 + R(E — ~Id)) is invertible. Let us now call
A = R(E — ~1d) and assume thak has no eigenvalues equal to -1, i.e#fd\ is invertible. Then we have

J

Z (_l)mAm

m=0

v—u+ REu = (-1 A7 (1d + A)"'REu . (8)

We also have by constructiaRu = 0, soREuw = Au. Hence, we can write
J

> (-1

m=0

v—u+ REu = (-1)/AT2(1d + A)tu

Now let us calld the separation distance af Then||R||, = 1/d. Our assumptions guarantee thjat||,
is such thae || E||, /d < 1. We note that using Weyl's inequality\s — A| < [|S — M ||, = || E||,, hence
Al < 2|, [|Ell, = 2 Elly /d and

-+ 2)7, < e
d

Putting all the elements together and recalling thdt, = 1, we get (7) from Equation (8). O

Spectral methods tend to focus on eigenvectors associdtteéxtremal eigenvalues, so let us elaborate
on the meaning of Theorem 2 for the eigenvector associatdd the largest eigenvalue. If we suppose



that the spectral norm of the residual matfixis smaller than half the separation distance of the largest
eigenvalue, i.e
[E]l2 < (M —A2)/2, ©)

the previous result (and results such as [Kat95, Theoréh®]).shows that we can use perturbation expan-
sions to approximate the leading eigenvector of the subkaimpatrix. Based on the bound in Equation
(5), the condition stated in Equation (9) will be satisfieslyfaptotically with high-probability) if, for some

e >0,
1

We note that assumption (9) is likely reasonable if one eiglele is very large compared to the others,
which is a natural setting for methods such as PCA. (Note taewthat our result is not limited to the
largest eigenvalue but actually applies to any eigenvaifu@eoriginal matrixA/, A, for which || E||, is
smaller than half the distance frokito any other eigenvalue @f/. In particular, the result would apply to
several separated eigenvalues.) We also note that thexapjitmn

v=u— [Z(—l)mAm

m=0

< ()\1 — )\2)/(4 —|—€).

REu

is accurate to ordef + 2.

Let us now try to make our approximation slightly more explitf we write R the reduced resolvent of
M (associated with1), and assume that, — A5 stays bounded away from 0, we have in this setting, using
Equation (7) withj = 1,

v=u—REu+ R(E — (A (S) = A\)Id)REu+ Op(| E||3)

and therefore
v=1u— REu+ R(E —u” Buld)REu + Op(||E|3) , (10)

after we account for the fact that’ Eu is an orderHEHg accurate approximation of; (S) — A; [Kat95,
Eqg. 2.36 and 3.18]. This approximation makes clear that ackeyponent in the accuracy of our approx-
imations will be the size of the vectdtu. For simplicity here, we have normalizedso thatv’ v = 1; a
similar result holds if we set’ v = 1 instead, if for instancé £||, — 0 asymptotically.

2.5 Second order accuracy result for eigenvectors by averagy

In light of Equation (10), it is clear that is a first order accurate approximation @f because of the
presence of the (first-order) ter®FEw in the expansion. We now show that we can get a second order
accurate approximation of the eigenvectorOur results are based on an averaging procedure and hence ar
easy to implement in a distributed fashion. We have thevioilg second-order accuracy result.

Theorem 3. Let us callu,; the eigenvector associated with the largest eigenvalud phndwvy, = v/ ||v1 ||
the eigenvector associated with the largest eigenvalugafd normalized so thdt, || = 1 andvf u; > 0.
Let us call¢ = pu/ (pnamin)l/ 2. Suppose that the assumptions of Theorem 1 are satisfiede(ien 0).
Suppose also that = (\; — \2) satisfies

d>¢/In(62) . (11)

Then we have

1 2
E (|1 —uily) = =



Practically, this means that if we average eigenvectors many subsampled matrices (after removing
indeterminacy by always making the first component pogititree residual error will be of ordéyE||3/d?
with

N2
limsup || B[} < 4—"—
n—oo pn min
In other words, by averaging subsampled eigenvectors, weageorder of accuracy (over the method that
would just take one subsampled eigenvector) by cancelimgffiect of the first order residual terR\Fw.

Proof. To keep notations simple, we drop the index Ziandw in the proof (sov; = v andu; = u). In
what follows, x is a generic constant that may change from display to disglajore we start the proof per
se, let us make a few remarks.

First, there is a technical difficulty when trying to work @itly with v, namely the fact that it appears
difficult to control E [||(Id + A)~!||,] and hence to get a bound @||v — ul|] (with the normalization
vTu = 1, ||v]| could be very large; our bounds show that this can happen avith low probability but
obviously E[||v||] could still be large). To go around this difficulty, we needtsteps: first, we work with
unit eigenvectors (so we go fromto ), and second we need a “regularization” step and will replac
by a vectors. which is equal ta with high-probability and for which we can contr8l[||o. — u||]. More
precisely, fore > 0, we call?. the vector such that

[t oAy, <
° lu— REu+ AREwu otherwise.

Its properties are studied in Theorem A-3. We call it below/tiregularized version af.

We note that under the assumptions of the current theorenawe%a 0, so the results of Theorem
A-3 apply. In particular, as shown in the proof of that Theoyeve have| M| /p* = o(&?). Also,
Assumption 1 (which is made in Theorem 1), mearis fixed so{ — 0, aspn®min — oo.

If v is the eigenvector of associated with its largest eigenvalue, using the fact(that v)” v = 0 by
construction, we have

10113 = Il = ull3 + [[ull3 =1+ o — ul3

hence
v

—
\/ L+ (v — U”Q

Turning our attention t@., we see that, sinc®u = 0 by construction and? is symmetricu” A = 0, so
(0. —u)"u = 0, and hence

UV =

~ 12 ~ 2
[0l =1+ [0 —ull3 -
Now let us call ~
v
B = = ;

1+ ”f)a - qu

we see thal = v as long ag|(ld + A) ||, < 1/e, since when this happens,= o.. Now we have

Efllu = vlly] = Elllu = v[ly L=p] + Ef[u — vy 1y25]
Efllu = By lo=p] + E[llu = v[l5 Ls]
Elllu = Bllo] +2P(v # 5) ,

<
<



since|lu — v||y < |lull, + ||v||; = 2 (note the importance of the change of normalization herthisdound
would not hold withv instead ofv). Let us now work on controlling both these quantities. Fe@&sons that
will be clear later, we now take = 2£/d.

Control of E[||u — B||,]. Given thatu — 8 = (u —.)/\/1 4 |Ju — |5 +u(l —1/4/1 + |Ju — 5|3),
we have

lu — | 1
lu—Bll; < =+ lull, | 1~

V14 Jlu— a3 VRN A
~ ~ 112
< Hu - ”aHQ + (\/ 1+ Hu - ’UaHQ - 1)

S 2”“_@{5”2 )

sincev/T + 22 < 1+ z for z > 0. Let us callu/(pn®mn)1/? = ¢ andd = A\; — \y. We show in Theorem
A-3 that, for some: > 0, asymptotically
&£ &

E[|lu—o|,) < H(ﬁ + de)

so where > ¢£/d, we haveE [||u — o.|],] < mg—z and therefore

52
B (lu fl;] < noy.
Control of P(v # 3). We have (essentially) seen in the proof of Theorem 2 abovsfthd E||, /d <
1 — ¢, then||(Id + A)~!||, < 1/e (see also the proof of Theorem A-3). Hence

P(||(d+A)7Y,>1/e) <P <||E||2 . a ;E)d> .

Recall that we have now choser= 2¢/d. In that case, we have

(1—¢e)d
2

d
=3¢
Now we show the following deviation inequality in Theorem2Aif m g is a median of| E||,,

2

b 2
f%WEM—ﬂmk>w§4mp<_____t>'
8| MIIZ,

Recall also that for. large enougtd < mp < 3¢ when the conditions of Theorem 1 apply (see Theorems
1 or arguments at the end of the proof of Theorem A-1). Suppogethatn is such that indeeehp < 3¢.
Thenif ¢ — 4¢ > 0, we have

(1—-¢e)d
2

1—e¢)d d
P (12t > C52%) < P (Wl - mel > E52% <) < P (1181, ~mol > § - 16)



Now when¢/d — 0, ¢ — 4¢ > %l asymptotically. Since we assumed that ¢./In(¢-2) and¢ — 0, we
indeed haveé /d — 0. Therefore,

(1 - 5)d> p2 2
Pl|E|, > <4ex - —d° .
(H ||2 2 n P 72 HMH2

All we have to do now is to verify that the asymptotics we cdesithe quantity on the right-hand side of the
previous equation remains less thgid? asymptotically. Elementary algebra shows that this isvedent
to saying that

2 IMIZ, M2, 2
@ = 72522 In(d) 2 25522~ In(e®) +1nd) (12)

We have||M |2, /p* = 0(£?), so the right-hand side is going to zero. In particular, we teat when
d > &y/In(£2), as we assume, the inequality above is satisfied asymplptiés a matter of fact, when
d < exp(1),

M2

f—mﬂéﬁm%zf,
p
1|2 . . .

and the result comes out of the fact ﬂﬂé%% = 0(&?). If d > exp(1), the result is obvious as the right-

hand side of Equation (12) goes to 0 asymptotically, whikeldit-hand side is asymptotically larger than
exp(2)/2 for instance. So we have shown that under our assumptions,

Pw+B) <.

We can finally conclude that
2

§
Bllv - ull) < 53 |

as announced in the theorem. O

This result applies to all eigenvectors correspondingdemialues whose isolation distance (i.e distance
to the nearest eigenvalue) satisfies the separation comditil), which is a strong version of the separation
condition (9). We note that we need the strong separatiowliton (Equation (11)) to be able to take
expectations rigorously.

Finally, we note that theoretical as well as practical cdesitions seem to indicate that condition (9)
(and hence (11)) is quite conservative. On the theoretidal, sve see with Equation (8) that what really
matters for the quality of the approximation is the norm &f Wector

I =AP2d + At

or its expectation. We used in our approximations the cdaosed||Al|, < 2| R||, || E|,, which is con-
venient because it does not require us to have informationtahe eigenvectors ak. However, we see
that the norm of; could be small even whefR||, | E||, is not very small, for instance if belonged to a
subspace spanned by eigenvectoraatssociated with eigenvalues of this matrix that are smalbsolute
value. So it is quite possible that our method could work imm&what larger range of situations than the
one for which we have theoretical guarantees. This is whasiowlations below seem to indicate.
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2.6 Variance

The expansion in Equation (10) also allows us to approxirtaesariance of the first-order residuaF«
after subsampling. This is useful in practice because @gyuis an idea of how many independent computa-
tions we need to make to essentially void the effect of theéditder term in the expansion of In terms of
distributed computing, it therefore tells us how many maekiwe should involve in the computation. We
have the following theorem.

Theorem 4. Letu; be the eigenvector associated with, the largest eigenvalue d@f/. Let us callw; =
uy ouy, and M = M o M. Then

()\2 (Zul HMkH2 [21[11 Muwy — Zwl Mkk]) .

Assuming w.l.0.g. that; = || M|z, this bound yields in particular

E[|REw1 3] <

1 a2 NumRank(M)
(1 - )\2/)\1)2 Hloo p

whereNumRank(M) = ||M||%/||M||3 is the numerical rank of the matrix/ and is a stable relaxation
of the rank, satisfyind < NumRank(M) < Rank(M) < n (see [RV07] for a discussion).

E[| RBus 3] < (13)

Proof. By constructionE[E] = 0 and

n ( TEU )2
B|REw 8] = Bl BRBw] = ) Bl U)
J=2 !
by definition of R. Now
Z ul Buj)? HEulﬂg = ul E%uy |

becausd” is symmetric, they;’s form an orthonormal basis am{Euj is thej-th coefficient ofE'u; in this
basis, so the sum of the squared coefficients is the squaradafdhe vector. Hence

1
E[|REu 3] <

= e n)? (E[ufEQul] — var(uj Eup)) .

The variance ofu! Eu, is easy to compute if we rewrite this quantity as a sum of iedepnt random
variables. Also, separate computations (see Appendixsedtion A-4) show thaE[E?] is a diagonal
matrix, whosei-th diagonal entry i1 — p)||M;||3/p, whereM; is thei-th column of M. Hence, in that
case, having defined; = u; o u; and M = M o M, we get

E[HREung]S(/\Q (Zul )| M |13 — [2w1Mw1 Z% Mkk])

Assuming w.l.o.g. thak; = || M ||2, we get (13). O
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2.7 Nonsymmetric matrices

The results described above are easily extended to nonsyimmmatrices. Herél/ € R™*", withm > n
and we write its spectral decomposition

n
M = E aiuiv;[,
=1

whereu; € R", v; € R™ andg; > 0. We can adapt the definition of incoherence to
n
p(M, o, 8) = > ain®/?||ug ]| oom/?||v;]| o
i=1
and reformulate our main assumption fhas follows.

Assumption 2. There are vectors: € [0,1]" and 3 € [0, 1]" for which
w(M,o,3) <p and Card(y;) <n%, Card(v;) <m’, i=1,...,n
asm,n go to infinity withm = pn for a givenp > 1, wherey is an absolute constant.

In this setting, using again [HJ91, Th. 5.5.19], we get

n n

. . Co. 5,
ZO‘Z‘C o (uwh)|| < Z ain® ||| som® | vs | 0o ” @4, (14)
i=1

n&i/amBi/4

2 i=1 2
where we have assumed thatv; are sparse and,,, s, is an® x mP submatrix ofC'. As in (5), we can
then bound the spectral norm of the residual and we have

2
limsup || £l < a
n—oo “min [in’lJ

pn-2 m 2

(15)

almost surely. Perturbation results similar to (10) fot &fd right eigenvectors are detailed in [Ste98] for
example.

3 Numerical experiments

In this section, we study the numerical performance of thsampling/averaging results detailed above on
both artificial and realistic data matrices

Dense matrices: PCA, SVD, etc. We first illustrate our results by approximating the leademgenvector
of a matrix M as the average of leading eigenvectors of subsampled estffior various values of the
sampling probabilityp. To start with a naturally structured dense matrix, we favfas the covariance
matrix of the 500 most active genes in the colon cancer data $8BN +99]. We letp vary from 10~ to

1 and for eactp, we compute the leading eigenvector of 1000 subsampledamsitaverage these vectors
and normalize the result. We callthe true leading eigenvector @ff andv the approximate one. We
now normalizev so that||v|l, = 1 (which is standard, but different from the normalization wged in our
theoretical investigations where we hativ = 1).

12
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Figure 2:Left: Alignmentu” v between the true and the normalized average of 1000 subsdraigienvec-
tors (blue circles), median value of v over all sampled matrices (solid black line), with dottetkek at
plus and minus one standard deviation and proportion of Emngatisfying the perturbation condition (9)
(dashed red line), for various values of the sampling pribibaty on a gene expression covariance matrix.
Right: Zoom on the the interval € [1072, 1].

In Figure 2, we plot.” v as a function op together with the median af’ v sampled over all individ-
ual subsampled matrices, with dotted lines at plus and nomesstandard deviation. We also record the
proportion of samples whelfgF || satisfies the perturbation condition (9).

We repeat this experiment on a (nonsymmetric) term-doctimexrtrix formed using press release data
from PRnewswire, to test the impact of subsampling on La&smhantic Indexing results. Once again, we
let p vary from10~2 to 1 and for each, we compute the leading eigenvector of 1000 subsampledaasitr
average these vectors and normalize the result. Weuctdk true leading eigenvector @ff andwv the
approximate one. In Figure 3 on the left, we pidtv as a function o together with the median af’ v
sampled over all individual subsampled matrices, withatblines at plus and minus one standard deviation.
The matrixM is 6779 x 11171 with spectral gapr2 /o1 = 0.66.

In Figure 3 on the right, we plot the ratio of CPU time for subgéing a gene expression matrix of
dimension 2000 and computing the leading eigenvector afubsampled matrix (on a single machine), over
CPU time for computing the leading eigenvector of the oagmatrix. Two regimes appear, one where the
eigenvalue computation dominates with computation caairgg with p, another where the sampling cost
dominates and the speedup is simply the ratio between sagrpiie and the CPU cost of a full eigenvector
computation. Of course, the principal computational béméfsubsampling is the fact that memory usage
is directly proportional to.

A key difference between the experiments of Figure 2 andetlod$ is that the leading eigenvector of
the gene expression data set is much more incoherent théeatling left eigenvector of the term-document
matrix, which explains part of the difference in performané/e compare both eigenvectors in Figure 4.

We then study the impact of the number of samples on preciSienuse again the colon cancer data set
in [ABN T99]. In Figure 5 on the left, we fix the sampling raterat 10~2 and plotu”v as a function of the
number of samples used in averaging. We also measure thetioffibe eigenvalue gal,/A; on precision.
We scale the spectrum of the gene expression covariancesatthat its first eigenvalue i5; = 1 and

13
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Figure 3: Left: Alignment «”v between the true and the normalized average of 1000 subsartest
eigenvectors (blue circles), median value (solid black)lirdotted lines at plus and minus one standard
deviation and proportion of samples satisfying conditi®h (dashed red line), for various values of the
sampling probabilityp on a term document matrix with dimensiofg79 x 11171. Right: Speedup in
computing leading eigenvectors on gene expression dateafimus values of the sampling probabiljty
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i
Figure 4: Magnitude of eigenvector coefficiefits| in decreasing order for both the leading eigenvector of
the gene expression covariance matrix (left) and leadiit@ilgenvector of th&779 x 11171 term document

matrix (right).
plot the alignment:.” v between the true and the normalized average of 100 subsamiglenvectors over
subsampling probabilities € [10~2, 1] for various values of the spectral gap/\; € {0.75,0.95,0.99}.

Graph matrices: ranking. Here, we test the performance of the methods described almayeaph matri-
ces used in ranking algorithms such as pagerank [PBMW98h(s® of its susceptibility to manipulations
however, this is only one of many features used by searcmes)i Suppose we are given the adjacency

14
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Figure 5:Left: Alignmentu” v between the true leading eigenvectoand the normalized average leading
eigenvector versus number of samples, on the gene expressiariance matrix with subsampling proba-
bility p = 10~2. Right: Alignmentu” v for various values of the spectral gap/\; € {0.75,0.95,0.99}.
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Figure 6:Left: Thewb- cs. st anf or d graph.Right: Loglog plot of the Pagerank vector coefficients for
thecnr - 2000 graph.

matrix of a web graph, with

A;; =1, ifthereis alink from: to j
A;; =0, otherwise

whereA € R™*™ (one such matrix is displayed in Figure 6). Whenever a nodeabaout-links, we link it
with every other node in the graph, so thiat= A+ 517 /n, with §; = 1 if and only if deg; = 0, wheredeg;

is the degree of node We then normalize into a stochastic matri®}; = B;;/deg;. The matrixP? is the
transition matrix of a Markov chain on the graph modeling ltlebavior of a web surfer randomly clicking

15
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Figure 7: Ranking correlation (Spearmapksbetween true and averaged pagerank vector (blue circles),
median value of the correlation over all subsampled matr{selid black line), dotted lines at plus and
minus one standard deviation and proportion of samplesfgiaiy the perturbation condition (9) (dashed
red line), for various values of the sampling probabifityLeft: On thewb- cs. st anf or d graph. Right:

Onthecnr - 2000 graph.

on links at every page. For most web graphs, this Markov cisaiisually not irreducible but if we set
P=cPI+(1-¢)117/n

for somec € (0, 1], the Markov chain with transition matrik will be irreducible. An additional benefit of
this modification is that the spectral gap Bfis at leastc [HKO3]. The leading (Perron-Frobenius) eigen-
vectorw of this matrix is called théagerankvector [PBMW98], its coefficients; measure the stationary
probability of pagei being visited by a random surfer driven by the transitionriraP, hence reflect the
importance of pagéaccording to this model.

The coefficients of pagerank vectors typically follow a powsw for classic values of the damping
factor [PRUO06,BCO06] which means that the bounds in assumftdo not hold. Empirically however, while
the distance between true and averaged eigenvectors yjgietd large, the ranking correlation (measured
using Spearman’s [Mel07]) is surprisingly robust to subsampling.

We use two graphs from the Webgraph database [BM@d],cs. st anf or d which has 9914 nodes
and 36854 edges, arahr - 2000 which has 325,557 nodes and 3,216,152 edges. For each gvaph,
form the transition matrix” as in [GZB04] with uniform teleportation probability andt $lee teleportation

coefficientc = 0.85. In Figure 6 we plot thexb- cs. st anf or d graph and the Pagerank vector for
cnr - 2000 in loglog scale. In Figure 7 we plot the ranking correlati@péarman’y) between true and
averaged Pagerank vector (over 1000 samples), the mediam ofaithe correlation over all subsampled
matrices and the proportion of samples satisfying the geation condition (9), for various values of the
sampling probabilityp. We notice that averaging very significantly improves raglktorrelation, far outside

the perturbation regime.
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4 Conclusion

We have proposed a method to compute the eigenvectors ofargeymatrices in a distributed fashion:

1. To each node in a computer cluster of si¥e we send a subsampled versiSpof the matrix of
interest, M.

2. Node: computes the relevant eigenvectorsSef
3. TheNN eigenvectors are averaged together and normalized to geamlur final estimator.

The key to the algorithm is that Step 2 is numerically cheazdlnseS; is very sparse), and hence can
be executed fast even on small machines. Therefore a clustdoud of small machines could be used to
approximate the eigenvectors &f, a difficult problem in general wheh/ is extremely large.

We have shown that under carefully stated conditions, therithm described above will yield a second-
order accurate approximation of the eigenvectorg/of This gain in accuracy comes from the averaging
step of our algorithm. We note that arguments similar to thesowe used in this paper could be made
to compute second-order accurate approximations of thenesdues ofM/. (We restricted ourselves to
eigenvectors here because in methods such as PCA, the eignsvare in some sense more important than
the eigenvalues.) Our results depend on a measure of ireuteeforM that we propose in this paper.
They also show that subsampling will work if the samplinghability is small, but is likely to fail if that
probability is too small.

Finally, our simulations show that we gain significantly otaracy by averaging subsampled eigenvec-
tors (which suggests that our theoretical passage fromdiidgtr to second-order accuracy is also relevant
in practice) and that the performance of our method seemegrade for very incoherent matrices, a result
that is also in line with our theoretical predictions.

A Appendix
A1l On||Cl;

Let us consider the symmetric random matthxwith entries distributed as, far> 7,

1—p ; i
=k with probability p
Cij=9" - N : (A-1)
—\/ 15 with probability 1 — p
We assume that’ is n x n. Our aim is to show that we can contrigl’||, and in particular its deviation
around its median. We do so by using Talagrand’s inequality.
We have the following theorem.

Theorem A-1. Suppose that we obsersematricesC,,,, for 1 < i < n with entries distributed as those of
the matrixC' just described. Suppose these matrices are ofisizewherec; are positive numbers. Call
Qmin = Ming<;<, ; and assume that, for some fix@d 0, iy > (logn)0=3)/4. Suppose further that

is such thafim,, o, (Qumin log n)*/(n®minp) = 0. Then

g

nai/2 9

lim sup <2as. (A-2)

n—oo
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Proof. We note that the applicatiali — ||C||2 is a convex,/2-Lipschitz (with respect to Euclidian/Frobenius
norm) function of the entries af' that are on or above the main diagonal. As a matter of faategin|| is
a norm, it is convex. Furthermore, A and B are two symmetric matrices,

”A_BHZSHA_BHF: Z(ai,j Zj <\/_ Zalj ,]

i,J 1<j

Now recall the consequence of Talagrand’s inequality [pipelled out in [Led01], Corollary 4.10 and
Equation (4.10): ifF' is a convex,1-Lipschitz function (with respect to Euclidian norm) &%, of n inde-
pendent random variableX(, ..., X,,) that take value i, v], and if m g is a median of' (X1, ..., X,),
then

P(|F —mp| > t) < dexp(—t2/[4(u — v)?]) . (A-3)

The random variables that are above the main diagor@lare bounded, and take valugin, /2, /

We note that
1 _
(5
P 1-p

Therefore, callingn,, the median ot n ,» We have, in light of Equation (A-3),

PG| | ) <o () <t () . e

Suppose now that we have a collectidp, of matrices of size.® with entries distributed as in Equation
(A-1). (Note that the matrices could be dependent.) Let lisreg; the medians of|C,, /n®/?||,. Then
we have, by a simple union bound argument, for any

t t
> t> <4 E exp <—§p(1 —p)nai> < 4k exp <—§p(1 —p)no‘"‘i"> ,

i=1

@
nl/’2|,

— My

P [ max
1<i<k

nei/2 5

whereain = minlgigk (a7

Suppose now thdt = n, p < 1/2, pn®min > (logn)'*?, andt > (logn)~%? for somes > 0. Then,
t2p(1 — p)n®min > (logn)'+%/3 /2, which tends tax asn — co. Becauser,, = n exp(—(logn)'+%/3/16)
is the general term of a converging series, we have, when /2 andpn®i» > (logn)'*+° for somes > 0,

—5/3

a.s,

max < (logn)

1<i<n

— Mpe;

nai/2 2
by a simple application of the Borel-Cantelli lemma. Henge have

C,

&3]

: < max mpe; + (log n)_5/3 a.s. (A-5)
nal/2

1<i<n

max
1<i<n

Now all we have to do is COﬂtI’@haXlSiSn mye;, Which is the maximum of a deterministic sequence.
Recall Vu's Theorem 1.4 in [Vu07], applied to our situatioheve we are dealing with bounded random
variables with mean 0 and variance 1: if the matbhas entries as above andhis< n, then almost surely,

1 p\
<2+ Ko <—> n~Y*log(n) ,
p

nl/z||,
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<
ni/2 ||y

for some constanty. So as soon adog n)*/(pn) remains bounded, so does,, the median o*

In particular, if(logn)*/(pn) — 0, we have

limsupm, <2.
n—oo

Using elementary properties of the functigrsuch thatf (t) = (log t)*/t, we can therefore conclude that if
Omin 1S such that
(Qmin log n)4

Qi —0 )
n mlnp

we have

li a; < 2.

TP 2, e S
(Note that this is true because we are taking the maximuneofiehts of a fixed deterministic sequence that
is asymptotically less than or equal2er ¢, for anye and the smallest argument is going to infinity. All the
work using Talagrand’s inequality was done to allow us tasiwvfrom having to control the maximum of a
random sequence to that of a deterministic sequence.)

Now when (o, log n)*/(pn®min) — 0, we have a fortioripn®i» > (logn)'*® when o, >

(logn)®=3)/4, So we conclude that whem,,;,, log n)*/ (pn®min) — 0 andani, > (logn)©@=3)/4,

g

lim sup max <2as.
n—oo 1<i<n || n®/
O
Let us now consider the related issue of understanding théta = r, M oC, wherer, = /(1 — p)/p,

M is a deterministic matrix an@’ is a random matrix as above.

Theorem A-2. Suppose = r,M o C, whereC'is a symmetric random matrix distributed as abaVéjs
a deterministic matrix and, = /(1 — p)/p. Let us callmg a median of| E||,. Then we have

2
b 2
P ||E||2 —mpg| >1t) <4exp <—7t ) )
81MJ1%

Hence, in particular,

M|? o || M|
E [HEH%} <mk+ 32% + 8mp) | % . (A-6)
p p
and
sz )"
E[|E[}) < 4md, + 127 (p—oo) . (A-7)

Proof. The crux of the proof is quite similar to that of Theorem A-le will rely on Talagrand’s concentra-
tion inequality for convex 1-Lipschitz functions of bourdeandom variables. To do so let us consider the
map:C — f(C) = || M o C||,. This mapf is convex as the composition of a norm with an affine mapping.
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Let us now show that it i$/2 || M| _)-Lipschitz with respect to Euclidian norm: if we denote &5@’ the
(1, 7)-th entry of the matrixC};, we have

|f(C1) = f(C2)| = [[|M o Crlly — [[M o Cally| < [|M o (Cr—Co)l,

< Mo (CL—Co)llp= [ M2() — )2

2
< AT M) _ @2 <) v2 S 1) _ 2y2
— l'erE;X| 7«,]| (Cz,] C'LJ ) — H ||oo (Cz,] C'LJ )
7 2 (5]

Hence,f is indeed &2 || M|| )-Lipschitz function of the entries af that are above or on the diagonal.
Now the function ofC we care about ig(-) = 7, f(-), which is convex and/2 || M||__ r,- Lipschitz. Given
that the entries of’ are bounded, we have, as in the proof of Theorem A-1,

p(d—p) P
P(|||E|ly —mEg| >1t) < 4exp (—715 =4dexp | — =] .
8r2 | M1%, 81MI13

Now using the proof of Proposition 1.9 in [Led01] (see p.12hi$ book), we conclude that

2
2m || M5

B |12, - mp] < 4/ 75

, and

2
M5

E[||E|, —mgl*] <32

p2

M| o7 || M||?
E [HEH%} < m%+32” p2H°° +8mE\/7Hp2 [ ,

since fora andb positive,a® < b? + (a — b)? + 2bla — b|.

More generally, we see, using essentially Proposition th1Ded01] and elementary properties of the
Gamma function, that if the random varialfieis such that for a deterministic numbes, P(|F — ar| >
t) < Cexp(—cr?), then

Therefore,

E[|F —arp|] < Cr(g + 1) k2

Applying this result withk = 3, we get

p2

s\
E [ Ell, - msl’] < 3\/77< w)

In our context, using the fact that, for positiweandb, (a + b)* < 4(a® + b%) by convexity, we also have

3/2
8||M|)2
E[Eg]<4(m%+3ﬁ< Hp2\loo> ) |
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A-2 Regularized eigenvector considerations

We now have the following (regularized) second order aagurasult, which is a critical component of the
proof of Theorem 3, one of the main results of the paper.

Theorem A-3. Suppose that the assumptions of Theorem 1 are satisfied.naldeothe approximation of
the eigenvector associated with the largest eigenvalud oRecall thatv is the eigenvector corresponding
to the leading eigenvalue of the subsampled matri¥or ¢ > 0, we callv. the vector such that

_ Jlf H(Id +A)_1H2 < %
" |u— REu + AREu otherwise

Then, for anyy > 0, we have asymptotically,

3/2
) 8+n  u 16 + 7 i
Efu —%.]||, < '
H [u U€”|2 — ()\1 _ )\2)2 pnamin + E()\l — )\2)3 pna"‘i“

Suppose further that we are in an asymptotic setting wlaek%
high-probability.

7z — 0. Then,w — 0. = 0 with

pn mm)

Proof. Let us first show that our regularization does not change dotov we are dealing with with high-
probability. . = v as long ag|(ld + A)~!||, < 1/e, which is guaranteed i | E|, /d < 1 — . Since
we assume thai—A”me)l/2 — 0 and we have according to Theorem A{Z|, < 2 with
high-probability, we conclude that with high-probability = v.

Using Equation (8) witly = 1, we see that, sincA ||, < 2| R||, || E]],,

(pn mm)l/2

|0 — (u — REu 4+ AREu)||, < . |Al3|RE|, < w .

Recall that by constructioR[E] = 0. Hence, sinceR is a fixed deterministic matrix andis a deterministic
vector,

E[0. —u]=E[0. —u+ REu] .

So, if we now use the fact thdu|| = 1, we have

[E [0 — ullly = [[E[0: —u+ REu]|,
< ||E[0; — u+ REu — AREu]||, + |E [AREu]||,
< E[||te — u+ REu — ARFEul,] + E[|[AREu||,)

3 3
ARl [ £1
9

2 2
<E + 2||R|3 [|1E]l3

Let us now show that we can control the right-hand side of tegipus equation.
We prove in Theorem A-2 that

2
50

M o7 || M||?
[HEH } E+32” +gmpy | ZIM I
P2

p2
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wherem g is a median of the random variah|é||,,. Our asymptotic control of E||,, in (5) gives allows us

to controlm g, namely,
12
limsupm?, < 4 .
N—00 pnamin

In other respects, we clearly hajy@/| <> | \; ||ui||io, and hence
HMHOO S n_amin'u/ .

Hence,

2 2 2
IMIE ):0< ny

p2 - (pnamin 2 pnamin

, , : . L [1IM)2 2
since we are in a setting whepa“»i» — oco. Similarly, mg I pyw =0 <m‘émm ) so we have fof; > 0,

8+n  u?
()\1 — )\2)2 pnamin

2| RIGE [I1E13] <

asymptotically.
Furthermore, we prove in Theorem A-2 that

3/2 32
M]|J? 2
E[|E[3] < 4m} + 127 (%) <4m% +o0 (( a > ) .

pnamin

Hence, fom > 0,

3/2
16 + 7 p?
4| RIGE[El5] < EYESNE (I,namm -

A-3 On||C||2 whenp < (logn)/n
At the end of Subsection 2.2, we mentioned a corollary (semwef the following theorem:

Theorem A-4. Suppose thap = (logn)'~%u, /n, for a fixeds in (0,1) and for a fixeds, 0 < u, < .
Suppose further that we can fing > 0 such thatv,, — oo, whilev,, = o(logn, [u;; * (log )°]/*). Then

|C/+/n||2 — oo with probability one.

Recall that practically, this theorem suggests that if we'tdeample enough the matrix/ (i.e p is too
small), a subsampling approximation to its eigenpropglisenot likely to work. Let us now prove it.

Proof. Our strategy is to show that the largest diagonal entrg'b€/n goes to infinity. To do so, we will
rely on results in random graph theory. Let us examine margety this diagonal. Using the definition of
C, we see that, i’ = CT'C, andd; is the number of times/(1 — p)/p appears in thé-th column ofC,

. np 1-p p
T(i,i)=——+d; [ — — 2 .
i) =15+ < p 1—p>
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Now {d;} is the degree sequence of an Erdds-Renyi random graph.rdicgdo [Bol01], Theorem 3.1, if
k is such that (”;l)p’f(l — p)" 17k — o0, then, if X, is the number of vertices with degree greater than
kv

lim P(X, >t)=1,

n—oo

for anyt. So if we can exhibit such &, thenmax d; > k with probability going to 1. We now note that for

Hence, if ourk is also such that /pn — oo, we will indeed have

T(i,1)
max — 00
7 n

and the theorem will be proved.
We propose to také = np(1 + v,,). According to [Bol01], Theorem 1.5, if = k — np, andg = 1 — p,

n k n—k 1 h2 h3 h4 h
1-— > - - - - — = A-8
<p>p (1=p)"" 2 \/WGXP< 2pqn  2¢%n?  3p3n®  pn f) (A-8)
where = 1/(12k) + 1/(12(n — k)). In our caseh = npv,. Let us show that all the terms in the
exponential are negligible comparediég n asn — oo:

e 3 — 0becausé — oo andnpv, = o ((logn)?~?), given thatv,, = 0 (log n). Hencen — k — oc.
e h/(pn) = v, = o(logn) by assumption.
o h*/(pn)® = npvp = 0 (uy(log n) =2 (logn)° /uy,) = 0 (log n), sincev,, = o ((u;*(log n)5)1/4).
o h3/n? =npvip? =0 (npvﬁpz) =0 (p2 log n), sincev? =0 (vfl) (v, — oo by assumption).
e 1?/np = npv2 =0 (npvyy) = o(logn).

In light of these estimates, we haveras~ oo,

h2 3 h4
Jmexp (_ h h

2pqgn 2¢>n2  3pPn3  pn
Therefore, with this choice d,

—ﬁ>—>oo.

—1
n(” >pk(1 —p)" =00
p
We can finally conclude that
max 1'(i,7)/n > 3 with probability going to 1
But because,, — oo, we havek/(2np) — oo and the theorem is proved. O

We have the following corollary to which we appealed in Schisa 2.2.
Corollary A-5. Whenp ~ (logn)' =9 /n for some fixed € (0, 1),
|C/+/n||2 — oo with probability one.

The previous corollary follows immediately from Theoremd4Aby noticing thatu,, is lower bounded
under our assumptions and by taking= (log n)5/5.
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A-4 Variance computations

We provide some details here to complement the explanatiengave in the proof of Theorem 4 in Sub-
section 2.6.

On E[E?] Let us explain why this matrix is diagonal and compute théfzents on the diagonal. Recalll
thatE = /(1 — p)/pM o C, whereC' is a random matrix whose above-diagonal elements are indepg
have mean 0 and variance fL.is naturally symmetric and we call; its i-th column. NaturallyE? (i, j) =

EZTEJ Suppose first that# j. The elements of; and E; are independent, except fék; and E£;;, which

are equal. In particulatZy,; and E; are independent for all < £ < n. Recall also thaE[C] = 0, so
E[E] = 0. Combining all these elements, we conclude thatf j,

n
E[E[E)) =) E[EnEy] = ZE Ew]E[E] =0.
k=1
ThereforeE[E?] is diagonal. Let us now turn our attention to computing treevents of the diagonal. This
is simple since
BETE] = PN a2 = PN - LR e
[EfE) = —=) M{E[E] = —=) M =—|IM]; .
P = P P
We note that this is the result we announced in the proof obiidra 4 in Subsection 2.6.

On var(u’ Eu) Rewriting this quantity as a sum of independent quantitiestly simplifies the compu-
tation. If we pursue this route, we have

W P = ) By =2 3 i) B + Sl
2,] 1>7

Because the previous expression is a sum of independerdmavatiables, we immediately conclude that

1p Var(uTEu):4Z i)2u(j)2 ME + Z

P >
=202 u(i)? Z (@) M7) = (i) M .
i>] 7

Callingw = u ou andM = M o M, we immediately recognize in the last expression the gtyanti

TMw Z w ./\/lk/.C ,
as announced in the proof of Theorem 4.
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