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Abstract. For a long time, cryptology had been a mystic art more than a science, solving the confidentiality concerns with secret and private techniques. Automatic machines, electronic and namely computers modified the environment and the basic requirements. The main difference was the need of public mechanisms to allow large-scale communications with just a small secret shared between the interlocutors, but that furthermore resist against adversaries with more powerful computers. Unfortunately, the security remained heuristic: with a permanent fight between designers (the cryptographers) and breakers (the cryptanalysts).

In 1976, Diffie and Hellman claimed the possibility of achieving confidentiality between two people without any common secret information. However, they needed quite new objects: (trapdoor) one-way functions. Hopefully, mathematics, with algorithmic number theory, have been realized to provide such objects. A new direction in cryptography was under investigations: asymmetric cryptography and provable security.

In this paper we review the main problems that cryptography tries to solve, and how it achieves these goals thanks to the algorithmic number theory. After a brief history of the ancient and conventional cryptography, we review the Diffie-Hellman’s suggestion with the apparent paradox. Then, we survey the solutions based on the integer factorization or the discrete logarithm, two problems that nobody knows how to efficiently solve.
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1 INTRODUCTION

The need of confidentiality has always existed. Thus, one can find some “cryptographic” techniques in a quite far past, even before the ancient Greek civilization. But confidentiality, at that period, only relied on the secrecy of the techniques, which were various. Some of those techniques are reviewed in the main books about cryptography [65, 76, 41].

1.1 Brief History of Ancient Cryptography

The Lacedemonian Scytale is one of the oldest technique, used during the 5th century B.C. It consists in rolling up a papyrus around a piece of wood, then writing the message and getting off the papyrus from that piece of wood. The resulting message contains all the letters but scrambled according to the diameter of the piece of wood. Of course, the security completely vanishes against an adversary who knows the technique, even if he does not exactly know the diameter of the piece of wood.

Another well-known cipher, the shift cipher, a.k.a. the Caesar’s cipher, has been used by Julius Caesar during the 1st century B.C. It simply consisted in
shifting the letters through a constant number $k$ of characters: \textit{i.e.} with $k = 3$, 'A' was replaced by 'D', 'B' by 'E', 'C' by 'F', etc. Once again, the knowledge of the general technique is enough to break the confidentiality. However, this Caesar’s cipher gives a good taste of the cryptographic techniques used during the two following millennia (except the last two decades). Indeed, up to a recent past, confidentiality was achieved using more or less intricate combinations of permutations and substitutions. The conventional cryptography, currently in use, is still in the same vein.

**Transpositions/Permutations**

For a transposition/permutation cipher of length $\ell$, a message is split into blocks of size $\ell$, on which one applies the same permutation $\pi$ among the indices between 1 and $\ell$: for a block $m = m_1 \ldots m_\ell$, the ciphertext is $c = m_{\pi(1)} \ldots m_{\pi(\ell)}$. The permutation $\pi$ has to be kept secret between interlocutors. However, such a cipher is weak because it preserves the frequency distribution of each character. The Lacedemonian scytale provides an example of permutation cipher.

**Substitutions**

Another technique mostly used to design block ciphers is the substitution of blocks of characters. If the substituted blocks are of size 1, one talks about a mono-alphabetic substitution. The Caesar’s cipher is the most famous example, which replaces each letter $m_i$ of the message $m = m_1m_2 \ldots m_n$ by the letter $c_i = m_i + k \mod 26$, where $k$ is the shift parameter. According to folklore, Caesar used $k = 3$.

The affine cipher generalizes this latter cipher to $c_i = am_i + b \mod 26$, where $(a, b)$ is the secret parameter, also called the secret key.

But, the substitution may involve larger blocks. For example, the Hill cipher encodes blocks of size $\ell$ as vectors in $M \in \mathbb{Z}_{26}^{\ell}$. Then one encrypts by multiplying the plaintext vector $M$ by an invertible square matrix $K$, $C = KM$.

More intricate variants appeared using many substitution mappings, instead of only one as for previous examples. The Vigenère cipher is a classical poly-alphabetic substitution. It involves several distinct shifting ciphers according to the position of the character: $c_i = m_i + k_i \mod \ell \mod 26$, where $k = k_0 \ldots k_{\ell-1}$ is a keyword of length $\ell$ (the secret key). Beaufort has designed a variant of Vigenère, $c_i = k_i \mod \ell - m_i \mod 26$, which is its own inverse.

Unfortunately, when one uses such techniques to encrypt messages in a natural language, the high redundancy may help an adversary to recover the keyword. Indeed, some statistics of the plaintext are preserved in the ciphertext. Therefore, Kasiski provided a general technique for cryptanalyzing poly-alphabetic ciphers, with repeated keywords, such as the Vigenère cipher: if the period between two identical mappings is not too large, one can recover that period as well as each mapping which simply consists of a mono-alphabetic substitution.
Specialized Devices and Rotor-Machines

In the 18th century, appeared dedicated devices to encrypt and decrypt more efficiently. The most famous is the Jefferson cylinder, which implements a poly-alphabetic substitution at no computational cost for the parties: it consists of 36 disks on which the 26 letters A–Z are written in a random ordering, distinct for each disk. All the disks rotate around a same axis.

The sender rotates the wheels so that the plaintext appears along a reference line, along the cylinder’s length. The 25 other line positions each defines a ciphertext. Then, with the same cylinder device, the recipient rotates the wheels to obtain the ciphertext written in a line, and the plaintext is the only intelligible message among the 25 other lines. Alternatively, they also may agree on a common offset to uniquely define the plaintext.

Then appears the most dominant technique of the World War II: the rotor-based machines. A plaintext is encrypted through the successive rotors which each performs a mono-alphabetic substitution, for a fixed position. Therefore, for fixed rotor positions, the rotors implement a mono-alphabetic substitution which is the composition of the substitutions defined by individual rotors. To provide a poly-alphabetic substitution, after any encipherment of a character, rotors move, which therefore provides a new mapping. The most important property of the rotor-based machines is the long period between two identical mappings, which avoids Kasiski attacks.

As said above, many rotor-based machines have been implemented during the World War II, such as the famous German cipher device, Enigma.

Kerckhoffs’ Principles

Unfortunately, none of all those ciphers resisted against adversaries who exactly knew the mechanism of the transformation. Indeed, the breaking of Enigma by Alan Turing has been helped by the robbery of a machine in a submarine. However in 1883, Kerckhoffs claimed that the security of a cryptosystem should not rely on the secrecy of this latter, but just on the secrecy of a small parameter, the secret key.

Nevertheless, until a recent past, cryptographic applications were limited to military people. Even if they claim not to require the secrecy of the schemes for security concerns, they still keep them secret. But for such a specific class of people, it is possible to assume the secrecy of the mechanisms. However, since several decades, many people have become aware of the importance and the need of secrecy and authentication, not only for military applications. First industrial/commercial people wanted to be able to exchange critical data secretly. And now, everybody would like to be able to sell and buy over the Internet, or simply discuss while preserving his private life.

1.2 Conventional Cryptography

In the mid 1970s, the American government took care of that industrial need of confidentiality, and asked for an Encryption Standard. Such a standard has
therefore been developed in cooperation with IBM. This “Data Encryption Standard” [50], the well-known DES, is the first commercial-grade algorithm, officially defined by the American Standard FIPS 46–2, with openly and fully specified implementation details, as required by the Kerckhoffs’ principles. The confidentiality thus relies on a 56-bit secret key shared between the two parties. Then followed FEAL (Fast Data Encipherment Algorithm) [71] the Japanese alternative to DES, IDEA (International Data Encryption Algorithm) [34], SAFER (Secure and Fast Encryption Routine) [38], etc. Unfortunately, no formal security can really be proven, even if a theory is beginning to capture some kinds of attacks (e.g. the decorrelation technique [78]).

Such a conventional encryption can be modelled as presented on Figure 1, where $E$ is the encryption device, $D$ the decryption device and $k$ the common secret, shared between both parties. The basic security requirement is the impossibility, for anybody who does not know the secret key $k$, to recover the plaintext $m$ from the ciphertext $c$.

![Figure 1. Conventional Encryption](image)

More formally, one would like that no information about the plaintext $m$ would be leaked in the ciphertext $c$. Unfortunately, Shannon [70] showed that such a security level can only be reached if one uses a secret key $k$ as long as the message to encrypt. Furthermore, this key has to be renewed for each new message to be encrypted. Such a perfect encryption scheme exists, and is called the Vernam Cipher [79], a.k.a. the one-time pad:

- let $m \in \{0, 1\}^n$ be an $n$-bit long message to be encrypted;
- the two parties share a common secret $k \in \{0, 1\}^n$ of the same length as the message $m$;
- the ciphertext is simply $c = m \oplus k$;
- it can easily be decrypted by the recipient since $m = c \oplus k$.

However, that perfect security is not practical, and cannot be used for large-scale communications.

### 1.3 Practical/Provable Security: the Limit of Mathematics

Hopefully, that impossibility of perfect secrecy does not close the cryptographic research: adversaries are not powerful but limited in both computational power and time. Therefore, we can consider practical security that prevents attacks from real adversaries.
With provable security, one would like, to prevent, at least, any kind of attacks, known and unknown, that an adversary could perform in “reasonable” time. Unfortunately, as said above, no general security analysis can be driven about conventional cryptographic schemes: one can just prevent some restrictive classes of attacks. Therefore, nothing guarantees that no attack can ever be found against a scheme. This limitation is mainly due to the mathematics. Indeed, mathematics are the main tool to analyze the security of cryptographic schemes, trying to study the probability distributions of the ciphertexts, the plaintexts and the keys. But such analyses cannot take advantage of any limitation in time of the adversary.

1.4 Asymmetric Cryptography: on the Importance of Mathematics

In 1976, Diffie and Hellman [15] suggested to extend the Kerckhoffs’ principles, with the remark that in an encryption scheme, one just wants to protect the decryption process. Why the encryption phase should be secret or use secret information?
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Let us follow that suggestion with the encryption model described on Figure 2. It consists of

– an encryption phase $\mathcal{E}$, which allows anybody to transform a plaintext $m$ into an unintelligible ciphertext $c$
– a decryption phase $\mathcal{D}$, which allows the owner of the secret data $k_s$ to recover the plaintext from the ciphertext $c$.

Of course, the encryption phase $\mathcal{E}$ has be related to the secret data $k_s$, since it is clear that any encryption process has to be specific to the recipient, but in a public way. Therefore, it uses a public data $k_p$. The pair $(k_p, k_s)$ is a pair of matching secret/public keys, associated to a specific user. Hence, the name of public-key cryptography.

However, whereas $k_s$ and $k_p$ have to be related, it should be impossible to recover $k_s$ from $k_p$: this impossibility can be guaranteed by a computational problem, i.e. a problem that is difficult to solve in practice.

1.5 Outline of the Paper

In this paper, we first develop this Diffie-Hellman’s suggestion of public-key cryptography while precising the new requirements. Then, we show how mathemat-
ics, and particularly the algorithmic number theory, helped to actually provide public-key cryptosystems.

2 PUBLIC-KEY CRYPTOGRAPHY

In public-key cryptography, each person, say Alice, owns a pair of matching secret and public keys \((k_p, k_s)\), where \(k_p\) has to be widely published to belong to Alice, while \(k_s\) has to be kept secret by Alice. Thanks to these keys, one hopes to be able to achieve confidentiality with an encryption scheme and authentication with a digital signature scheme.

2.1 Public-Key Encryption

The aim of a public-key encryption is to allow anybody who knows the public key \(k_p\) of Alice to send her a message that she will be the only one able to recover it, thanks to her private key \(k_s\).

**Definition**

A public-key encryption scheme can be formally defined by the three following algorithms (as depicted on Figure 2):

- The key generation algorithm \(G\). On input \(1^k\), where \(k\) is the security parameter, the algorithm \(G\) produces a pair \((k_p, k_s)\) of matching public and secret keys. Algorithm \(G\) is probabilistic.
- The encryption algorithm \(E\). Given a message \(m\) and a public key \(k_p\), \(E\) produces a ciphertext \(c\) of \(m\). This algorithm may be probabilistic.
- The decryption algorithm \(D\). Given a ciphertext \(c\) and the secret key \(k_s\), \(D\) gives back the plaintext \(m\). This algorithm is necessarily deterministic.

**Basic Security**

Informally, one would like that nobody can recover the whole plaintext from a ciphertext, except the designated recipient. But in some cases, that security notion is not enough: let us consider the situation where we know that the ciphertext encrypts “yes” or “no” (or “sell”/“buy”), one bit of information about the plaintext reveals the whole plaintext. Therefore, one could furthermore require that nobody can get any information about the plaintext from a ciphertext. Both security notions will be more formally defined later, under the name of one-wayness and semantic security (a.k.a. indistinguishability of encryptions or polynomial security [24]) respectively.

On the other hand, the adversary may have access to some additional information. In a public-key setting, she can get the encryption of any plaintext of her choice. But one can furthermore assume that the adversary can get the decryption of some ciphertexts of her choice. The first scenario is called the Chosen-Plaintext Attack while the second one is named the Chosen-Ciphertext Attack [48, 61].
2.2 Digital Signature

Digital signature schemes are the electronic version of handwritten signatures for digital documents: a user’s signature on a message $m$ is a string which depends on $m$ and the secret key $k_s$ of the user, in such a way that anyone can check the validity of the signature by using the public key $k_p$ only.

![Fig. 3. Digital Signature](image)

**Definition**

A signature scheme is usually defined by the three following algorithms (as depicted on Figure 3):

- The *key generation algorithm* $G$. On input $1^k$, where $k$ is the security parameter, the algorithm $G$ produces a pair $(k_p, k_s)$ of matching public and secret keys. Algorithm $G$ is probabilistic.
- The *signing algorithm* $\Sigma$. Given a message $m$ and a pair of matching public and secret keys $(k_p, k_s)$, $\Sigma$ produces a signature $\sigma$. The signing algorithm might be probabilistic.
- The *verification algorithm* $V$. Given a signature $\sigma$, a message $m$ and a public key $k_p$, $V$ tests whether $\sigma$ is a valid signature of $m$ with respect to $k_p$. In general, the verification algorithm need not be probabilistic.

**Basic Security**

As above, everybody has an intuition about the security notion that a signature scheme should satisfy. First, one would like that only the owner of the secret key $k_s$ related to the public key $k_p$ could produce an accepted signature $\sigma$ for a message $m$. But according to the choice of the message $m$, many kinds of security notions have been defined. Furthermore, according to the additional information the adversary may have (access or not to a signature oracle), many scenarios of attacks have been formalized [27], as we will see later.
3 NEW REQUIREMENTS

Above descriptions just follow the Diffie-Hellman’s suggestion but do not give any solution. Since we have given a more precise explanation of the public-key cryptography, we can focus on some new tools which are the basis of an actual achievement: the one-way functions and the trapdoor one-way functions.

3.1 One-Way Functions

The pairs of matching public/secret keys have to be related. The public key $k_p$ is derived from the secret key $k_s$. But since $k_p$ is thereafter published, to remain secret, $k_s$ has to be computationally unrecoverable from $k_p$.

DEFINITION 1 (One-Way Functions). A function $f$ is said one-way if for any $x$ one can easily compute $y = f(x)$. But for a given $y = f(x)$, nobody can recover any $z$ such that $y = f(z)$.

But what does that mean, easy and difficult? Mathematics only study the existence of a pre-image but do not care about the means to get it. Hopefully, the complexity theory addresses this problem with the classes of complexity $\mathcal{P}$ and $\mathcal{NP}$, namely the $\mathcal{NP}$-complete problems. Indeed, those classes can informally be seen as follows

– the class $\mathcal{P}$ contains the problems which can be solved in polynomial time (in the size of the data)
– the class $\mathcal{NP}$ contains the problems for which a solution can be checked in polynomial time
– the $\mathcal{NP}$-complete problems are the strongest problems in the class $\mathcal{NP}$.

More precisely, any problem in $\mathcal{NP}$ can be polynomially reduced to any $\mathcal{NP}$-complete problem: if one $\mathcal{NP}$-complete problem can be solved in polynomial time, then any problem in $\mathcal{NP}$ can be solved in polynomial time, and therefore $\mathcal{NP} = \mathcal{P}$. However, this latter equality is the strongest open problem of the complexity theory. But both classes are widely believed to be distinct: the $\mathcal{NP}$-complete problems cannot be solved in polynomial time. Furthermore, no one knows better algorithms than exponential ones to solve any $\mathcal{NP}$-complete problem.

Such an $\mathcal{NP}$-complete problem [22] seems a good candidate as a one-way function. Indeed, in general, given a solution $x$, it is easy to define an instance $y$ which admits $x$ as a solution. However, given that instance $y$, the $\mathcal{NP}$-completeness seems to claim that there is no efficient algorithm to find a solution.

Unfortunately, the $\mathcal{NP}$-completeness only deals with the worst case, whereas the recovery of the secret key $k_s$ should be always difficult, except maybe for a negligible fraction of cases.
3.2 Trapdoor One-Way Functions

Let us come back to encryption, and more precisely to the Diffie-Hellman’s suggestion [15]. They claimed that the encryption phase should be available to anybody: 
\[ c = \mathcal{E}(k_p, m) \]
where \( \mathcal{E} \) is the public encryption process and \( k_p \) the public key of the recipient. While the decryption can only be proceeded by the designated recipient: 
\[ m = \mathcal{D}(k_s, c) \]
where \( \mathcal{D} \) is the public decryption algorithm which requires the secret key \( k_s \) to correctly decrypt \( c \).

For such an application, one needs a function \( f(\cdot) = \mathcal{E}(k_p, \cdot) \) that anybody can easily compute, but such that the inversion is impossible for anybody, except for the one who knows \( k_s \), a trapdoor.

**DEFINITION 2 (Trapdoor One-Way Functions).** A function \( f \) is said *trapdoor one-way* if it is a one-way function, except for those who know a *trapdoor information* \( t \): knowing \( t \), for any given \( y = f(x) \), one can easily compute a \( z = g(t, y) \) which satisfies \( y = f(z) \).

As we have previously seen, the complexity theory provides convenient definitions and classes to encompass “easy” and “difficult” tasks. But the \( \mathcal{NP} \)-complete problems cannot all be used. Firstly, because complexity theory analyzes problems in an asymptotic framework. Therefore, a problem may become difficult in practice only for very large instances, which cannot be used for actual cryptographic protocols. Secondly, because \( \mathcal{NP} \)-completeness only says that the worst cases cannot be efficiently solved. But the worst cases may be rare, whereas one would like a problem for which almost all the instances are difficult to solve.

Nevertheless such convenient \( \mathcal{NP} \)-complete problems have been identified: the problem of decoding an arbitrary linear code [40], the Knapsack or Subset Sum problem [43], the Permuted Kernel Problem [68], the Syndrome Decoding [75] or the Permuted Perceptrons Problem [53]. However, their application to cryptography is mainly restricted to interactive authentication (by zero-knowledge proofs of knowledge [25]), but cannot be efficiently used for encryption or signature.

4 THE ALGORITHMIC NUMBER THEORY

Hopefully, even if mathematics cannot help to analyze the security of cryptographic schemes, they provide candidates as one-way and trapdoor one-way problems with namely the integer factorization and the discrete logarithm problem.

4.1 The Integer Factorization

A first simple candidate that may come to mind is the factorization of integers: while it is easy to multiply two prime integers \( p \) and \( q \) to get the product \( n = p \cdot q \), it is not simple to factorize \( n \) into its prime factors \( p \) and \( q \).

Indeed, the multiplication between two integers \( p \) and \( q \), both of size \( k \), just requires a quadratic amount of time in \( k \). However, the factorization of any
integer \( n \), which consists of writing \( n \) as a product of prime integers
\[ n = \prod p_i^{v_i} \]
is a little more intricate.

First, it is a well-known result of arithmetic that any integer \( n \geq 2 \) has a factorization, as a product of prime powers
\[ n = \prod p_i^{v_i} \]
where the \( p_i \) are distinct primes (which can only be divided by 1 and themselves) and \( v_i \) are the valuations, represented by positive integers. Furthermore, this factorization is unique up to a permutation of the factors.

**Generic Techniques**

For a long time, many methods have existed for factorizing integers, from the trial-division to the Pollard’s methods [57]. But their complexity is very bad: let us see some of them for an integer \( n \), for which \( p \) is the smallest prime factor

- the trial-division requires \( p \) divisions to find the first prime factor, and up to \( \sqrt{n} \) divisions to fully factorize \( n \)
- the Pollard’s \( \rho \) method [57], later improved by Brent [11], finds \( p \) after \( O(\sqrt{p}) \) iterations and fully factorizes \( n \) in \( O(n^{0.106}) \), on average
- then some methods have been dedicated to special integers, such as the \( p-1 \) method which is quite fast when \( p-1 \) is smooth, and the \( p+1 \)-method [80].

Anyway, all these methods that simply consist in trying to divide \( n \) by many primes provide algorithms which require an exponential amount of time w.r.t. \( k \) the size of \( n \) \( (k = \ln n) \), typically \( \exp(k/2) \) or \( \exp(k/4) \) in the special case that \( n = pq \), the product of two primes of similar size. Indeed, those numbers seem the strongest to factorize, then they will be used for cryptographic purpose.

**Improved Techniques**

More recently, new methods appeared:

- First, using the remark that the \( p-1 \) method is quite general, one can use it on any group related to the prime factors of the integer \( n \) to factorize, such as an elliptic curve modulo \( n \) [46]. Therefore, on an elliptic curve modulo \( n \), we can use the addition law as if it would be modulo a prime. But at some time, this addition is impossible. Such an accident reveals a factor of \( n \). This method is called ECM and finds a prime factor \( p \) of \( n \) in \( O(L(p)^{\frac{3}{2}}) \) where
\[ L(x) = \exp(\sqrt{\ln x \ln \ln x}) \]
- Then come the methods based on congruential relations which likely lead to a factor of \( n \), such as \( x^2 = y^2 \mod n \). The first algorithm using such relations is CFRAC (Continued Fraction Algorithm [47, 60]) which exploits some properties of the continued fraction development of \( \sqrt{n} \). This method factorizes \( n \) in \( O(L(n)^{\frac{7}{2}}) \). It has been used to perform the first record: \( F_7 \), a 39-digit number.
- Other mechanisms have been used to collect such relations, by sieving. First the quadratic sieve [59] has been proposed, with many optimizations (Multiple Polynomial QS, Large Prime Variation). That technique, with a time complexity in \( O(L(n)) \) has been used to establish many records, up to a 129-digit number in 1994 [1].
Currently, the most efficient algorithm is based on sieving on number fields. The Number Field Sieve (NFS) method [36] has a complexity in
\[ O(\exp((1.923 + o(1))((\ln n)^{1/3}(\ln \ln n)^{2/3})) \).

In practice, it becomes more efficient than the quadratic sieve for 130-digit numbers. It has been used to establish the last record, in August 1999, by factorizing a 155-digit integer, product of two 78-digit primes [12]. The factorized number, indicated by RSA-155, was taken from the “RSA Challenge List”, which is used as a yardstick for the security of the RSA cryptosystem (see later) which is used extensively in hardware and software to protect electronic data traffic such as in the international version of the SSL (Security Sockets Layer) Handshake Protocol. This latter record is very important since 155 digits correspond to 512 bits. And this is the size which is in use in almost all the implementations of the RSA cryptosystem (namely for actual implementations of SSL on the Internet).

\[
\text{RSA-155} = \\
1094173864157052742180970732204035761200373294544920 \\
5990913842131476349984288934784717997257891267332497 \\
625752899781833797076537244027146743531593354333897 \\
= 102639592829741105772054196573991675900 \\
716567808038066803341933521790711307779 \\
* 10660348838016854820927220360012878679 \\
20795857598929152227068237193062808643
\]

Therefore, from the current state of the science, factorization is believed to be a difficult problem, especially for products of two primes of similar sizes larger than 384 bits.

4.2 The Discrete Logarithm Problem

Let \( G \) be a cyclic group of order \( q \), with an internal law denoted multiplicatively. This means that
\[ G = \langle g \rangle = \{1, g, g^2, \ldots, g^{q-1}\}, \]
for some \( g \), called a generator of the cyclic group \( G \). Therefore, for any \( y \in G \), there exists at least an \( x \in \mathbb{Z} \) such that \( y = g^x \). One defines
\[ \log_g y \overset{\text{def}}{=} \min\{x \in \mathbb{Z} | y = g^x\}. \]

Thanks to the square-and-multiply technique [30], for any integer \( x \), it is easy to compute \( g^x \): if \( x = \sum x_i 2^i \), \( g^x = \prod g_i^{x_i} \) where \( g_0 = g \) and \( g_i = g_{i-1}^2 \) (\( = g^{2^i} \)). Indeed, if \( \ell = |x| \), this method requires \( \ell \) squares and less than \( \ell \) multiplications (but just \( \ell/2 \) on average).

However, how do we compute \( \log_g y \) for a given \( y \in G \)?
Generic Techniques

Many methods are known for computing discrete logarithms (the reader is referred to a recent review [77] for more details), such as the Baby Steps, Giant Steps technique [69]:\[x = \log_g y\] is known to belong in \(\{0, \ldots, q-1\}\), and therefore there exist \(a, b \in \{0, \ldots, s\}\), where \(s = \lfloor \sqrt{q} \rfloor\), such that \(x = a + bs\). Thus, building the two sets

\[
S_1 = \{g^a \mid a \in \{0, \ldots, s\}\} \\
S_2 = \{y(g^{-s})^b \mid b \in \{0, \ldots, s\}\}
\]

after a sort, one can easily find a collision \(c \in S_1 \cap S_2\): \(c = g^a = yg^{-sb}\) for some pair \((a, b)\), which leads to \(y = g^{a+sb}\). However, the time complexity of this method is in \(O(\sqrt{q} \ln \sqrt{q})\), because of the sort. Furthermore, the space complexity is also in \(O(\sqrt{q})\). This latter, which quickly becomes very huge, makes this technique impractical as soon as \(q\) is over hundred bits.

Pollard’s \(\rho\) and \(\lambda\) methods [58] avoid this large space storage and the sort. The \(\rho\) method is well-known and provides a (heuristic) time complexity in \(O(\sqrt{q})\). The \(\lambda\) method is less known (or a.k.a. the method for catching kangaroos). They are still both impractical as soon as \(q\) is over hundred and twenty bits.

When the order of \(g\) is not prime, a divide-and-conquer technique in all the subgroups of order the factors of \(q\) can be applied: the Pohlig-Hellman decomposition [52]. For example, let us assume that \(q = \prod_{i=1}^{\ell} q_i\) (this can be extended to greater valuations), one computes \(x_i = \log_{g_i} y\), where \(g_i = g^{q/q_i}\), for \(i = 1, \ldots, \ell\). The Chinese Remainder Theorem (which will be recalled later) gives a solution of the simultaneous congruences, \(x = x_i \mod q_i\), for \(i = 1, \ldots, \ell\). The overall complexity is dominated by the cost of finding the discrete logarithm for the largest prime factor.

Suitable Groups

This discrete logarithm problem needs a suitable cyclic group \(G\), of order with at least a large prime factor. The first group in use in cryptography has been a cyclic subgroup of multiplicative groups of finite fields \(\langle g \rangle \subset \mathbb{Z}_p^*\), where \(p\) is a large rder \(33.34\) in cryptoag \(2629\) in cryptography, where the underlying problem is the discrete logarithm over points \((x, y) \in \mathbb{F}^2\) which satisfy an equation of the form

\[y^2 + a_1xy + a_3y = x^3 + a_2x^2 + a_4x + a_6\quad (a_1, a_2, a_3, a_4, a_6 \in \mathbb{F})\]

equipped with an Abelian group structure. In 1988, N. Koblitz was the first to suggest using elliptic curves [32, 33].
Specific Techniques

Of course, specific techniques have been designed to address the particularities of the underlying group. Therefore, in the particular case of subgroups of $\mathbb{Z}_p^*$, the quadratic and number field sieves can be used. This later provides a time complexity in $O(\exp((1.923 + o(1))(\ln p)^{1/3}(\ln \ln p)^{2/3}))$.

However, the quadratic sieve [35] is still the most efficient for current records, and has been used by R. Lercier and A. Joux (CElar, France) to establish the last one: discrete logarithms modulo a 90-digit prime. More precisely,

$$p = \lfloor 10^{89} \pi \rfloor + 156137 = 3141592653589793238462643383279502884197169399 \ldots$$

$$g = 2$$

$$y = \lfloor 10^{89} e \rfloor = 27182818284590452353602874713526624977572470936 \ldots$$

$$= g^{176713807211421696273024823407162072230205795} \ldots$$

$$= 2449914157493844716677918658538374188101093$$

About elliptic curves, for a long time, only the generic techniques were known, but some new algorithms also appear in some particular cases: for anomalous elliptic curves [64], for supersingular curves, where the discrete logarithm problem can be reduced to the finite field setting, because of the Frobenius map which has a trace zero [42], but also for curves of trace one [74] and more recently when many automorphisms exist on the curve [17].

However, the generic $\rho$ method with distinguished points has been used to establish the latest record, by R. Harley (INRIA, France). This record solves the so-called ECC2K-108 challenge from the list provided by the Canadian company Certicom. This challenge can be defined as follows:

- Let the curve $C$ be $y^2 + xy = x^3 + x^2 + 1$ over $\mathbb{F}_{2^{109}}$.
- Represent $\mathbb{F}_{2^{109}}$ as $\mathbb{F}_2[t]/(f(t))$ where $f(t) = t^{109} + t^9 + t^2 + t + 1$ and is irreducible over $\mathbb{F}_2$.
- Then the following two points:

$$P = (0x0478C46CC963338CED91565E17257, 0x1E7965E4A3AFB73A48FC9AB790E9)$$
$$Q = (0x1FF0CE5EC61893F2119C3077C59E, 0x1F20E9B010AC691C9B87B438241D)$$

are on $C$, where the coordinates have been written as hexadecimal integers by reducing modulo $f$ and setting $t$ to 2.

The problem is to find the logarithm of $Q$ to the base $P$. The problem takes place in the subgroup of order $q = 324518553658426701487448656461467$, which is a prime. The solution is $47455661896223045299748316018941 \mod q$. 

Hyper-elliptic curves (or more precisely their Jacobian) have been proposed in the hope of using smaller fields, thanks to a high genus which increases the number of points. And thus, both the computation load and the size of data are smaller. However, new methods [17, 23] have been recently proposed to compute more efficiently discrete logarithms in those groups.

Therefore, from the current state of the art of the discrete logarithm algorithms, one uses subgroups \( \langle g \rangle \) of either

- the multiplicative group \( \mathbb{Z}_p^* \), where \( p \) is a 512-bit prime such that \( p - 1 \) admits a 160-bit prime factor, which is the order of \( g \);
- an elliptic curve, over the field \( \mathbb{F}_{p^k} \) where \( p \) is a prime and \( k \times |p| \approx 160 \), such that the cardinality admits a large prime factor.

5 TRAPDOOR ONE-WAY PROBLEMS

Unfortunately, both problems, the integer factorization and the discrete logarithm problem, are just one-way. And no information can make them easier.

However, some algebraic structures are based on the factorization of an integer \( n \), where some computations are difficult without the factorization of \( n \), but easy with it: the finite ring \( \mathbb{Z}_n \) which is isomorphic to the product ring \( \mathbb{Z}_p \times \mathbb{Z}_q \) if \( n = p \cdot q \).

About the discrete logarithm, it helps to solve the so-called Diffie-Hellman problem [15], the first to have been proposed for cryptology purpose.

5.1 Finite Rings: the RSA problem

Thanks to the relation of equivalence, mod \( n \), for any integer \( n \in \mathbb{Z} \), one can define the quotient ring \( \mathbb{Z}/n\mathbb{Z} \), where \( a, b \in \mathbb{Z} \) are in the same class if \( a \equiv b \mod n \). In the following, we always identify a class of \( \mathbb{Z}/n\mathbb{Z} \) with any integer of this class.

**Addition, Subtraction, Multiplication, Division**

Many results are known about this quite rich structure. First, one can efficiently check equality, add, subtract or multiply two elements. The following results claim that the division is also easy, by any invertible element.

**Theorem 3 (Bezout).** Let \( a \) and \( b \) be two integers in \( \mathbb{Z} \) then

\[
(\exists u, v \in \mathbb{Z})(au + bv = 1) \iff \gcd(a, b) = 1.
\]

More generally,

**Theorem 4.** Let \( a \) and \( b \) be two integers in \( \mathbb{Z} \) then

\[
(\exists u, v \in \mathbb{Z})(au + bv = d) \iff \gcd(a, b) | d.
\]
where \( x \mid y \) means that there exists \( z \) such that \( y = xz \). In particular, for any pair \((a, b) \in \mathbb{Z}^2\) there exists a pair \((u, v) \in \mathbb{Z}^2\) such that \( au + bv = \gcd(a, b) \).

Furthermore, the (extended) Euclidean algorithm is an efficient algorithm which, given such a pair \((a, b)\), provides both \( \gcd(a, b) \) and the pair \((u, v)\) such that \( au + bv = \gcd(a, b) \). Its time complexity is linear in the size of the input, i.e. in \( O(|a| + |b|) \).

As a consequence, for any \( x \in \mathbb{Z}_n \), \( x \) is invertible (relies in \( \mathbb{Z}_n^\star \)) if and only if

\[
(\exists y \in \mathbb{Z}_n) \quad xy = 1 \mod n
\]

\[
\Leftrightarrow (\exists y \in \mathbb{Z}_n) (\exists k \in \mathbb{Z}) \quad xy + kn = 1
\]

\[
\Leftrightarrow \gcd(x, n) = 1
\]

Therefore, the extended Euclidean algorithm efficiently provides the inverse of any \( x \in \mathbb{Z}_n^\star \), which allows an efficient division.

Furthermore, the following corollary comes:

**COROLLARY 5.** \( p \) is a prime \( \iff \mathbb{Z}_p \) is a field.

### Powers and Roots modulo \( n \)

When \( n \) is not a prime, \( \mathbb{Z}_n \) is not a field, but the Chinese Remainder Theorem provides the explicit structure of \( \mathbb{Z}_n^\star \):

**Theorem 6 (Chinese Remainder Theorem).** Let \( n = m_1m_2 \) be a composite integer, where \( \gcd(m_1, m_2) = 1 \). Then the ring \( \mathbb{Z}_n \) is isomorphic to the product ring \( \mathbb{Z}_{m_1} \times \mathbb{Z}_{m_2} \) and the following morphisms,

\[
f : \mathbb{Z}_n \longrightarrow \mathbb{Z}_{m_1} \times \mathbb{Z}_{m_2}
\]

\[
x \longmapsto (x \mod m_1, \ x \mod m_2)
\]

\[
g : \mathbb{Z}_{m_1} \times \mathbb{Z}_{m_2} \longrightarrow \mathbb{Z}_n
\]

\[
(a \ , \ b) \longmapsto aum_2 + bvm_1 \mod n
\]

where \( u = m_2^{-1} \mod m_1 \) and \( v = m_1^{-1} \mod m_2 \)

are isomorphisms of rings and \( f \circ g = Id_{\mathbb{Z}_{m_1} \times \mathbb{Z}_{m_2}} \) while \( g \circ f = Id_{\mathbb{Z}_n} \).

About the multiplicative group, one gets the following corollary

**COROLLARY 7.** Let \( n = m_1m_2 \) be a composite integer, where \( \gcd(m_1, m_2) = 1 \).

\[
(\mathbb{Z}_n, +, \times) \simeq (\mathbb{Z}_{m_1}, +, \times) \times (\mathbb{Z}_{m_2}, +, \times),
\]

and thus

\[
(\mathbb{Z}_n^\star, \times) \simeq (\mathbb{Z}_{m_1}^\star, \times) \times (\mathbb{Z}_{m_2}^\star, \times).
\]

When we have a group, it is useful to know its cardinality to apply the Lagrange’s theorem.

**Theorem 8 (Lagrange’s Theorem).** Let \( \mathcal{G} \) be a group denoted multiplicatively. If we denote by \( c \) its cardinality, for any element \( x \in \mathcal{G} \), \( x^c = 1 \).

Therefore, we denote by \( \varphi(n) \) the cardinality of the multiplicative group \( \mathbb{Z}_n^\star \):
DEFINITION 9 (Euler’s Totient Function).

\[ \varphi(n) \overset{\text{def}}{=} \text{Card}(\mathbb{Z}_n^*). \]

Thanks to the Chinese Remainder Theorem, this function is weakly multiplicative:

\[ \gcd(m_1, m_2) = 1 \Rightarrow \varphi(m_1m_2) = \varphi(m_1)\varphi(m_2). \]

Since \( \varphi(p) = p - 1 \) for any prime \( p \), one can deduce that for any \( n = \prod_{i=1}^{\ell} p_i^{\nu_i} \),

\[ \varphi(n) = n \times \prod_{i=1}^{\ell} \left(1 - \frac{1}{p_i}\right). \]

**Theorem 10.** The computation of \( \varphi(n) \) is polynomially equivalent to the factorization of \( n \).

**Proof.** It is clear that the factorization of \( n \) easily leads to the value of \( \varphi(n) \) with above formula. Furthermore, the Miller’s algorithm [44] outputs the factorization of any \( n \), given a multiple of \( \varphi(n) \). \( \square \)

Euler applied the Lagrange’s theorem to the particular situation of the multiplicative group \( \mathbb{Z}_n^* \):

**Theorem 11 (Euler’s Theorem).** Let \( n \) be any integer, for any element \( x \in \mathbb{Z}_n^* \),

\[ x^{\varphi(n)} = 1 \mod n. \]

Therefore,

- let \( e \) be any integer relatively prime to \( \varphi(n) \)
- one takes \( d = e^{-1} \mod \varphi(n) \), which means that there exists an integer \( k \in \mathbb{Z} \) such that \( ed + k\varphi(n) = 1 \)
- for any \( x \in \mathbb{Z}_n^* \),

\[ (x^e)^d = x^d = x^{1-k\varphi(n)} = x \cdot (x^{\varphi(n)})^{-k} = x \mod n. \]

As previously seen, the \( e \)-th power can be easily computed using the square-and-multiply method. Above relation allows to easily compute \( e \)-th roots, by computing \( d \)-th powers, where \( ed = 1 \mod \varphi(n) \). However, to compute \( e \)-th roots, one requires to know an integer \( d \) such that \( ed = 1 \mod \varphi(n) \). And therefore, \( ed - 1 \) is a multiple of \( \varphi(n) \) which is equivalent to the knowledge of the factorization of \( n \) (Theorem 10).

**The RSA Problem and the RSA Assumption**

In 1978, Ronald Rivest, Adi Shamir and Leonard Adleman [63] defined the following problem.

DEFINITION 12 (The RSA Problem). Let \( n = pq \) be the product of two large primes and \( e \) an integer relatively prime to \( \varphi(n) \). For a given \( y \in \mathbb{Z}_n^* \), compute \( x \in \mathbb{Z}_n^* \) such that \( x^e = y \mod n \).
We have seen above that with the factorization of \( n \) (the trapdoor), this problem can be easily solved. However nobody knows whether the factorization is required, but nobody knows how to do without it either:

**DEFINITION 13 (The RSA Assumption).** For any product of two large primes, \( n = pq \), large enough, the RSA problem is intractable (presumably as hard as the factorization of \( n \)).

### 5.2 The Diffie-Hellman Problem

In 1976, when Whitfield Diffie and Martin Hellman [15] suggested the asymmetric cryptography, they proposed the following problem:

**DEFINITION 14 (The Diffie-Hellman Problem).**
Let \( \langle g \rangle \subset G \) be a cyclic group. Given \( A = g^a, B = g^b \in \langle g \rangle \), compute \( C = g^{ab} \).

This problem is assumed to be intractable for any suitable group, where the discrete logarithm problem is intractable. However, even if with the discrete logarithm \( a \) of \( A \) in basis \( g \) it is easy to compute \( C \), which is equal to \( B^a \), the Diffie-Hellman problem is not proven equivalent to the discrete logarithm problem, or strictly easier either.

Another problem has been more recently defined [10], known as the *Decisional Diffie-Hellman Problem*:

**DEFINITION 15 (The Decisional Diffie-Hellman Problem).** Let \( \langle g \rangle \subset G \) be a cyclic group. Given \( A = g^a, B = g^b, C = g^c \in \langle g \rangle \), decide whether \( C = g^{ab} \).

### 6 Recapitulation

Let us make a final review of all the problems we’ve just seen, splitting them in two families, the factorization-like problems and the discrete logarithm-like ones.

#### 6.1 The Factorization

With the current knowledge from algebraic theory and algorithmic, the factorization problem is believed to be intractable, at least for RSA-integers (products of two primes of similar size) over more than 700 bits:

**DEFINITION 16 (Factorization – FACT(\( n \))).**
Given an integer \( n = pq \) product of two large primes \( p \) and \( q \), find these prime factors \( p \) and \( q \).

This provides a *one-way function*. The factorization also provides a trapdoor to the following problem

**DEFINITION 17 (RSA(\( n, e \))-Problem – RSA(\( n, e \))).**
Let us given an integer \( n = pq \) product of two large primes \( p \) and \( q \), as well as an exponent \( e \), relatively prime with \( \varphi(n) \). For any \( y \in \mathbb{Z}_n^* \), find \( x \in \mathbb{Z}_n^* \) such that \( x^e = y \mod n \).
Indeed, the RSA\((n, e)\)-problem is believed to be intractable without the factorization of \(n\). However, given the factorization of \(n\), it becomes quite easy. Therefore, the RSA function for any suitable pair \((n, e)\)
\[
f : \mathbb{Z}_n^* \longrightarrow \mathbb{Z}_n^* \\
x \longmapsto x^e \pmod{n}
\]
is a permutation onto \(\mathbb{Z}_n^*\), whose inversion is intractable unless one knows the factorization of \(n\). Hence the name of trapdoor one-way permutation, which is a very useful property. However, RSA is the sole candidate for that kind of nice object!

Since \(\text{FACT}(n)\) provides a trapdoor to \(\text{RSA}(n, e)\) for any \(e\), clearly we have \(\text{FACT}(n) \geq \text{RSA}(n, e)\), where \(A \geq B\) means that a machine that can efficiently solve \(A\), can be used to efficiently solve \(B\).

### 6.2 The Discrete Logarithm Problem

Let us consider a suitable cyclic group of order \(q\) ((\(g\) \(\in \mathbb{Z}_p^*\) or a subgroup of an elliptic curve, etc), with a generator \(g\). The discrete logarithm problem on \(G\) is considered intractable:

**DEFINITION 18 (The Discrete Logarithm Problem – \(\text{DL}(G)\)).**

Given \(y \in G\), find \(x \in \mathbb{Z}_q\) such that \(g^x = y\).

However, it provides a trapdoor to solve the Diffie-Hellman problem:

**DEFINITION 19 (The Diffie-Hellman Problem – \(\text{DH}(G)\)).**

Given \(A = g^a, B = g^b \in G\), find \(C = g^{ab}\).

It can also be stated as follows: let us given \(A = g^a \in G\), for any \(B = g^b\) find \(C = g^{ab}\). This problem is intractable, unless one knows \(a\), since \(C = B^a\). Furthermore, about this problem, even if one knows a candidate for the solution \(C\), one cannot check its correctness:

**DEFINITION 20 (The Decisional Diffie-Hellman Problem – \(\text{DDH}(G)\)).**

Given \(A = g^a, B = g^b, C = g^c \in G\), decide whether \(c = ab \pmod{q}\).

Once again, the discrete logarithm provides a trapdoor and therefore

\[
\text{DL}(G) \geq \text{DH}(G) \geq \text{DDH}(G).
\]

**REMARK 21.** If \(G \subset \mathbb{Z}_n^*\), for some \(n = pq\),

\[
\text{DL}(n) \geq \text{FACT}(n) + \text{DL}(p) + \text{DL}(q),
\]

where \(\text{DL}(k)\) denotes \(\text{DL}(G)\) for some group \(G \subset \mathbb{Z}_k^*\). Therefore the discrete logarithm in some subgroup in \(\mathbb{Z}_n^*\) is stronger than both the factorization of \(n\) and the discrete logarithm in the subgroups modulo the prime factors of \(n\): it combines the difficulty of both problems.
7 APPLICATION TO PUBLIC KEY CRYPTOGRAPHY

Since we have one-way problems (the factorization and the discrete logarithm) and trapdoor one-way problems (the $e$-th root and the Diffie-Hellman problems), asymmetric cryptography becomes reality.

7.1 Public Key Encryption

A public key encryption scheme is a triple $(G, E, D)$ as defined in the second part. Let us more formally define the security notions that an encryption scheme should satisfy.

**Security Notions**

The first common security notion that one would like an encryption scheme to satisfy is the **one-wayness**: with just public data, an attacker cannot get back the whole plaintext of a given ciphertext. More formally, this means that for any adversary $A$, her success in inverting $E$ without the secret should be negligible, over the choice of $m$ and the random coins of $E$ and herself:

$$\text{Succ}_A = \Pr_m [A(E_{kp}(m)) = m].$$

However, many applications require more from an encryption scheme, namely the **semantic security** (a.k.a. polynomial security/indistinguishability of encryptions [24]), as already remarked in the introduction. This security notion requires the computational impossibility to distinguish between two messages, chosen by the adversary, which one has been encrypted, with probability significantly better than one half: her advantage, defined as below, where the adversary is seen as a 2-stage Turing machine ($A_1, A_2$), should be negligible.

$$\text{Adv}_A = \Pr_b \left[ (k_p, k_s) \leftarrow G(1^k), (m_0, m_1, s) \leftarrow A_1(k_p) : A_2(m_0, m_1, s, c) = b \right] - \frac{1}{2}. $$

Another notion has been thereafter defined, the so-called **non-malleability** [16], but this notion is equivalent to the above one in some specific scenarios [4, 8], then we don’t detail it.

On the other hand, an attacker can play many kinds of attacks: she may just have access to public data, and then encrypt any plaintext of her choice (**chosen-plaintext attacks**) or moreover query the decryption algorithm (**adaptively/ non-adaptively chosen-ciphertext attacks** [49,61]). A general study of these security notions and attacks has been recently driven [4], we therefore refer the reader to this paper for more details.

Another scenario has been recently studied which involves many users that receive encryption (under their respective public keys) of related messages. So many encryptions may reveal some information about the plaintexts to an adversary that intercepts all the ciphertexts. However, recent papers [3, 2] have proven that if the scheme is semantically secure, it does not leak any information even in the multi-user scenario.
Some Examples

**The RSA Encryption.** When they defined the RSA problem, Rivest–Shamir–Adleman [63] wanted to propose a public-key encryption, thanks to the “trapdoor one-way permutation” property of the RSA function: the key generation algorithm produces a large composite number \( n = pq \), a public key \( e \), and a secret key \( d \) such that \( e \cdot d = 1 \mod \varphi(n) \). The encryption of a message \( m \), encoded as an element in \( \mathbb{Z}_n^* \), is simply \( c = m^e \mod n \). This ciphertext can be easily decrypted thanks to the knowledge of \( d \), \( m = c^d \mod n \). Clearly, this encryption scheme is one-way, under chosen-plaintext attacks, relative to the RSA problem. However, since it is deterministic, it cannot be semantically secure. Therefore, it cannot be proven secure in the multi-user scenario either.

Moreover, it is well-known to be weak against the broadcast attack when using a small exponent \( e \) [28], e.g. \( e = 3 \): with the encryptions of a message \( m \) under 3 different public keys \( (n_1, e_1 = 3), (n_2, e_2 = 3) \) and \( (n_3, e_3 = 3) \), denoted by \( c_i = m^3 \mod n_i \), for \( i = 1, 2, 3 \), respectively. The Chinese Remainder Theorem provides the solution \( c \) of the simultaneous congruences \( c = c_i \mod n_i \). But \( m^3 \mod n_1 n_2 n_3 \) is also a solution to this system. The uniqueness proves that \( c = m^3 \in \mathbb{Z} \), since \( m < m_i \) which implies that \( m^3 < n_1 n_2 n_3 \). An easy third root in \( \mathbb{Z} \) helps to recover \( m \).

**The El Gamal Encryption.** In 1985, El Gamal [18] designed a public-key encryption scheme based on the Diffie-Hellman key exchange protocol [15]: given a large prime \( p \), and an element \( g \) in \( \mathbb{Z}_p^* \) of large prime order \( q \), the key generation algorithm produces a random element \( x \in \mathbb{Z}_q^* \) as secret key, and a public key \( y = g^x \mod p \). The encryption of a message \( m \), encoded as an element of \( \langle g \rangle \), is a pair \( (c = g^a \mod p, d = y^a m \mod p) \) for a random \( a \in \mathbb{Z}_q \). This ciphertext can be easily decrypted thanks to the knowledge of \( x \), \( m = d/c^x \mod p \). This encryption scheme is well-known to be one-way, under chosen-plaintext attacks, relative to the Diffie-Hellman problem (DH). It is also semantically secure, under chosen-plaintext attacks, relative to the Decisional Diffie-Hellman problem (DDH).

However, we had to wait a long time before any efficient proposal provably semantically secure under adaptively chosen-ciphertext attacks. The most famous one was just proposed two years ago [14], whose security is relative to the Decisional Diffie-Hellman problem. Many other have also been proposed [73, 20, 21, 54] but under the additional assumption of the random oracle model [5].

### 7.2 Digital Signature Schemes

As above, a digital signature scheme \((G, \Sigma, V)\) admits various levels of security.

**Forgeries and Attacks**

In this subsection, we formalize some security notions [26, 27] which capture the main practical situations. On the one hand, the goals of the adversary may be various:

- **total break**: Disclosing the secret key of the signer.
– universal forgery: Constructing an efficient algorithm to sign any message.

In many cases this latter forgery, the existential forgery, is not dangerous, because the output message is likely to be meaningless. Nevertheless, a signature scheme which is not existentially unforgeable does not guarantee by itself the identity of the signer. For example, it cannot be used to certify randomly looking elements, such as keys.

On the other hand, various means can be made available to the adversary, helping her for her forgery. We focus on two specific kinds of attacks against signature schemes: the no-message attacks and the known-message attacks. In the first scenario, the attacker only knows the public key of the signer. In the second one, the attacker has access to a list of valid message-signature pairs. According to the way this list was created, we usually distinguish many subclasses, but the strongest is the adaptively chosen-message attack, where the attacker can ask the signer to sign any message that she wants. She can therefore adapt her queries according to previous message-signature pairs.

**DEFINITION 22 (Secure Signature Scheme).** A signature scheme is secure if an existential forgery is computationally impossible, even under an adaptively chosen-message attack.

**Some Examples**

The first secure signature scheme was proposed by Goldwasser et al. [26] in 1984. It uses the notion of claw-free permutations pairs, and provides polynomial algorithms with a polynomial reduction between the research of a claw and an existential forgery under an adaptively chosen-message attack. However, the scheme is totally unpractical. Hopefully, some practical schemes have been proposed.

**The RSA Signature.** In the same paper as their public key encryption scheme, Rivest–Shamir–Adleman [63] proposed the first signature scheme based on the “trapdoor one-way permutation paradigm”, using the RSA function: the key generation algorithm produces a large composite number \( n = pq \), a public key \( e \), and a secret key \( d \) such that \( e \cdot d = 1 \mod \varphi(n) \). The signature of a message \( m \), encoded as an element in \( \mathbb{Z}_n^\star \), is its \( e \)th root, \( \sigma = m^{1/e} = m^d \mod n \). The verification algorithm simply checks whether \( \sigma^e = H(m) \mod n \).

However, the RSA scheme is not secure by itself since it is subject to existential forgery: it is easy to create a valid message-signature pair, without any help of the signer, first randomly choosing a certificate \( \sigma \) and getting the signed message \( m \) from the public verification relation, \( m = \sigma^e \mod n \).

Nevertheless, a classical way to increase security is to use the “hash-and-sign” paradigm: to sign any message \( m \), one first hashes it, using any hash function such as MD5 [62] or SHA-1 [51], into \( h = H(m) \), encoded as an element in \( \mathbb{Z}_n^\star \). The signature of \( m \) is therefore the \( e \)th root of \( h \), \( \sigma = h^{1/e} = h^d \mod n \). The verification algorithm simply checks whether \( \sigma^e = H(m) \mod n \). Even if this was originally only heuristic, under some assumptions about the hash function
(namely that it behaves like a random function [5]) it can be proven secure [7, 13].

The Schnorr Signature. In 1986 a new paradigm for signature schemes was introduced. It is derived from fair zero-knowledge identification protocols involving a prover and a verifier [25], and uses hash functions in order to create a kind of virtual verifier. The first application was derived from the Fiat–Shamir [19] zero-knowledge identification protocol, based on the hardness of extracting square roots modulo \( n \) (which is equivalent to the factorization of \( n \)), with a brief outline of its security. Another famous identification scheme [66], together with the signature scheme [67], has been proposed later by Schnorr, based on that paradigm, under the discrete logarithm problem: the key generation algorithm produces two large primes \( p \) and \( q \), such that \( q \geq 2^k \), where \( k \) is the security parameter, and \( q \mid p - 1 \), as well as an element \( g \) of \( \mathbb{Z}_p^* \) of order \( q \). It also creates a pair of keys, \( x \in \mathbb{Z}_q^* \) and \( y = g^{-x} \mod p \). The signer publishes \( y \) and keeps \( x \) secret. The signature of a message \( m \) is a triple \((r, e, s)\), where \( r = g^K \mod p \), with a random \( K \in \mathbb{Z}_q^* \), the “challenge” \( e = H(m, r) \mod q \) and \( s = K + ex \mod q \). It satisfies \( r = g^s y^e \mod p \) with \( e = H(m, r) \), or simply \( e = H(m, g^s y^e \mod p) \), which is checked by the verification algorithm.

The security results for that paradigm have been considered as folklore for a long time but without any formal validation. But this formal validation appeared few years ago [55, 56] under the random oracle assumption [5].

8 CONCLUSION AND OPEN PROBLEMS

After the failure of mathematics to help in proving the security of public-key cryptosystems, because of a “computational” point of view, they have been realized to provide useful objects to make practical the suggestion of Diffie and Hellman.

Indeed, they provide one-way and trapdoor one-way problems which are the foundations of the public-key cryptography, for solving the confidentiality and the authentication concerns as seen above, but also for many other applications [41]. However, many problems remain open.

- About the factorization-like problems:
  - Do there exist algorithms to solve the factorization problem more efficiently than the NFS?
  - What is the exact relation between RSA and FACT? Even if they are likely not equivalent [9], nobody has ever shown any gap.
- About the Discrete Logarithm-like problems:
  - Is this problem stronger over an elliptic curve than in \( \mathbb{Z}_p^* \) (for similar sizes)? The research has just begun recently, and better algorithms are appearing.
  - Are there other suitable groups?
  - What about the real difficulty of the DH and DDH problems? Some relations are known, but in particular cases [39, 72]
– Are there other candidates as one-way and trapdoor one-way problems? Such new problems would immediately lead to new cryptosystems thanks to generic conversions [5, 6, 20, 21, 54].

On the other hand, mathematics provided many tools for breaking cryptosystems, such as LLL [37] or NFS [36]. Maybe they can provide some other tools to cryptographers.
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