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Abstract This document reports the activities of the AES working
group organized at the Ecole Normale Supérieure. Several candidates
are evaluated. In particular we outline some weaknesses in the designs of
some candidates. We mainly discuss selection criteria between the can-
didates, and make case-by-case comments. We finally recommend the
selection of Mars, RC6, Serpent, ... and DFC. As the report is being
finalized, we also added some new preliminary cryptanalysis on RC6 and
Crypton in the Appendix which are not considered in the main body of
the report.

Designing the encryption standard of the first twenty years of the twenty first
century is a challenging task: we need to predict possible future technologies, and
we have to take unknown future attacks in account.

Following the AES process initiated by NIST, we organized an open working
group at the Ecole Normale Supérieure. This group met two hours a week to
review the AES candidates. The present document reports its results.

Another task of this group was to update the DFC candidate submitted
by CNRS [16,17] and to answer questions which had been omitted in previous
reports on DFC.! This issue is subject to another report.

1 On the AES Candidates

1.1 On the AES Evaluation Platform

In order to compare the AES candidates, we had to agree on a platform. For
this purpose NIST chose an “AES Evaluation Platform” based on a 200MHz
Pentium Pro. Although we have to compare all candidates on the same platform,

! Due to the significant overlap between the AES working group of ENS and the
designers of DFC, the present report obviously favors DFC.



this must be considered with caution. First of all, Pentium Pro’s have long been
superseded (we believe they are no longer being produced by Intel) and some
candidates may be handicapped by this outdated technology. Second, we cannot
reasonably forecast what the dominant technology will be during the period of
validity of the AES.

We believe that future technologies will be based on 64-bit architectures
rather than on 32-bit ones. Microprocessor manufacturers are currently moving
towards 64-bit RISC technology so this forecast seems reasonable. We believe
that Intel will popularize the 64-bit microprocessor Merced in the next few years,
that this will become a de facto standard and that 32-bit microprocessors will
gradually disappear, the remaining ones being cheap designs for on-board appli-
cations. Judging that the twenty-first century will mainly use 64-bit architecture,
Alpha microprocessors appear to be the best technology available for comparing
the AES candidates today.

Most of the AES candidates have been designed so that moving from 32-bit to
64-bit architectures does not yield much benefit. Only DFC and HPC have been
purposefully designed for the latter architecture. Although their performance on
Pentium machines is average, the benefit of moving to Alpha is huge. Actually,
DFC appears to be the candidate which admits the fastest implementation of
all on Alpha.

We compared the AES candidates on Alpha 21164a 500MHz with the best
available implementations.? For this we started with the optimized code pro-
vided on the AES-CD2 and replaced them once better implementation (even
in assembly code) were available to us.> Table 1 reports the timing (in clock
cycles) of one block encryption with a 128-bit key (timing of the key setup is not
included). Timing for E2 is from NTT. Timing for DFC is based on Harley’s C
implementation (which uses one Alpha ASM instruction if it is available). The
timing for E2 is from NTT. Timing for HPC is from assembly code (by the au-
thor of HPC). All other timings are from Gladman’s implementations [18]. All
of our experiments were compiled with the DEC C CoMPILER. We note that
Safer+ is very slow on Alphas older than the 21164a. The 21164a and successors
have extra byte-manipulation instructions which lead to a significant speed-up
when appropriate compiler flags are used. Our measurements can be compared
with Almquist’s [3] estimates which are given below.

1.2 Interoperability

The rules for the AES implementations implied the use of the C language as de-
fined by the ANSI norm. However this suffers from several defects. The ANSI-C

? Other researchers did the same. For instance, Almquist [3] implemented several can-
didates in Alpha pseudo-code and gave some (optimistic) estimates of the encryption
timing.

% These experiments are reported at the following URL which is regularly updated to
track the latest developments.
http://www.dmi.ens.fr/~granboul/recherche/AES.html



cipher |measure|estimate cipher |measure|estimate
Cast256 749 600 Magenta 5074
Crypton 499 408 Mars 507 478
Deal 2752 2528 RC6 559 467
DFC 323 304 Rijndael 490 340
E2 587 471 Safer+ 1502 656
Frog 2752 Serpent 998 915
HPC 402 380 Twofish 490 360
Loki97 2356

Tablel. Timing (in cycles) of one block encryption on 21164a for the best software
implementation. The measurement has been performed by Granboulan based on real
implementations. The estimates are due to Almquist [3].

norm entails more than just some syntactic requirements. It makes the programs
portable by disallowing any endianess dependency or restriction to 32-bit pro-
cessors. Actually, some of the C implementations provided in the AES-CD2 fail
to run when tested on big endian machines or 64-bit microprocessors. In partic-
ular, some problems were noted for E2, HPC, Mars, RC6, Serpent, Twofish and
Loki97. Typically, if the 128-bit message is represented as an array of 16 bytes
(of unsigned char type), any cast into some int array may cause a bus error,
because of alignment problems. Although this is not an important flaw (since
the implementations were not required to run on these machines) it illustrates
the limits imposed by strict adherence to ANSI-C.

Another issue is that ANSI-C does not guarantee the availability of 64-bit
words, which causes a performance penalty for those candidates, DFC and HPC,
that are dedicated to 64-bit architectures. Indeed, we believe that comparing only
pure ANSI-C implementations is not entirely satisfactory. We should compare
the best software implementations, which may take advantage of assembly code
and architecture-specific features.

One might consider that comparing the JAVA implementations would be
more relevant as Java produces a portable byte-code from one architecture to
another. But there are two drawbacks: the first one is that JAVA is a new
language and thus, even though the virtual machine is well-defined, compilers
of JAVA into JVM byte-code, interpreters of byte code and JIT compilers are
changing rapidly. Since July and the end of the submission phase, there have been
considerable speed-ups of Java Virtual Machines (mainly due to JIT compilers).
The second drawback is that AES candidates have not always been optimized in
JAVA. Nevertheless, a comparison of AES candidates in JAVA may be fairer than
comparison of ANSI C and JAVA processors should be an interesting platform
for the future. Results on UltraSparc running Solaris 2.6 are given in table 2.

1.3 Endianess

Some AES candidates are dedicated to big endian or little endian architectures.
Actually, comparing them with the AES API may be unreliable because some
candidates may have first to convert from one endianess to the other. Some other



cipher |measure cipher |measure
Cast256 18360 Magenta| 56580
Crypton| 10750 Mars 8840
Deal 38620 RC6 6110
DFC 11350 Rijndael 7770
E2 10670 Safer+ 30190
Frog 23920 Serpent 10050
HPC 9970 Twofish | 14990
Loki97 56580

Table2. Timing (in cycles) of one block encryption on UltraSparc-I using JDK-1.2
with JIT compiler. The measurement has been performed by Noilhan using NIST API.

candidates have portable C programs which convert char streams into int ar-
rays, incurring a penalty in both cases. This penalty is somehow unfair because
it penalizes interoperability which should instead be rewarded, and because most,
microprocessors already have some endianess conversion routines (BSWAP for In-
tel) which cost little or nothing, but ANSI-C does not make them available. This
needs to be considered when comparing the submitted implementations.

1.4 Trustworthiness

In order to avoid the controversial arguments that were raised against DES [1],
we believe that look-up tables should be trustworthy, which means that they
should come from a “simple” public algorithm. Otherwise the designer could be
suspected of having introduced a concealed trapdoor.

1.5 Simplicity of the Algorithm

Another criterion which should not be underestimated is the simplicity of the
algorithm. Usually, simplicity is related to compactness of implementation. It
also leads to greater levels of trust by the user, and by the cryptanalyst: for
a complicated (insecure) algorithm, there is a longer latency delay before an
expert comes up with a practical attack. Since the schedule of the AES process
is quite tight, it does not seem reasonable to adopt a complicated algorithm as
a standard.

1.6 State of the Art of Symmetric Encryption

In the early beginnings of public research on symmetric encryption, security used
to be empirical: there was no specific design argument and a cipher was presumed
to be secure until someone came up with an attack. After the discovery of dif-
ferential and linear cryptanalysis and their variants, security became heuristic:
designers could argue that no characteristic had a significant probability and it
was believed that this was enough to protect against these attacks.

Public research has now entered a new stage where provable security against
given classes of attacks can be attained. First of all, the Luby-Rackoff Theo-
rem [28] (and all its refinements due to Patarin [36-38] and Pieprzyk [39]) can



be used. This applies to the Deal AES candidate [35,23]: assuming that DES
looks like a random permutation (see below however), six rounds of a Feistel
network with DES round functions are secure.

The Nyberg-Knudsen Theorem [33,34] and all its extensions due to Aoki
and Ohta [5] have been used in the Misty cipher [31,32]. One problem with this
approach is that it does not allow much freedom in the design, and the designer
is actually limited by some algebraic properties. In some simple cases, this is
dangerous, as shown by Jakobsen and Knudsen [21] because it leads to new
kinds of attacks namely, interpolation attacks.

Another possibility is to use decorrelation theory. This approach provides
more freedom in the design and allows one to prove security against several
classes of popular attacks. Of course, this has to be considered with great care,
because some simple decorrelated designs can be broken by new kinds of at-
tacks. We mention Wagner’s boomerang attacks [52] against Coconut98 [48].
The reasonable conclusion is that the cipher has to be heuristically secure with-
out the decorrelation modules (which was not the case of Coconut98), and that
the decorrelation properties provide an additional level of security.

We think that it is important for the forthcoming encryption standard to
take research advances into consideration. Although provable security is not a
panacea outside its domain of applicability, we believe it provides added value to
new designs. Accordingly, we sorted the candidates into three classes: those which
have empirical security, heuristic security, and finally some form of provable
security. The class of candidates based on empirical security is quite small since
it is restricted to HPC [46] and Frog [15]. The class of provable security is equally
reduced: Deal and DFC.

1.7 Smart Cards

It is obvious that implementability on smart cards is an important advantage
for the AES candidates, since smart cards are now used in many applications.
Accordingly we have to consider two requirements.

— On most popular smart cards, the amount of free RAM is limited to one or
two hundred bytes.

— Some architectures based on the Motorola 6805 (which is very popular in
smart cards) only have a single byte rotation by one position. This makes
rotation of 32-bit words, especially data-dependent rotations (as used in
Mars [11] and RC6 [42]) complex or slow or both.

The evolution of the technology of smart cards guarantees that some more mod-
ern microprocessors (such as 68000 or even ARM) will be available.
1.8 On the Rotations

Mars and RC6 are two candidates which use data-dependent 32-bit rotations.
This is inherently ill-suited to both smaller and larger word sizes.



This can be seen clearly in the optimized implementations which are used by
distributed.net. On a Pentium Pro, RC5 [41] key search takes about twice
as long as DES whereas on Alpha the ratio is close to nine! This is in large
part attributable to the fact that with 64-bit words, a 32-bit rotation of x by y
requires five instructions:

x<<(y & 31) | x>>(32-(y & 31))

(and possibly a mask operation to clear high-order bits). Thus data-dependent
32-bit rotations are clearly ill-suited to the processors of the future.

1.9 A few Candidates

Crypton [27] is a variant of the Square cipher [12]. We noticed the existence of
weak keys (which has been independently discovered by Johan Borst). Actually,
the key expands onto something of the form

TTTTYYYYTrTTYYyyzzzzttttzzz2tttt

where z, y, z and t are bytes (we thus have 232 possibilities), then the set of all
texts with the form
ababcdcdababeded

is stable by the whole encryption. We thus have 232 256-bit long weak keys.
We do not think this is a serious flaw. In the Appendix we added a preliminary
attack.

DFC When considered suing these criteria, DFC is quite fast: at the time of
writing, the fastest software implementation on Alpha 21164a is 323 cycles per
encrypted block and 232 cycles on a 21264 prototype (which leads to an encryp-
tion rate of over 300Mbps on current 575 MHz models with 500Mbps possible in
the near future), and 482 cycles on Pentium Pro. DFC is quite simple: a Feistel
scheme combining a conservative CP permutation and the decorrelation module
(az + b) mod 2% + 13 mod 2%, The look-up table comes from the hexadecimal
expansion of e so that there can be no question of a trapdoor. The decorrelation
takes advantage of research results and provides an additional provable security
feature (as discussed below). It is portable to simple chips as well (see [40]): we
have two implementations on Motorola 6805. The first one requires less than a
hundred bytes of RAM by computing the round keys “on the fly”, and is faster
than triple-DES. The second one requires less than two hundred bytes of RAM
and is much faster than DES.

During the first phase of the AES, DFC has been subject to several criticisms.
Namely, the number of rounds was said to be too low (Biham [7] suggested that
we add one more round), and drawbacks were found in the key scheduling algo-
rithm (weak keys, as noticed by Coppersmith). These criticisms do not raise any
concerns of significant weakness in our design, but can nonetheless be addressed
easily as shown in [6].



Deal [23,35] One problem with Deal is that it is clearly slower than triple-DES
(it requires at least 6 DES computations plus some extra operations in order
to encrypt 128-bit blocks while triple-DES requires only 3 DES computations
in order to encrypt 64-bit blocks). Furthermore, it is based on the DES design
which was adapted to the technology of the 70s. We now have more efficient
designs available.

As noticed by Lucks [29], the key schedule of Deal makes the first round key
depend on too few bits of the secret key. This leads to a variant of Knudsen’s
“impossible differential attack” [23]. We can refine it by noticing that we can take
advantage of badly distributed keys. For instance, if we use a 192-bit key which
consists of 24 lower case alphabetical ASCII characters, we have a diversity of
roughly 2'?°, which may appear sufficient. However the first round key only has
240 possibilities instead of 2%¢, so that we can improve on Lucks’ attack in this
setting: we need 27° chosen plain-texts and a complexity of 219 easy tests. This
is still quite high, but is definitely a design flaw.

We noticed that we can use the complementation property of DES in order
to decrease the exhaustive search complexity by a factor of 4. (Here we have
two complementation properties: one for the even rounds, and one for the odd
rounds.) We can use these properties with the meet-in-the-middle attack and
break a 192-bit key (resp. a 256-bit key) within 2156 encryptions (resp. 2222) in
the worst case.

Deal uses an interesting security feature. Assuming that DES behaves like
a random permutation, Patarin’s Theorem [38] asserts that one needs at least
248 known plain-texts to break it with unlimited computation. However this
depends on an assumption which is quite debatable. Actually, there are only 256
possibilities for each round instead of 204! ~ 2270, so the assumption consists of
approximating 22" by 2°¢... How can we manage to prove something without
any assumption? We are not aware of any formal result which proves that the
the security of 6 rounds of a Feistel cipher with DES as a round function requires
a complexity which is, say, squared from the complexity of attacks on DES. We
can still prove that Deal has at least the same security as DES (without assuming
that DES looks random). In particular, unless we find an attack against DES
better than Matsui’s, we need at least 243 known plain-texts to break Deal. We
know that this provable security result is not enough.

Frog and HPC [15,46] Actually these two candidates do not reference any
research results. Their security is empirical in the sense that they will be con-
sidered secure until someone finds an attack. We think this paradigm ignores all
recent advances in research and should not be considered.

Magenta [20] Due to the weakness of the key schedule which has been noticed
by Biham et al. [8] and the strange property that the round function is not
bijective (and actually collapses on fixed points when iterated as noticed by the
authors themselves) we do not think that Magenta is a good candidate for the
AES.



Mars [11] uses the MUL instruction of 32-bit microprocessors. It also uses
data-dependent 32-bit rotations, which are inherently ill-suited to both smaller
and larger word sizes. Overall, the implementation requires a 2KB lookup ta-
ble, which is far too much for smart cards. The rationale for the substitution
boxes is very mysterious (and actually not simple enough to demonstrate that no
trapdoor is concealed there). Mars also suffers from being complicated. Over all
the AES candidates, Mars seems to have required considerable resources, which
does not necessarily mean that it is secure: designers are notorious for overlook-
ing weaknesses in their own algorithms. If there exists some attack against Mars,
we believe it will take more than six months (the time between the first AES
workshop and the deadline for submitting the present report) to notice it. We
believe that Mars deserves further investigations though.

RC6 [42] uses the MUL instruction of 32-bit microprocessors. It also uses data-
dependent 32-bit rotations, which are inherently ill-suited to both smaller and
larger word sizes.
We also noticed that the internal f function has many fixed points. Namely,
any 32-bit word whose 16 least significant bits are set to zero is a fixed point.
In the Appendix we added a preliminary statistical attack.

Safer+ [30] is a byte-oriented candidate. Its performance on NIST’s suggested
32-bit platform and on 64-bit platforms is thus poor. Its security is only heuristic.
The design includes a so-called Armenian shuffle which has many mysterious
properties. For instance, we noticed that the Armenian shuffle does not mix up
odd and even positions: it shuffles the odd positions and the even ones separately.
We noticed that the round matrix consists of two rows and some permutations
of it (at even and odd positions). We also noticed some properties like stable
subspaces: for instance, the set of all byte-vectors (a, b, a, b, ...) is stable by the
round linear transformation. Although we were not able to forge an attack based
on these observations, we wonder if they may imply some weakness.

Serpent [4] is an overly conservative design. It is based on tricky optimized
implementations on a conservative architecture (32-bit based). It shows no ad-
vantage when moving towards 64-bit (the C implementation provided by NIST
actually takes more cycles on an Alpha than on a Pentium Pro.) Its security is
only heuristic. The authors provide an heuristic argument for a version of Serpent
reduced to 8 rounds and they choose an unexpectedly large 32 rounds in order to
have confidence in its security. (This may however be the most trustworthy way
to get real security.) Another concern is the unclear origin of the substitution
boxes. Again, this may open the way to the hidden-trapdoor controversy.

Twofish [45] is designed for 32-bit architectures, with little consideration for
future 64-bit ones. Its key schedule is very complicated and has a high complexity.
One important feature of Twofish is key-dependent S-boxes. This was used in



the Blowfish [43, 44] cipher. Since the so called key-dependent S-boxes of Twofish
consist of two fixed S-boxes which are transformed by XORing with two key
bytes, we believe they should no longer be called “key-dependent S-boxes”, but
a regular design with fixed S-boxes. Twofish uses many other tricks taken from
other block cipher algorithms and actually consists of a collection of patches
which fix various problems. The result lacks simplicity, and it is quite hard to
make any serious analysis of this algorithm, which does not necessarily mean it
is secure. When compared to Mars, we do not think that this design comes from
deep investigations.

2 On Decorrelating the AES

The main added value of DFC is the kind of provable security provided by the
decorrelation paradigm. We should however be careful about what this really
means. First because it provides formal proofs of security in some classes of
attacks. In particular, it does not provide any proof of security against other
attacks. As an example we can mention Wagner’s Boomerang attack [52] which
breaks Coconut98. Second because this provides formal proofs of security in some
formal security model. History shows that some crypto-systems can be secure in
some security model, but that some real-life attacks may bypass this model. The
best example is Bleichenbacher’s impressive attack against RSA PKCS+#1 [9]
which does not break the plain RSA scheme at all.

As an interesting feature, we outline that the decorrelation theory focuses on
average complexity over the distribution of the secret key. Some restricted sets of
keys can still be “weak” (as shown by Coppersmith for instance), but these sets
will necessarily be of limited size because of the average case. In particular, our
results do not rely on some unproven assumption on the stochastic equivalence
of the keys (as for instance the theory of Markov ciphers [24-26]).

Interestingly, the construction suggested by decorrelation theory is very flex-
ible in the sense that — for instance — we can freely choose the CP Confusion
Permutation and still keep the decorrelation property. This should be compared
to the Nyberg-Knudsen provable security approach. This does not mean that
CP is useless. It means that we can construct a cipher in some conservative way
with CP and add the decorrelation module to get the provable security added
value. For this we choose some conservative CP function with which the cipher
is heuristically secure even when all ARK; values are known by the attacker.
(These are the “a coefficient” parts in the RK; round keys.)

Of course the decorrelation modules could be added to other AES candidates
in order to provide provable security as well. This suggests an avenue for future
research.

3 Conclusion

Based on the discussion above, we recommend that the following candidates not
be selected.



— HPC and Frog, due to the lack of any reference to research advances.
— Magenta, due to security flaws.
— Deal, due to insufficient security and outdated technology.

Although we did not find any serious flaw we are reluctant to recommend the
following algorithms.

— Crypton and Rijndael [13], for security.
— Safer+, because of its 8-bit oriented (outdated) design.
— Twofish, because of its obscure design.

Since we did not investigate Cast256 [2], E2 [22] and Loki97 [10], we will not
comment on them.
Finally, we recommend the following algorithms.

— Mars, RC6, Serpent,
... and of course DFC.
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A Appendix: Preliminary Results

When the present report was being terminated, we discovered some interesting
attacks on RC6 and Crypton. Since we did not check everything, we warn the
reader about correctness issues. We think that these properties might be of some
interest anyway.

A.1 Statistical Attack on RC6

RC6 consists of iterating r times the following transformation on four w-bit
registers A, B, C, D.

(A,B,C,D) + (B,((C®u) <<<t)+ S211,D,((ADt) <<< u))+ Sz
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where t = f(B), u = f(D), and f is such that f(z) mod w (which is the useful
part for the rotations) is a pseudo-random function of . Our basic observation
is that if £ mod w = u mod w = 0, then the mod w part of A and C'is just added
with some key-bits. Thus, if this event occurs in one out of two rounds (which
holds with probability w*ﬂ%J), then the mod w part of two output registers
will consist of the mod w part of two input registers added with some key-bit
constants.

Let us call A; and Ay the mod w difference of the corresponding two regis-
ters. We can mount a distinguisher between RC6 and a random permutation by
just making an experimental distribution table of all (A, As) values. Following
[47], the Euclidean distance between the uniform distribution and the expected
distribution is D = w!'™" for a space of w? values. This leads to a x? attack
within a complexity of O(1/(wD?)) which is O(w*.3173). Since the number of
samples is limited to 2**, we can break up to r = [lozg’w + 27 rounds. For the

nominal choice of RC6 w = 32, this leads to = 15 for which the complexity is
2125-

We can still increase the number of vulnerable rounds by making an attack
which has a low probability of success: assuming that the same attack limited
to 2** queries will have a probability of success of 24%.w=*2]=3 we can mount
an attack on the nominal RC6 (r = 20) with a probability of success of 2757
and a complexity of 2!28. This would mean that this attack holds for 192-bit or
256-bit keys with complexity better than exhaustive search.

This attack can be used with the standard tricks, for instance Matsui’s attack
which consists of guessing the key in one round.

We also considered using other attack models, namely the timing attacks
which were investigated in [19].

A.2 Differential Attack on Crypton

Notation : A; = (a3 ;,as2,i,a1,,a0,;)" denotes one of the four 32-bit column vec-
tors of the A input to the 7, or 7, linear permutation. We introduce the following
additional notation to further split each of the a;; bytes into four 2-bits words:
a;; = (a3,5,i,2,j,01,5,i,Q0,5,:). With the above notation, the 128-bit word A
is split in 64 ay j; 2-bit words. In the sequel, The ¢ and j indexes will be im-
plicitly taken modulo 4. The following invariance properties lead to iterative
differential-like and linear-like attacks with only 4 active S-boxes per round.

Differential invariance property. Let ¢ € [0,3] be any column number, j €
[0,3] be any line number, k be any index in [0, 3], dy, d2, ds, ds4 be four 2-bits
words. Denote by A[dy,d2,ds,ds, k, j,1] the following input difference on four or
the 2-bit words of A: Aakd"i = d1; Aak7j7i+2 = d2; Aak7j+2,i = d3; Aak7j+27i+2 =
dy (the 60 other 2-bit difference values of dA are taken equal to zero). It can
be shown that if dy = ds and ds = dy, then the resulting difference on the
transformed A’ value obtained at the output of the 7, or the 7, linear mapping
can be written Aldy,ds, dy,da, k, j', 7] (where j' is equal or not to j, depending on

14



i, j, k and the parity of the considered round), and that the resulting difference on
the transformed A" value obtained at the output of the 7 byte transposition (on
the A’ input) can be written A[d,dy,ds,ds, k, j",i'], for some j' and i’ values.
This induces iterative differential behaviors which involve only four active S-
boxes per round. As a matter of fact, assume an input difference of the form
Aldy,da, dy,da, K, j,i] & Ald,dYy, dy, dy, k + 2,7,i] at the input of the m, or
linear transformation; we expect (but did not check yet in detail) that the p
probability of obtaining, after one entire p Crypton round, a resulting output
difference of the form A[dy,ds,d1,ds,k,j,i] ® Ald},d},d|,dy, k + 2,7,i] is at
least p = 2724, This provides a differential of probability p, which can be used
to mount attacks on Crypton with a limited number of rounds. This way we can
expect to mount a differential attack against 6 rounds of Crypton (instead of
12) faster than an exhaustive search.

Linear invariance property. Denote by ®[A,k,j,i] the agj; ® akji2,: P
A, ji+2 ® Ak j12,42 sum. Denote by A’ the transformed value obtained from
A at the output of the m, or 7, linear mapping, and by A” the transformed
value obtained from A’ at the output of the 7 transposition. It can be shown
that for any (k,j,4) triplet there exist (k',j',4") and (k",j",i") triplets such
that ®[A', k,j,i] = P[AK',j',i']; B[A",k,j,i] = P[A,k",;",i"]. Moreover, for
the same i, j, k, i", j", k" values, we have ®[A"  k+2,j,i] = B[4, k" +2,5",i"].
Therefore, if B denotes the transformed value obtained after one entire round,
the (4« ®[B,k" +2,5",i"] ® ®[B, k", j",i"]) output nibble is correlated to the
(4% P[A, k+2,4,i] ® §[A, k, j,i]) input nibble. Such correlation properties can
be easily concatenated to mount attacks on Crypton. (For instance, the above
property implies that there is some correlation between linear combinations of
the above input nibble and linear combinations of the above output nibble:
this provides chains of linear characteristics involving only 4 active S-boxes per
round). For the time being, we have no precise assessment of the performance
of the resulting attacks.
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