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Abstract. Seven years after the optimal asymmetric encryption padding (OAEP)
which makes chosen-ciphertext secure encryption scheme from any trapdoor one-way
permutation (but whose unique application is RSA), this paper presents REACT, a
new conversion which applies to any weakly secure cryptosystem, in the random ora-
cle model: it is optimal from both the computational and the security points of view.
Indeed, the overload is negligible, since it just consists of two more hashings for both
encryption and decryption, and the reduction is very tight. Furthermore, advantages of
REACT beyond OAEP are numerous:

1. it is more general since it applies to any partially trapdoor one-way function (a.k.a.
weakly secure public-key encryption scheme) and therefore provides security rela-
tive to RSA but also to the Diffie-Hellman problem or the factorization;

2. it is possible to integrate symmetric encryption (block and stream ciphers) to reach
very high speed rates;

3. it provides a key distribution with session key encryption, whose overall scheme
achieves chosen-ciphertext security even with weakly secure symmetric scheme.

Therefore, REACT could become a new alternative to OAEP, and even reach security
relative to factorization, while allowing symmetric integration.

Keywords: Public-Key Encryption, Semantic Security, Chosen-Ciphertext Attacks,
Gap Problems

1 Introduction

For a long time many conversions from a weakly secure encryption scheme
into a chosen-ciphertext secure cryptosystem have been attempted, with vari-
able success. Such a goal is of greatest interest since many one-way encryp-
tion schemes are known, with variable efficiency and various properties, whereas
chosen-ciphertext secure schemes are very rare.

1.1 Chosen-Ciphertext Secure Cryptosystems

Until few years ago, the description of a cryptosystem, together with some heuris-
tic arguments for security, were enough to convince and to make a scheme to be
widely adopted. Formal semantic security [18] and further non-malleability [13]
were just seen as theoretical properties. However, after multiple cryptanalyses
of international standards [7,10,9], provable security has been realized to be
important and even became a basic requirement for any new cryptographic pro-
tocol. Therefore, for the last few years, many cryptosystems have been proposed.
Some furthermore introduced new algebraic problems, and assumptions [25, 1,
2,19, 26,29, 31, 34], other are intricate constructions, over old schemes, to reach
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chosen-ciphertext security (from El Gamal [20, 41,40, 11], D-RSA [33] or Pail-
lier [32]), with specific security proofs.

Indeed, it is easy to describe a one-way cryptosystem from any trapdoor prob-
lem. Furthermore, such a trapdoor problems is not so rare (Diffie-Hellman [12],
factorization, RSA [37], elliptic curves [22], McEliece [24], NTRU [19], etc). A
very nice result would be a generic and efficient conversion from any such a
trapdoor problem into a chosen-ciphertext secure encryption scheme.

1.2 Related Work

In 1994, Bellare and Rogaway [5] suggested such a conversion, the so-called
OAEP (Optimal Asymmetric Encryption Padding). However, its application
domain was restricted to trapdoor one-way permutations, which is a very rare
object (RSA, with a few variants, is the only one application). Nevertheless, it
provided the most efficient RSA-based cryptosystem, the so-called OAEP-RSA,
provably chosen-ciphertext secure, and thus became the new RSA standard —
PKCS #1 [38], and has been introduced in many world wide used applications.

At PKC 99, Fujisaki and Okamoto [15, 17] proposed another conversion with
further important improvements [16, 35]. Therefore it looked like the expected
goal was reached: a generic conversion from any one-way cryptosystem into a
chosen-ciphertext secure encryption scheme. However, the resulting scheme is
not optimal, from the computational point of view. Namely, the decryption
phase is more heavy than one could expect, since it requires a re-encryption.

As a consequence, with those conversions, one cannot expect to obtain a
scheme with a fast decryption phase (unless both encryption and decryption
are very fast, which is very unlikely). Nevertheless, decryption is usually im-
plemented on a smart card. Therefore, cryptosystem with efficient decryption
process is a challenge with a quite practical impact.

1.3 Achievement: a New and Efficient Conversion

The present work provides a new conversion in the random oracle model [4]
which is optimal from the computational point of view in both the encryption
and decryption phases. Indeed, the encryption needs an evaluation of the one-
way function, and the decryption just makes one call to the inverting function.
Further light computations are to be done, but just an XOR and two hash-
ings. Moreover, many interesting features appear with integration of symmetric
encryption schemes.

The way the new conversion works is very natural: it roughly first encrypts a
session key using the asymmetric scheme, and then encrypts the plaintext with
any symmetric encryption scheme, which is semantically-secure under simple
passive attacks (possibly the one-time pad), using the session key as secret key.
Of course this simple and actually used scheme does not reach chosen-ciphertext
security. However, just making the session key more unpredictable and adding
a checksum, it can be made so:

C=&J"(R) and ¢ = EZ™(m), where K = G(R)
Eok(m) = Cl|c||H(R, m,C,¢),
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where G and H are any hash functions. Therefore, this conversion is not totally
new. Moreover, in [4], a similar construction has been suggested, but in the
particular setting where £2%™ is a trapdoor permutation (as in OAEP) and
the one-time pad for £%¥™. Thus, our construction is much more general, and
we provide a new security analysis. Moreover, if one uses a semantically secure
symmetric encryption scheme against basic passive attacks (no known-plaintext
attacks), the last two parts of the ciphertext, which are very fast since they only
make calls to a hash function and to a symmetric encryption, can be used more
than once, with many messages. This makes a highly secure use of a session key,
with symmetric encryption £%¥™ which initially just meets a very weak security

property:
C=&."(R) and K = G(R)
Eok(mi) = Clle; = EZ™ (my)||H(R,m;;, Cyc;) for i =1,...

1.4 Outline of the Paper

We first review, in Section 2, the security notions about encryption schemes
(both symmetric and asymmetric) required in the rest of the paper, with namely
the semantic security. Then, in the next section (Section 3), we describe a new
attack scenario, we call the Plaintext-Checking Attack. It then leads to the
introduction of a new class of problems, the so-called Gap-Problems [28]. Then in
Section 4, we describe our new conversion together with the security proofs. The
next section (Section 5) presents some interesting applications of this conversion.
Then comes the conclusion.

2 Security Notions for Encryption Schemes

2.1 Asymmetric Encryption Schemes

In this part, we formally define public-key encryption schemes, together with
the security notions.

Definition 1 (Asymmetric Encryption Scheme). An asymmetric encryp-
tion scheme on a message-space M consists of 3 algorithms (K2¥Y™ gasym Dasym).

— the key generation algorithm K™ (1%) outputs a random pair of secret-
public keys (sk, pk), relatively to the security parameter k;

— the encryption algorithm ESEym(m; r) outputs a ciphertext ¢ corresponding
to the plaintext m € M (using the random coins r € (2);

— the decryption algorithm D™ (¢) outputs the plaintext m associated to the

ciphertext c.

Remark 2. As written above, €§Eym(m; r) denotes the encryption of a message
m € M using the random coins r € (2. When the random coins are useless in

the discussion, we simply note £3”™(m), as done above in the introduction.

The basic security notion required from an encryption scheme is the one-
wayness, which roughly means that, from the ciphertext, one cannot recover the
whole plaintext.
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Definition 3 (One-Way). An asymmetric encryption scheme is said to be
one-way if no polynomial-time attacker can recover the whole plaintext from a
given ciphertext with non-negligible probability. More formally, an asymmetric
encryption scheme is said (¢,¢)-OW if for any adversary .4 with running time
bounded by t, its inverting probability is less than e:

Succ™(A) = Pr [(sk, pk) « K*™(1%) : AEP™(m;7)) = m] < e,
RQ

where the probability is also taken over the random coins of the adversary.

A by now more and more required property is the semantic security [18] also
known as indistinguishability of encryptions or polynomial security since it is
the computational version of perfect security [39].

Definition 4 (Semantic Security). An asymmetric encryption scheme is said
to be semantically secure if no polynomial-time attacker can learn any bit of
information about the plaintext from the ciphertext, excepted the length. More
formally, an asymmetric encryption scheme is said (¢, €)-IND if for any adversary
A = (Ay, Ay) with running time bounded by ¢,

AdVind(A) — 2% Pr (Sk7 pk) — ]Casym(lk)’ <m07 mi, S) — A1<pk>

?
vy | €= E (my;r) : Aa(c,s) = b

—1<e¢,
7‘5(2

where the probability is also taken over the random coins of the adversary,
and mg, m; are two identical-length plaintexts chosen by the adversary in the
message-space M.

Both notions are denoted OW and IND respectively in the following.

Another security notion has been defined, called non-malleability [13]. It
roughly means that it is impossible to derive, from a given ciphertext, a new
ciphertext such that the plaintexts are meaningfully related. But we won’t detail
it since this notion has been proven equivalent to semantic security against
parallel attacks [6].

Indeed, the adversary considered above may obtain, in some situations, more
informations than just the public key. With just the public key, we say that she
plays a chosen—plaintext attack since she can encrypt any plaintext of her choice,
thanks to the public key. It is denoted CPA. But she may have, for some time,
access to a decryption oracle. She then plays a chosen—ciphertext attack, which
is either non-adaptive [27] if this access is limited in time, or adaptive [36] if
this access is unlimited, and the adversary can therefore ask any query of her
choice to the decryption oracle, but of course she is restricted not to use it on the
challenge ciphertext. It has already been proven [3] that under this latter attack,
the adaptive chosen-ciphertext attacks, denoted CCA, the semantic security and
the non-malleability notions are equivalent, and this is the strongest security
notion that one could expect, in the standard model of communication. We
therefore call this security level in this scenario the chosen—ciphertext security.



2.2 Symmetric Encryption Schemes
In this part, we briefly focus on symmetric encryption schemes.

Definition 5 (Symmetric Encryption Scheme). A symmetric encryption
scheme with a key-length k, on messages of length ¢, consists of 2 algorithms
(EY™, D¥™) which depends on the k-bit string k, the secret key:

— the encryption algorithm &”™(m) outputs a ciphertext ¢ corresponding to
the plaintext m € {0,1}¢, in a deterministic way;

— the decryption algorithm D}”™(c) gives back the plaintext m associated to
the ciphertext c.

As for asymmetric encryption, impossibility for any adversary to get back
the whole plaintext just given the ciphertext is the basic requirement. However,
we directly consider semantic security.

Definition 6 (Semantic Security). A symmetric encryption scheme is said
to be semantically secure if no polynomial-time attacker can learn any bit of
information about the plaintext from the ciphertext, excepted the length. More
formally, a symmetric encryption scheme is said (¢,¢)-IND if for any adversary
A = (A, Ay) with running time bounded by ¢, Advi"(A) < e, where

AdV™(A) =2 x P [(mo,my,s) — Ai(k),c = EXM(my) : As(c,s) = b — 1,
k&{0,1}k
bﬁ{{o,f}
in which the probability is also taken over the random coins of the adversary,
and mg, m; are two identical-length plaintexts chosen by the adversary in the
message-space {0, 1}°.
In the basic scenario, the adversary just sees some ciphertexts, but nothing else.
However, many stronger scenarios can also be considered. The first which seemed
natural for public-key cryptosystems are the known/chosen-plaintext attacks,
where the adversary sees some plaintext-ciphertext pairs with the plaintext pos-
sibly chosen by herself. These attacks are not trivial in the symmetric encryption
setting, since the adversary is unable to encrypt by herself.

The strongest scenario considers the adaptive chosen-plaintext/ciphertext
attacks, where the adversary has access to both an encryption and a decryption
oracle, such as in the so-called boomerang attack [42].

However, just the security against the basic no-plaintext/ciphertext attacks
(a.k.a. passive attacks) is enough in our application. Therefore, one can remark
that it is a very weak requirement. Indeed, if one considers AES candidates,
cryptanalysts even fail in breaking efficiently semantic security using adaptive
chosen plaintext/ciphertext attacks: with respect to pseudo-random permuta-
tions, semantic security is equivalent to say that the family (") is (¢,¢)-
indistinguishable from the uniform distribution on all the possible permutations
over the message-space, after just one query to the oracle which is either ™
for some random k or a random permutation (cf. universal hash functions [8])!

Remark 7. One should remark that the one-time pad provides a perfect seman-
tically secure symmetric encryption: for any ¢ it is (¢, 0)-semantically secure, for

(=k.
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3 The Plaintext-Checking Attacks

3.1 Definitions

We have recalled above all the classical security notions together with the classi-
cal scenarios of attacks in the asymmetric setting. A new kind of attacks (parallel
attacks) has been recently defined [6], which have no real practical meaning, but
the goal was just to deal with non-malleability. In this paper, we define a new
one, where the adversary can check whether a message-ciphertext pair (m, c) is
valid: the Plaintext-Checking Attack.

Definition 8 (Plaintext-Checking Attack). The attacker has access to a
Plaintext-Checking Oracle which takes as input a plaintext m and a ciphertext
c and outputs 1 or 0 whether ¢ encrypts m or not.

It is clear that such an oracle is less powerful than a decryption oracle. This
scenario will be denoted by PCA, and will be always assumed to be fully adaptive:
the attacker has always access to this oracle without any restriction (we even
allows her to include the challenge ciphertext in the query.) It is a very weak
security notion.

Remark 9. One can remark that semantic security under this attack cannot be
reached. Thus, we will just consider the one-wayness in this scenario. Moreover,
for any deterministic asymmetric encryption scheme, the PCA-scenario is equiv-
alent to the CPA-one. Indeed, the Plaintext-Checking oracle does just give an
information that one can easily obtain by oneself. Namely, any trapdoor one-way
permutation provides a OW-PCA-secure encryption scheme (eg. RSA [37]).

3.2 Examples

Let us consider some famous public-key encryption schemes in order to study
their OW-PCA-security.

The RSA Cryptosystem. In 1978, Rivest—Shamir—Adleman [37] defined the
first asymmetric encryption scheme based on the RSA—assumption. It works as
follows:

— The user chooses two large primes p and ¢ and publishes the product n = pq
together with any exponent e, relatively prime to ¢(n). He keeps p and ¢
secret, or the invert exponent d = e~ mod p(n).

— To encrypt a message m € Zy, one just has to compute ¢ = m® mod n.

— The recipient can recover the message thanks to d, m = ¢? mod n.

The one-wayness (against CPA) of this scheme relies on the RSA problem. Since
this scheme is deterministic, it is still one-way, even against PCA, relative to the
RSA problem: the RSA-cryptosystem is OW-PCA relative to the RSA problem.
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The El Gamal Cryptosystem. In 1985, El Gamal [14] defined an asymmetric
encryption scheme based on the Diffie-Hellman key distribution problem [12]. Tt
works as follows:

— An authority chooses and publishes an Abelian group G of order ¢, denoted
multiplicatively but it could be an elliptic curve or any Abelian variety,
together with a generator g. Each user chooses a secret key z in Zj and
publishes y = ¢”.

— To encrypt a message m, one has to choose a random element % in Z; and
sends the pair (r = g*, s = m x y¥) as the ciphertext.

— The recipient can recover the message from a pair (r,s) since m = s/r%,
where z is his secret key.

The one-wayness of this scheme is well-known to rely on the Computational
Diffie-Hellman problem. However, to reach semantic security, this scheme re-
quires m to be encoded into an element in the group G. And then, it is equivalent
to the Decision Diffie-Hellman problem, where the Diffie-Hellman problems are
defined as follows:

— The Computational Diffie-Hellman Problem (CDH): given a pair (g%, ¢°),
find the element C' = g.

— The Decision Diffie-Hellman Problem (DDH): given a triple (g%, g%, ¢¢), de-
cide whether ¢ = ab mod ¢ or not.

— The Gap-Diffie-Hellman Problem (GDH): solve the CDH problem with the
help of a DDH Oracle (which answers whether a given triple is a Diffie-
Hellman triple or not).

Proposition 10. The El Gamal encryption scheme is OW-PCA relative to the
GDH problem.

Proof. The proof directly comes from the fact that a Plaintext-Checking Oracle,
for a given public key y = ¢* and a ciphertext (r = g, s = m x y*), simply
checks whether the triple (y = g%, 7 = ¢*, s/m) is a DH-triple. It is exactly a
DDH Oracle. ad

Since no polynomial time reduction (even a probabilistic one) is known from
the CDH problem to the DDH problem [23], the GDH assumption seems as rea-
sonable as the DDH assumption (the reader is referred to [28] for more details).

4 Description of REACT

4.1 The Basic Conversion

Let us consider (f2¥™m g2ym DY) any OW-PCA-secure asymmetric encryp-
tion scheme, as well as two hash functions G and H which output k;-bit strings
and ko-bit strings respectively. Then, the new scheme (K, £, D) works as follows:

— K(1%): it simply runs K2¥™(1*) to get a pair of keys (sk, pk), and outputs it.



— Exk(m; R, r): for any ki-bit message m and random values R € M and
r € §2, it gets ¢; = £ (R; 1), then it computes the session key K = G(R),
co = K @ m as well as ¢c3 = H(R, m, cy,ce). The ciphertext consists of the
triple C' = (c1, co, c3).

— Da(c, €, 3): 1t first extracts R from ¢; by decrypting it, R = D™ (c1). It
verifies whether R € M. It can therefore recover the session key K = G(R)
and m = K @ ¢y which is returned if and only if ¢3 = H(R,m, ¢, ce) and
R € M. Otherwise, it outputs “Reject”.

The overload is minimal. Actually, if we consider the encryption phase, it
just adds the computation of two hash values and an XOR. Concerning the
decryption phase, which had been made heavy in previous conversions [15, 16,
35] with a re-encryption to check the validity, we also just add the computation
of two hash values and an XOR, as in the encryption process. Indeed, to compare
with previous conversions, the validity of the ciphertext was checked by a full
re-encryption. In our conversion, this validity is simply checked by a hash value.

4.2 The Hybrid Conversion

As it has already been done with some previous encryption schemes [15,16,
30, 33, 35], the “one-time pad” encryption can be generalized to any symmetric
encryption scheme which is not perfectly secure, but semantically secure against
passive attacks.

Let us consider two encryption schemes, (Y™ 2™ DaYM) is a OW-PCA-
secure asymmetric scheme and (E%™,DY™) is a IND—secure symmetric scheme
on (-bit long messages, which uses k1-bit long keys, as well as two hash functions
G and H which output k;-bit strings and kso-bit strings respectively. Then, the
hybrid scheme (K2, EMe DMWP) works as follows:

— KMP(1%): exactly has above, for K(1%).

- 5::lz'b(m; R,r): for any ¢-bit message m and random values R € M and
r € {2, it gets ¢ = Ex(R;r) and a random session key K = G(R). It
computes c; = E"(m) as well as the checking part ¢ = H(R,m,cq, ca).
The ciphertext consists of C' = (cq, ¢z, ¢3).

— DM°(¢y, ¢9,¢3): it first extracts R from ¢; by decrypting it, R = D2¥™(¢y).
It verifies whether R € M or not. It can therefore recover the session key
K = G(R) as well as the plaintext m = D" (cy) which is returned if and
only if c3 = H(R, m, c1,¢) and R € M. Otherwise, it outputs “Reject”.

The overload is similar to the previous conversion one, but then, the plaintext
can be longer. Furthermore, the required property for the symmetric encryption
is very weak. Indeed, as it will be seen in the security analysis (see the next sec-
tion), it is just required for the symmetric encryption scheme to be semantically
secure in the basic scenario (no plaintext/ciphertext attacks).

4.3 Chosen-Ciphertext Security

Let us turn to the security analysis. Indeed, if the asymmetric encryption scheme
(asym gasym Dasym) jg OW-PCA-secure and the symmetric encryption scheme



9

(&Y™ D) is IND-secure, then the conversion (K2 g DWP) is IND-CCA in
the random oracle model. More precisely, one can claim the following exact
security result.

Theorem 11. Let us consider a CCA-adversary A°? against the “semantic se-
curity” of the conversion (K2 EWP DMLY “on (-bit long messages, within a time
bounded by t, with advantage €, after qp, qo and qu queries to the decryption
oracle, and the hash functions G and H respectively. Then for any 0 < v < €,
and

t' <t+qe?+ (qu + qc)O(1)

(D is the time complexity of ER™ ), there either exists

— an adversary BP? against the (t',¢)-OW-PCA-security of the asymmetric
encryption scheme (KC2Y™ E2YM DAY™) - after less than qo + qu queries to
the Plaintext-Checking Oracle, where

dp

QOZE—I/—%.

— or an adversary B against the (t',v)-IND-security of the symmetric encryp-
tion scheme (E¥™, DV™).

Proof. More than semantically secure against chosen-ciphertext attacks, this
converted scheme can be proven “plaintext—aware” [5,3], which implies chosen-
ciphertext security. To prove above Theorem, we first assume that the sym-
metric encryption scheme (E%Y™, D¥™) is (t', v)-IND-secure, for some probability
O<v<e.

Semantic Security. The semantic security of this scheme intuitively comes
from the fact that for any adversary, in order to have any information about the
encrypted message m, she at least has to have asked (R, x, ¢, c2) to H (which is
called “event 17 and denoted by E;) or R to G (which is called “event 2” and
denoted by Ez). Therefore, for a given ¢; = E"(R;r), R is in the list of the
queries asked to G or H. Then, for any candidate R’, one asks to the Plaintext
Checking Oracle whether ¢; encrypts R’ or not. The accepted one is returned as
the inversion of £3”™ on the ciphertext c;, which breaks the OW-PCA.

More precisely, let us consider A = (Aj, Ay), an adversary against the se-
mantic security of the converted scheme, using an adaptive chosen-ciphertext
attack. Within a time bound ¢, she asks qp queries to the decryption oracle and
gc and qp queries to the hash functions G and H respectively, and distinguishes
the right plaintext with an advantage greater than . Actually, in the random
oracle model, because of the randomness of G and H, if neither event 1 nor
event 2 happen, she gets co = £;7™(my), for a totally random key K. Indeed,
to the output (mg,my,s) from Ay, As is given ¢y, the challenge ciphertext one
wants to completely decrypt under D™, ¢o «— EF™ (my,) where K is a random
k1-bit string and b a random bit, and c3 is a random ko-bit string. During this
simulation, the random oracles are furthermore simulated as follows:
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— for any new query R’ to the oracle G, one first checks whether this R’ is the
searched R (which should lead to the above random K). For that, one asks
to the Plaintext-Checking Oracle to know whether ¢; actually encrypts R'.
In this case, above K value is returned. Otherwise, a new random value is
sent.

— for any new query (R',m’, ¢}, ¢y) to the oracle H, if (¢}, ¢y, m') = (c1, ca, my),
and R’ is the searched R, which can be detected thanks to the Plaintext-
Checking Oracle, above c3 is returned. Otherwise, a random value is sent.

Then, she cannot gain any advantage greater than v, when the running time
is bounded by #": Prb[Az(Sszb(mb; r),s) =0b|—(E; VEg)] <1/2+ v/2. However,
splitting the success probability, according to (E; V E3), one gets the following

1
—|—g < (— + Z) (1 — PI'[El V EQ]) +1x Pr[El V E2]7

1
2 2 2

which leads to

e v 1 v v 1
This is equivalent to Pr[E; V Ey] > e —v. If E; or Ey occurred, an R will be
accepted and returned after at most (¢ + qm) queries to the Plaintext Checking
Oracle.

Plaintext—Extractor. Since we are in an adaptive chosen-ciphertext scenario,
we have to simulate the decryption oracle, or to provide a plaintext-extractor.
When the adversary asks a query (cq,co,c3), the simulator looks for all the
pairs (m, R) in the table of the query/answer’s previously got from the hash
function H. More precisely, it looks for all the pairs (m, R) such that R € M
and the query (R,m,ci,cs) has been asked to H with answer c3. For any of
theses pairs, it computes K = G(R), using above simulation, and checks whether
co = EZ™(m) and asks to the Plaintext-Checking Oracle whether ¢; encrypts
the given R (therefore globally at most gy queries to this oracle, whatever the
number of queries to the decryption oracle, since R and ¢; are both included
in the H-query). In the positive case, it has found a pair (m, R) such that,
R € M, K = G(R) and for some 1, ¢; = EZ"(R;1’), ¢o = EZ™(m) and
c3 = H(R,m,cy,c). The corresponding plaintext is therefore m, exactly as
would have done the decryption oracle. Otherwise, it rejects the ciphertext.

Some decryptions may be incorrect, but only rejecting a valid ciphertext: a
ciphertext is refused if the query (R, m,cy,c2) has not been asked to H. This
may just leads to two situations:

— either the c3 has been obtained from the encryption oracle, which means
that it is a part of the challenge ciphertext. Because of R, m, ¢; and ¢; in
the quadruple H-input, the decryption oracle query is exactly the challenge
ciphertext.

— or the attacker has guessed the right value for H(R, m, ¢y, ¢2) without having
asked for it, but only with probability 1/2"2;



11

Conclusion:
Finally, a (c1, ¢, c3) decryption-oracle query is not correctly answered with
probability limited by 1/2%2. Therefore, using this plaintext-extractor, we obtain,

Pr[(E; V E2) A no incorrect decryption] > e — v — %
in which cases one solves the one-wayness, simply using the Plaintext-Checking
Oracle to check which element, in the list of queries asked to G and H, is the
solution. The decryption simulation will just also require Plaintext-Checking
on some (R,c;) which appeared in the H queries. If one memorizes all the
obtained answers from the Plaintext-Checking Oracle, putting a tag to each H-
input/output values, less than gg + gy queries are asked. The running time of
adversary, B or BP%, is bounded by the running time of A, ¢ executions of £,
and (¢ + qu)O(1) queries to (G, H and Plaintext-Checking) oracles. That is,

t' <t+qa® + (qu + qc)O(1). O

5 Some Examples

We now apply this conversion to some classical encryption schemes which are
clearly OW-PCA under well defined assumptions.

5.1 With the RSA Encryption Scheme: REACT-RSA

We refer the reader to the section 3.2 for the description and the notations used
for the RSA cryptosystem. Let us consider two hash functions G and H which
output kq-bit strings and ks-bit strings respectively, and any semantically secure
symmetric encryption scheme (E%Y™, D¥Y™).

— K(1%): it chooses two large primes p and ¢ greater than 2% computes the
product n = pq. A key pair is composed by a random exponent e, relatively
prime to p(n) and its inverse d = e~! mod ¢(n).

— Een(m; R): with R € Z7, it gets ¢; = R® mod n, then it computes K = G(R)
and co = £ (m) as well as ¢cg = H(R, m, ¢1, c2). The ciphertext consists of
the triple C' = (¢q, ¢z, ¢3).

— Dyn(cr, e, c3): it first extracts R = ¢ mod n. Then it recovers K = G(R)
and m = DP"(c2) which is returned if and only if ¢ = H(R,m,cq,c).
Otherwise, it outputs “Reject”.

Theorem 12. The REACT-RSA encryption scheme is IND-CCA in the random
oracle model, relative to the RSA problem (and the semantic security of the
symmetric encryption scheme under the basic passive attack).

Proof. We have just seen before that the plain-RSA encryption is OW-PCA,
relative to the RSA problem, which completes the proof. O

This becomes the best alternative to OAEP-RSA [5, 38]. Indeed, if one sim-
ply uses the “one-time pad”, the ciphertext is a bit longer than in the OAEP
situation, but one can also use any semantically secure encryption scheme to
provide high-speed rates, which is not possible with OAEP.
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5.2 With the El Gamal Encryption Scheme: REACT—-E] Gamal

We also refer the reader to the section 3.2 for the description and the notations
used for the El Gamal cryptosystem. Let us consider two hash functions G and H
which output ki-bit strings and ks-bit strings respectively, and any semantically
secure symmetric encryption scheme (€™, D¥Y™).

— K(1%): it chooses a large prime ¢, greater than 2*, a group G of order ¢ and
a generator g of G. A key pair is composed by a random element x in Z;
and y = g”.

— &,(m; R,r): with R a random string, of the same length as the encoding
of the G-elements, and r € Z,, it gets ¢; = ¢" and ¢ = R @ y", then it
computes K = G(R) and ¢; = EZ™(m) as well as ¢z = H(R, m, ¢, ¢}, ca).
The ciphertext therefore consists of the tuple C' = (¢, ¢}, 2, ¢3).

— D,(c1, ¢, ca,c3): it first extracts R = ¢ @ ¢f. Then it recovers K = G(R)
and m = DY"(¢z) which is returned if and only if ¢ = H(R,m, ¢y, ¢}, c2).
Otherwise, it outputs “Reject”.

Theorem 13. The REACT-El Gamal encryption scheme is IND-CCA in the
random oracle model, relative to the GDH problem (and the semantic security of
the symmetric encryption scheme under the basic passive attack).

Proof. We have seen above that the plain-El Gamal encryption scheme is OW-
PCA, relative to the GDH problem [28], which completes the proof. O

5.3 With the Okamoto-Uchiyama Encryption Scheme

Description of the Original Scheme. In 1998, Okamoto—Uchiyama [29] de-
fined an asymmetric encryption scheme based on a trapdoor discrete logarithm.
It works as follows:

— Each user chooses two large primes p and ¢ and computes n = p2q. He also
chooses an element g € Z* such that g, = ¢g"~! mod p? is of order p and
computes h = ¢" mod n. The modulus n and the elements g and h are made
public while p and ¢ are kept secret.

— To encrypt a message m, smaller than p, one has to choose a random element
r € Z, and sends ¢ = g"h" mod n as the ciphertext.

— From a ciphertext ¢, the recipient can easily recover the message m since

m = L(,)/L(g,) mod p,
where L(z) = (z — 1)/p mod p for any z = 1 mod p, and ¢, = ¢~ mod p?

The semantic security of this scheme relies on the p-subgroup assumption (a.k.a.
p-residuosity or more generally high-residuosity), while the one-wayness relies
on the factorization of the modulus n. The OW-PCA relies on the gap problem,
the Gap—High-Residuosity problem, which consists in factoring an RSA modulus
with access to a p-residuosity oracle.

Remark 14. Since the encryption process is public, the bound p is unknown. A
public bound has to be defined, for example n'/* which is clearly smaller than
p, or 2% where 2% < p ¢ < 2% (see some remarks in [21] about the EPOC
application of this scheme [30].)
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The Converted Scheme: REACT—-Okamoto-Uchiyama. Let us consider
two hash functions G and H which output k;-bit strings and k,-bit strings respec-
tively, and any semantically secure symmetric encryption scheme (E%Y™ DVY™).

— K(1%): it chooses two large primes p and ¢ greater than 2%, as well as g as
described above. It then computes n = p?q and h = ¢g" mod n.

— Engn(m; R,7): with R < 2% and r € Z,, it computes ¢; = g*h” mod n, then
it gets K = G(R) and ¢; = £ (m) as well as ¢ = H(R, m,c1,¢2). The
ciphertext consists of the triple C' = (¢, ¢o, ¢3).

— Dy(c1, 9, c3): it first extracts R = L(c1,)/L(gp). Then it recovers K = G(R)
and m = DY"(cy) which is returned if and only if R < 2% and ¢3 =
H(R,m,cy,ce). Otherwise, it outputs “Reject”.

Theorem 15. The REACT-Okamoto-Uchiyama cryptosystem is IND-CCA in
the random oracle model, relative to the Gap—High-Residuosity problem (and the
semantic security of the symmetric encryption scheme under the basic passive
attack).

Proof. We have just seen that the plain-Okamoto-Uchiyama encryption scheme
is OW-PCA, relative to the Gap—High-Residuosity problem. O

6 Conclusion

This paper presents REACT, a new conversion which applies to any weakly
secure cryptosystem: the overload is as negligible as for OAEP [5], but its ap-
plication domain is more general. Therefore, REACT provides a very efficient
solution to realize a provably secure (in the strongest security sense) asymmet-
ric or hybrid encryption scheme based on any practical asymmetric encryption
primitive, in the random oracle model.
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