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#### Abstract

We introduce a unified view of induction performed by automatic verification tools to prove a given program specification This unification is done in the abstract interpretation framework using extrapolation (widening/dual-widening) and interpolation (narrowing, dual-narrowing, which are equivalent up to the exchange of the parameters). Dual-narrowing generalizes Craig interpolation in First Order Logic pre-ordered by implication to arbitrary abstract domains. An increasing iterative static analysis using extrapolation of successive iterates by widening followed by a decreasing iterative static analysis using interpolation of successive iterates by narrowing (both bounded by the specification) can be further improved by a increasing iterative static analysis using interpolation of iterates with the specification by dual-narrowing until reaching a fixpoint and checking whether it is inductive for the specification.
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## 1. Introduction

Program analysis, checking, and verification require some form of induction on program steps [41,62], fixpoints [64], program syntactic structure [47,65], program data [6], or more generally segmentation hierarchies [26]. Whichever form of induction is chosen, the difficulties boil down to the basic case of a proof that $\mathbf{l f p}{ }^{\subseteq} F \subseteq S$ where $S \in \mathscr{D}$ is a specification in a concrete poset $\langle\mathscr{D}, \subseteq, \perp, \cup\rangle$ and $F \in \mathscr{D} \mapsto \mathscr{D}$ is a transformer given by the program semantics, or dually ${ }^{1,2}$. Hypotheses on $F$ like monotony, [co-]continuity, contraction, etc. ensure the existence of the least fixpoint $l_{\text {lfp }}{ }^{\varsigma} F$ for partial order $\subseteq$.

Since the concrete domain $\mathscr{D}$ is in general not machine-representable, the problem is abstracted in an abstract domain $\overline{\mathscr{D}}$ which is a pre-order ${ }^{3}\langle\overline{\mathscr{D}}, \sqsubseteq, \bar{\perp}, \bar{\amalg}\rangle$ with increasing concretization $\gamma \in \overline{\mathscr{D}} \mapsto \mathscr{D}$. An example is the pre-order $\langle\mathrm{FOL}, \Longrightarrow, \mathrm{ff}, \mathrm{V}\rangle$ of first-order formulæ FOL preordered by implication $\Longrightarrow$. The concretization is the interpretation of formulae in a given set-theoretic structure. This is an abstraction since not all set-theoretic properties are expressible in first order logic, a problem which is at the origin of the incompleteness of Hoare logic [47,17].

The concrete transformer $F$ is abstracted by an abstract transformer $\bar{F} \in \bar{D} \mapsto \bar{D}$ satisfying the pointwise semi-commutation property $F \circ \gamma \dot{\sqsubseteq} \gamma \circ \bar{F}$ (or dually). Abstract iterates $\bar{X}^{0} \triangleq \bar{\perp}$, $\ldots, \bar{X}^{n+1} \triangleq \bar{F}\left(\bar{X}^{n}\right), \ldots$, are designed to converge to a limit $\bar{I} \in \overline{\mathscr{D}}$, which is an inductive abstract property, that is $\bar{F}(\bar{I}) \sqsubseteq \bar{I}$ (e.g. $\bar{I}$ is an inductive invariant [41,62]).

For abstract specifications $\bar{S} \in \bar{D}$, the program verification consists in checking that $\bar{I} \sqsubseteq \bar{S}$. By semi-commutation and fixpoint induction [66], this implies $\mathbf{l f p} \subseteq F \subseteq \gamma(\bar{S})$. The abstraction is always meant to be sound (a proof in the abstract is valid in the concrete, $\bar{I} \sqsubseteq \bar{S} \Longrightarrow \mathbf{l f}^{〔} F \subseteq$

[^0]$\gamma(\bar{S})$ ) and sometimes complete (a valid concrete property $\gamma(\bar{S})$ can be proved in the abstract i.e. $\left.\operatorname{lfp}^{\subseteq} F \subseteq \gamma(\bar{S}) \Longrightarrow \bar{I} \sqsubseteq \bar{S}\right)$. A very simple example of a complete abstraction is the FIRST of a context-free grammar [25].

When using finite domains $|\overline{\mathscr{D}}| \in \mathbb{N}$ (which was shown in [18] to be strictly equivalent to predicate abstraction [43]) or Noetherian domains (i.e., with no infinite ascending and/or descending chain), the induction is done implicitly by repeated joins (or dually meets) in the abstract domain. By the finiteness hypothesis, the abstract iterates always converge in finitely many steps to a fixpoint limit.

This is more difficult for static analysis using infinitary abstract domains not satisfying ascending/descending chain conditions. Successive joins/meets for successive fixpoint iterations may diverge. It is therefore necessary to make an induction on the iterates and to pass to the limit. Under appropriate conditions like [co-]continuity this limit does exist and is unique. Abstract interpretation theory has introduced increasing iterations with widening extrapolation followed by a decreasing iteration with narrowing interpolation (and there duals) to over/under-approximate the limit in finitely many steps [13,20]. When the specification cannot be verified after these two phases, we propose to use a further increasing iteration phase by interpolation with respect to this specification by dual-narrowing. The whole process can be repeated if necessary. In the particular case where the abstract domain $\overline{\mathscr{D}}$ is the set $\langle\mathrm{FOL}, \Longrightarrow, \mathrm{ff}, \mathrm{v}\rangle$ of first-order logical sentences over the program variables and symbols, often quantifier-free, pre-ordered by implication, the additional phase is comparable to program verification using Craig interpolants [56].

We recall and show the following results.

- In Sect. 2., we recall known facts on iteration and fixpoints.
- In Sect. 3., we briefly recall basic static analysis methods in infinite abstract domains by extrapolation with widening/dual-widening and interpolation with narrowing/dual-narrowing.
- In Sect. 4., we explain why a terminating [dual-]widening (enforcing the convergence of iterations by extrapolation with [dual-]widening) cannot be increasing in its first parameter. It follows that static analyzers (like Astrée [28]) which proceed by induction on the program syntax cannot assume that the abstract transformers $\bar{F} \llbracket \subset \rrbracket$ of commands $C$ are increasing since loop components of C may involve non-increasing [dual-]widenings.
- After expressing soundness conditions on widening and its dual with respect to the concrete in Sect. 5., we show in Sect. 6. that iteration with widening extrapolation is sound for nonincreasing abstract transformers $\bar{F}$ by referring to the concrete fixpoint iterations for an increasing transformer $F$. Similarly, soundness conditions on narrowing and its dual are expressed in the concrete in Sect. 7. In Sect. 8., iterations with narrowing interpolation for nonincreasing abstract transformers are shown to be sound with respect to the concrete iterations for a increasing concrete transformer $F$.
- In Sect. 9., we study dual-narrowing, which is shown to be a narrowing with inverted arguments, and inversely. Graig interpolation [37] in the abstract domain $\langle\mathrm{FOL}, \Longrightarrow, \mathrm{ff}, \mathrm{V}\rangle$ of first-order formulæ pre-ordered by logical implication is an example of dual-narrowing. Static analysis based on Graig interpolation and SMT solvers [55] has limitations [1], including to be only applicable to $\langle\mathrm{FOL}, \Longrightarrow$, ff, v$\rangle$, that can be circumvented by appropriate generalization to dual-narrowing in arbitrary abstract domains.
- In Sect. 10., we discuss terminating extrapolators and interpolators.
- In Sect. 11., we show that after an increasing abstract iteration using extrapolation of successive iterates by widening which converges to a post-fixpoint followed by a decreasing abstract iteration using interpolation of successive iterates by narrowing to an abstract fixpoint, it is no longer possible to improve this imprecise abstract fixpoint by repeated applications of the abstract transformer. Nevertheless, it is still possible to improve the over-approximation of the concrete fixpoint by an increasing abstract iteration using interpolation of iterates by dual-narrowing with respect to this imprecise abstract fixpoint. This can be repeated until an inductive argument is found implying the specification or no further improvement is possible.
- In Sect. 12., we compare static verification, checking, and analysis. In Sect. 13., we discuss different utilizations of extrapolation and interpolation. We conclude in Sect. 14.


## 2. Iteration and fixpoints

We recall results on the iteration of transformers on posets. We let $\mathbb{O}$ be the class of all ordinals. We have [14]:
Lemma 1 (Increasing sequences in posets are ultimately stationary). Any $\leq$-increasing ${ }^{4}$ transfinite sequence $\left\langle X^{\delta}, \delta \in \mathbb{O}\right\rangle$ of elements of a poset $\langle\mathscr{P}, \leq\rangle$ is ultimately stationary (i.e. $\exists \epsilon \in \mathbb{O}$ : $\forall \delta \geqslant \epsilon: X^{\delta}=X^{\epsilon}$. The smallest such $\epsilon$ is the rank of the sequence.).
Definition 2 (Upper-bounded iterates). Let $F \in \mathscr{D} \mapsto \mathscr{D}$ be an transformer on a poset $\langle\mathscr{D}, \subseteq\rangle$ and $D \in \mathscr{D}$. By upper-bounded iterates of $F$ from $D$ we mean a transfinite sequence $\left\langle X^{\delta}, \delta \in \mathbb{O}\right\rangle$ of elements of $\mathscr{D}$ such that $X^{0} \triangleq D, X^{\delta+1} \triangleq F\left(X^{\delta}\right)$, and for limit ordinals $\lambda, \forall \delta<\lambda: X^{\delta} \subseteq X^{\lambda}$ 。 $\square$
Definition 3 (Least-upper-bounded iterates). Least-upper-bounded iterates (or lub-iterates) are upper-bounded iterates in Def. 2 such that for limit ordinals $\lambda, X^{\lambda}$ is the least element such that $\forall \delta<\lambda: X^{\delta} \subseteq X^{\lambda}$ i.e. $\forall Y: \forall \delta<\lambda: X^{\delta} \subseteq Y \Longrightarrow X^{\lambda} \subseteq Y$.
Lemma 4 (Increasing fixpoint iterates). Let $\left\langle X^{\delta}, \delta \in \mathbb{O}\right\rangle$ be the iterates of a transformer $F \in \mathscr{D} \mapsto$ $\mathscr{D}$ on a poset $\langle\mathscr{D}, \subseteq\rangle$ from $D \in \mathscr{D}$.
(a) If $F$ is extensive (i.e. $\forall X \in \mathscr{D}: X \subseteq F(X)$ ) and the iterates are upper-bounded then they are increasing and $F$ has a fixpoint $\subseteq$-greater than of equal to $D$.
(b) IfF is increasing, $D$ a prefix-point of $F$ (i.e. $D \subseteq F(D)$ ), and the iterates are upper-bounded (resp. least-upper-bounded) then they are increasing and $F$ has a fixpoint $\subseteq$-greater than of equal to $D$ (resp. least fixpoint lfp $\boldsymbol{p}_{D}^{\subsetneq} F$ ).
(c) In case (b) of lub-iterates, $\forall Y \in \mathscr{D}:(D \subseteq Y \wedge F(Y) \subseteq Y) \Longrightarrow\left(\boldsymbol{l f p} \boldsymbol{p}_{D}^{\subseteq} F \subseteq Y\right)$.

Lem. 4.(b)-(c) is often used with the extra assumption that $D=\perp$ is the infimum of a cpo $\langle\mathscr{D}$, $\subseteq, \perp\rangle$, but the least upper bound (lub) needs only to exist for the iterates, not for all increasing chains (increasing $\omega$-chains when $F$ is assumed to be continuous) of the cpo. For example, $\langle\mathrm{FOL}$, $\Longrightarrow, \mathrm{ff}, \mathrm{V}\rangle$ has no infinite lubs in general, but specific iterates may or may not have a lub.

Even when $X^{\lambda}$ is chosen to be a minimal upper bound of the previous iterates for limit ordinals $\lambda\left(\right.$ i.e. $\left.\forall \delta<\lambda: X^{\delta} \subseteq X^{\lambda} \wedge \forall Y \in \mathscr{D}:\left(\forall \delta<\lambda: X^{\delta} \subseteq Y\right) \Longrightarrow Y \nsubseteq X^{\lambda}\right), F$ may have no minimal fixpoint, as shown by the following counter-example


## 3. Iterative static analysis by extrapolation and interpolation

### 3.1 Mathematical iteration with induction

To calculate a solution $\bar{I}$ to a system of constraints $\bar{F}(X) \sqsubseteq X$ on a poset $\langle\bar{D}, \sqsubseteq\rangle$, a mathematician (i) will start from an initial approximation $\bar{I}^{0}=\bar{D}$ for some initial guess $\bar{D}$, (ii) calculate the first iterates $\bar{I}^{1}=\bar{F}\left(\bar{I}^{0}\right), \bar{I}^{2}=\bar{F}\left(\bar{I}^{1}\right)$, etc. to help her guess a recurrence hypothesis $\bar{I}^{n}=\mathscr{F}\left(\bar{I}^{0}, \bar{F}, \bar{S}, \sqsubseteq\right.$ ,n), (iii) prove that the recurrence hypothesis is inductive $\bar{I}^{n+1}=\bar{F}\left(\bar{I}^{n}\right)=\bar{F}\left(\mathcal{F}\left(\bar{I}^{0}, \bar{F}, \bar{S}, \sqsubseteq, n\right)\right)=$

[^1]$\mathcal{F}\left(\bar{I}^{0}, \bar{F}, \bar{S}, \sqsubseteq, n+1\right)$ so that, by recurrence, $\forall n \in \mathbb{N}: \bar{I}^{n}=\mathcal{F}\left(\bar{I}^{0}, \bar{F}, \bar{S}, \sqsubseteq, n\right)$ ), and (iv) pass to the limit $\bar{I}=\lim _{n \rightarrow \infty} \mathcal{J}\left(\bar{I}^{0}, \bar{F}, \bar{S}, \sqsubseteq, n\right)$. Static analysis must do a similar induction in the abstract.

### 3.2 Abstract iteration in Noetherian domains

In abstract interpretation with finite abstract domains (which has been shown to be strictly equivalent to predicate abstraction [18]) and, more generally, with Noetherian domains, the induction, which consists in joining/(dually intersecting) the successive abstract properties $\mathcal{F}\left(\bar{I}^{0}, \bar{F}, \bar{S}, \sqsubseteq\right.$, $n+1)=\bigsqcup_{k \leqslant n}\left(\mathcal{F}\left(\bar{I}^{0}, \bar{F}, \bar{S}, \sqsubseteq, k\right)\right)$, is pre-encoded in the join/(dually meet) operations of the abstract domain. They are ensured to converge in finitely many steps to a fixpoint limit.
3.3 Abstract iteration in non-Noetherian domains with convergence acceleration In abstract interpretation with infinitary non-Noetherian abstract domains extra machinery is needed to discover inductive hypotheses and pass to the limit. For example extrapolators like terminating widening [12] and dual-widening [20] can enforce convergence of increasing iterations after finitely many steps as illustrated in Fig. 1. Instead of applying the function as in Def. 2


Fig. 1. Convergence acceleration by extrapolation with widening
or 3 , its derivative is used to accelerate convergence and ultimately reach a post-fixpoint which over-approximates the least fixpoint [66]. A similar widening is implicitly used in [36].

### 3.4 Extrapolators (widening, dual-widening) and interpolators (narrowing, dual-narrowing)

The convergence acceleration operators used in abstract interpretation are of two distinct kinds. The widening [12] and dual-widening [20] are extrapolators. They are used to find abstract properties outside the range of known abstract properties. The narrowing [13] and dual-narrowing [20] are interpolators. They are used to find abstract properties within the range of known abstract properties. The objective is to over-approximate or under-approximate the limit of increasing or decreasing fixpoint iterations, so that the various possibilities of using the convergence acceleration operators of Table 1 are illustrated in Fig. 2. Notice that their are four distinct notions since widening and narrowing (as well as dual-widening and dual-narrowing) are definitely not orderdual concepts. Of course widening and dual-widening (as well as narrowing and dual-narrowing) are order-dual concepts. In [11], the approximation properties of extrapolators are considered

|  | Convergence above the limit | Convergence below the limit |
| :---: | :---: | :---: |
| Increasing iteration | Widening $\nabla$ | Dual-narrowing $\widetilde{\Delta}$ |
| Decreasing iteration | Narrowing $\Delta$ | Dual-widening $\widetilde{\nabla}$ |

Table 1. Extrapolators $(\nabla, \widetilde{\nabla})$ and interpolators $(\Delta, \widetilde{\Delta})$
separately from their convergence properties. For example, their approximation properties are useful to approximate missing or costly lattice join/meet operations. Independently, their convergence properties are useful to ensure termination of iterations for fixpoint approximation.


Fig. 2. Fixpoint iteration approximation

## 4. Terminating (dual) widenings are not increasing

An iteration sequence with widening in a poset $\langle\bar{D}, \sqsubseteq\rangle$ has the form $\bar{X}^{0} \triangleq \bar{D}$, where $\bar{D} \in \overline{\mathscr{D}}$ is some initial approximation, and $\bar{X}^{k+1} \triangleq \bar{X}^{k} \nabla \bar{F}\left(\bar{X}^{k}\right), k \in \mathbb{N}$ where $\bar{F}$ can be assumed to be extensive on the iterates ${ }^{5}$. It follows that the iterates $\left\langle\bar{X}^{k}, k \in \mathbb{N}\right\rangle$ form a $\sqsubseteq$-increasing chain ${ }^{6}$.

The widening $\nabla \in \overline{\mathscr{D}} \times \overline{\mathscr{D}} \mapsto \overline{\mathscr{D}}$ should have the following properties.
( $\nabla$.a) $\forall \bar{X}, \bar{Y} \in \overline{\mathscr{D}}: \bar{Y} \sqsubseteq \bar{X} \nabla \bar{Y}$.
Requiring the widening to be extensive in its second parameter, that is an extrapolator, ensures that $\bar{F}\left(\bar{X}^{k}\right) \sqsubseteq \bar{X}^{k+1}$, which guarantees convergence to an over-approximation of the limit $\lim _{k \rightarrow+\infty} \bar{F}^{k}(D)$ of the exact iterates $\bar{F}^{0}(\bar{X})=\bar{X}$ and $\bar{F}^{n+1}(\bar{X})=\bar{F}\left(\bar{F}^{n}(\bar{X})\right) .^{7}$
$\stackrel{k \rightarrow}{(\nabla . b)} \forall \bar{X}, \bar{Y} \in \bar{D}:(\bar{Y} \sqsubseteq \bar{X}) \Longrightarrow(\bar{X} \nabla \bar{Y}=\bar{X})$.
This condition ( $\nabla . b$ ) guarantees that the iterations with widening do stop as soon as a solution $\bar{X}^{n}$ to the constraint problem of finding $\bar{X}$ such that $\bar{F}(\bar{X}) \sqsubseteq \bar{X}$ has been found. If $\bar{F}\left(\bar{X}^{n}\right) \sqsubseteq \bar{X}^{n}$, then ( $\nabla$.b) ensures that the next iterate is $\bar{X}^{n+1} \triangleq \bar{X}^{n} \nabla \bar{F}\left(\bar{X}^{n}\right)=\bar{X}^{n}$.
( $\nabla$.c) $\nabla$ is terminating that is for any increasing chain $\left\langle\bar{X}^{k} \in \overline{\mathscr{D}}, k \in \mathbb{N}\right\rangle$ and arbitrary sequence $\left\langle\bar{Y}^{k} \in \overline{\mathscr{D}}, k \in \mathbb{N}\right\rangle$ such that $\forall k \in \mathbb{N}: \bar{X}^{k} \sqsubseteq \bar{Y}^{k}$, the sequence $\left\langle\bar{X}^{k} \nabla \bar{Y}^{k}, k \in \mathbb{N}\right\rangle$ is ultimately stationary (i.e. $\exists n \in \mathbb{N}: \forall k \geqslant n: \bar{X}^{k} \nabla \bar{Y}^{k}=\bar{X}^{n}$ ).
This condition ( $\nabla$.c) guarantees the convergence of the iterates with widening where $\left\langle\bar{Y}^{k}, k \in \mathbb{N}\right\rangle$ stands for $\left\langle\bar{F}\left(\bar{X}^{k}\right), k \in \mathbb{N}\right\rangle$ so that $\forall k \in \mathbb{N}: \bar{X}^{k} \sqsubseteq \bar{Y}^{k}$ since $\bar{F} \in \overline{\mathscr{D}} \mapsto \overline{\mathscr{D}}$ is extensive but is otherwise unknown. Because $\bar{X}^{k} \sqsubseteq \bar{F}\left(\bar{X}^{k}\right) \sqsubseteq \bar{X}^{k} \nabla \bar{F}\left(\bar{X}^{k}\right) \triangleq \bar{X}^{k+1},\left\langle\bar{X}^{k}, k \in \mathbb{N}\right\rangle$ is a $\sqsubseteq$-increasing chain.
${ }^{5}$ i.e., $\forall k \in \mathbb{N}: \bar{X}^{k} \sqsubseteq \bar{F}\left(\bar{X}^{k}\right)$. This is also the case when $\bar{D} \sqsubseteq \bar{F}(\bar{D})$ and $\bar{F}$ is increasing, i.e., $\forall \bar{X}, \bar{Y} \in \bar{D}:(\bar{X} \sqsubseteq \bar{Y}) \Longrightarrow \bar{F}(\bar{X}) \sqsubseteq \bar{F}(\bar{Y})$. It is always possible to use $\lambda \bar{X} \cdot \bar{X} \sqcup \bar{F}(\bar{X})$ when the join $\sqcup$ exists in the abstract domain $\overline{\mathscr{D}}$.
${ }^{6}$ If $\bar{F}$ is not extensive, one can assume that $\forall \bar{X}, \bar{Y} \in \bar{D}: \bar{X} \sqsubseteq \bar{X} \nabla \bar{Y}$ in which case $\forall i \in \mathbb{N}: \bar{X}^{i} \sqsubseteq$ $\bar{X}^{i+1}$.
${ }^{7}$ Besides extrapolation, widenings are also as an over-approximation/upper-bound in posets missing least upper bounds. In that case, in addition to ( $\nabla$.a), it is also required $\forall \bar{X}, \bar{Y} \in \overline{\mathscr{D}}: \bar{X} \sqsubseteq$ $\bar{X} \nabla \bar{Y}$. Such widenings can be generalized to sets of infinitely many parameters $\nabla \in \wp(\bar{D}) \mapsto \overline{\mathscr{D}}$ such that $\forall X \in \wp(\overline{\mathscr{D}}): \forall P \in X: P \sqsubseteq \nabla X$.

Example 5 (Interval widenings). The basic widening on the abstract domain of integer intervals $\emptyset \triangleq\{\emptyset\} \cup\{[a, b] \mid-\infty \leqslant a \leqslant b \leqslant+\infty \wedge a \neq+\infty \wedge b \neq-\infty\}$ was defined in [19] as $\emptyset \nabla X=$ $X \nabla \emptyset \triangleq X,[a, b] \nabla[c, d] \triangleq\left[(0<a\right.$ ว $-\infty: a\rceil,(d>b \text { る }+\infty: b \downarrow]^{8}$. This basic widening may yield static analyzes which are less precise than the sign analysis. For example $[2,+\infty] \nabla[1$, $+\infty]=[-\infty,+\infty]$ whereas the sign is $[0,+\infty]$. This is why the interval widening was refined in [16] into $[a, b] \nabla[c, d] \triangleq[\emptyset 0 \leqslant c<a$ ว $0 \rrbracket c<a$ ว $-\infty: a \rrbracket,(d>b \geqslant 0$ ว $0 \rrbracket d>b$ ว $+\infty: b \rrbracket]$. This can be further improved by using static thresholds in addition to zero [28] or even dynamic thresholds chosen during the static analysis [52]. In all cases, these widenings are not increasing in their first parameter $[0,1] \sqsubseteq[0,2]$ but $[0,1] \nabla[2,2]=[0,+\infty] \nsubseteq[0,2]=[0,2] \nabla[2,2]$.
Counter-example 6 (Top widening). The top widening $X \nabla_{\top} Y \triangleq \top$ is terminating, increasing in its first parameter, but does not satisfy ( $\nabla . \mathrm{b}$ ). A solution $\bar{F}\left(\bar{X}^{k}\right) \sqsubseteq \bar{X}^{k}$ is degraded to $\bar{X}^{k+1}=$ $\bar{X}^{k} \nabla \bar{F}\left(\bar{X}^{k}\right)=\mathrm{T}$. This imprecision can be avoided by choosing $X \nabla Y \triangleq \llbracket Y \sqsubseteq X$ ? $X \circ \mathrm{\top} \rrbracket$, which is more accurate but not increasing. If $X_{1} \sqsubset Y \sqsubset X_{2} \sqsubset T$ then $X_{1} \nabla Y=\top \nsubseteq X_{2} \nabla Y=X_{2}$. $\square$
Theorem 7 (Non-monotonicity of terminating [dual] widening). Let $\langle\overline{\mathscr{D}}, \sqsubseteq\rangle$ be a poset and $\nabla \in$ $\bar{D} \times \bar{D} \mapsto \overline{\mathscr{D}}$ be a widening satisfying ( $\nabla . a$ ), ( $\nabla . \mathrm{b})$, and ( $\nabla . \mathrm{c}$ ). Then $\nabla$ cannot be increasing in its first parameter. The dual holds for the dual-widening $\widetilde{\nabla}$ satisfying the order-dual $(\widetilde{\nabla} . \mathrm{a}),(\widetilde{\nabla} . \mathrm{b})$, and $(\widetilde{\nabla} . \mathrm{c})$ of conditions $(\nabla . \mathrm{a}),(\nabla . \mathrm{b})$ and possibly ( $\nabla . \mathrm{c}$ ).
Proof. By reflexivity, $\bar{Y} \sqsubseteq \bar{Y}$ so ( $\nabla . \underline{b}$ ) implies $\bar{Y} \nabla \bar{Y}=\bar{Y}$. By reductio ad absurdum, if $\nabla$ is increasing in its first parameter then $\bar{X} \sqsubseteq \bar{Y}$ implies $\bar{X} \nabla \bar{Y} \sqsubseteq \bar{Y} \nabla \bar{Y}=\bar{Y} \sqsubseteq \bar{X} \nabla \bar{Y}$ by ( $\nabla$.a) which implies that $\bar{X} \nabla \bar{Y}=\bar{Y}$ by antisymmetry. By ( $\nabla . \mathrm{c}$ ), $\forall k \geqslant n, \bar{X}^{n+k}=\bar{X}^{k} \nabla \bar{Y}^{k}=\bar{X}^{k}=\bar{X}^{n}$. By hypothesis $\bar{X}^{k} \sqsubseteq \bar{Y}^{k}$ so $\bar{X}^{k} \nabla \bar{Y}^{k}=\bar{Y}^{k}$ which implies $\forall k \geqslant n: \bar{Y}^{k}=\bar{X}^{n}$, in contradiction with the fact that $\left\langle\bar{Y}^{k}, k \in \mathbb{N}\right\rangle$ is an arbitrary sequence of elements of $\overline{\mathscr{D}}$, hence in general not ultimately stationary.
When $D \sqsubseteq \bar{F}(D)$ and $\bar{F}$ is continuous, hence increasing and such that $\lim _{k \rightarrow+\infty} \bar{F}^{k}(D)=\mathbf{l f p} p_{D}^{\sqsubseteq} \bar{F}$, the intuition for $\mathbf{T h} .7$ is that applications of $\bar{F}$ and $\nabla$ from below this fixpoint would remain below the fixpoint, making any over-approximation impossible. The jump over the least fixpoint must be extensive but cannot be increasing (dually decreasing hence monotone in general).

Many non-Noetherian static analyzes of infinite-state systems proceed by successive analyzes in different abstract domains $\left\langle\overline{\mathscr{D}}_{i}, \sqsubseteq_{i}\right\rangle, i=1, \ldots, n$, e.g. by refinement. A comparison of the successive iterative analyzes performed in these domains is possible by concretizing to the most precise one (or their reduced product). Then Th .7 shows that there is no guarantee of precision improvement. This problem is soundly taken into account by [54, Sect. 7] and [59, Sect. 5.1], but is otherwise too often completely ignored.

When transformers $\bar{F} \llbracket \subset \rrbracket$ are defined by structural induction on the syntax of the command C as in Astrée [28], this command C may involve loops, which abstract semantics is defined by fixpoint iterations with terminating widenings, hence may be non-increasing. In the worst case, lfp ${ }^{\sqsubseteq} \bar{F} \llbracket \subset \rrbracket$ may simply not exist.
Example 8 (Non-increasing transformer). Consider the program while (TRUE) \{if ( $\mathrm{x}==0$ ) $\{\mathrm{x}$ $=1\}$ else $\{x=2\}\}$. To ensure termination of the static analysis, the forward transformer for this program is $\bar{F}_{\text {while }}(I)=\mathbf{l f p}^{\sqsubseteq} \lambda X \cdot X \nabla\left(I \sqcup \bar{F}_{\text {if }}(X)\right)$ where $\nabla$ is the basic widening of Ex. 5 and $\bar{F}_{\mathrm{if}}(X)=\llbracket 0 \in X$ ว $[1,1] \circ \emptyset \rrbracket \sqcup \rrbracket \exists x \in X: x \neq 0$ ? $[2,2] \circ \emptyset \rrbracket$ is the transformer for the conditional.

The iterates for $\bar{F}_{\text {while }}([0,0])$ are $\bar{X}^{0}=\emptyset, \bar{X}^{1}=\bar{X}^{0} \nabla \bar{F}_{\text {if }}\left(\bar{X}^{0}\right)=[0,0]$, and $\bar{X}^{2}=\bar{X}^{1} \nabla$ $\bar{F}_{\text {if }}\left(\bar{X}^{1}\right)=[0,0] \nabla([0,0] \sqcup([1,1] \sqcup \emptyset))=[0,+\infty]$ such that $\bar{F}_{\text {if }}\left(\bar{X}^{2}\right) \sqsubseteq \bar{X}^{2}$. The iterates for

[^2]$\bar{F}_{\text {while }}([0,2])$ are $\bar{Y}^{0}=\emptyset, \bar{Y}^{1}=\bar{Y}^{0} \nabla \bar{F}_{\text {if }}\left(\bar{Y}^{0}\right)=[0,2]$, and $\bar{Y}^{2}=\bar{Y}^{1} \nabla \bar{F}_{\text {if }}\left(\bar{Y}^{1}\right)=[0,2] \nabla([0$, $0] \sqcup([1,1] \sqcup[2,2]))=[0,2]$ such that $\bar{F}_{\text {if }}\left(\bar{Y}^{2}\right) \sqsubseteq \bar{Y}^{2}$.

So the transformer $\bar{F}_{\text {while }}$ is not increasing since $[0,0] \sqsubseteq[0,2]$ but $\bar{F}_{\text {while }}([0,0]) \nsubseteq \bar{F}_{\text {while }}([0$, $2])$. It follows that the transformer of any program containing this while command will be a composition of transformers involving $\bar{F}_{\text {while }}$ and so will not, in general, be increasing.

## 5. Hypotheses on widening, dual-widening, and correspondence

Widening and dual-widening are extrapolators in that their result is outside the range of their parameters.

### 5.1 Widening

Soundness conditions on widenings are usually expressed in the abstract domain (such as ( $\nabla . \mathrm{a}$ )) but can be weakened into conditions expressed in the concrete domain, as follows:
Hypotheses 9 (Sound widening for concretization $\gamma$ ).
(a) • for $\nabla \in \overline{\mathscr{D}} \times \overline{\mathscr{D}} \mapsto \overline{\mathscr{D}}, \quad \forall \bar{P}, \bar{Q} \in \overline{\mathscr{D}}: \gamma(\bar{P}) \subseteq \gamma(\bar{P} \nabla \bar{Q}) \wedge \gamma(\bar{Q}) \subseteq \gamma(\bar{P} \nabla \bar{Q})$
( $\left.\mathrm{a}^{\prime}\right) \quad \forall \bar{P}, \bar{Q} \in \overline{\mathscr{D}}: \bar{P} \sqsubseteq(\bar{P} \nabla \bar{Q}) \wedge \bar{Q} \sqsubseteq(\bar{P} \nabla \bar{Q})$
(b) • for $\nabla \in \wp(\bar{D}) \mapsto \overline{\mathscr{D}}, \quad \forall X \in \wp(\bar{D}): \forall \bar{P} \in X: \gamma(\bar{P}) \subseteq \gamma(\nabla X)$

Widenings have to be defined for each specific abstract domains like intervals [19], polyhedra [30,2], etc. or combinations of abstract domains like reduced product, powerset domains [3], cofibred domains [68], etc. It follows that the Galois calculus to define abstract interpretations [27] can be extended to widening and more generally to all interpolators and extrapolators.

### 5.2 Dual-widening

The dual-widening $\widetilde{\nabla}$ satisfies the order dual of Hyp. 9 hence the dual of the following theorem Th. 10 reformulating [11, Ch. 4, Th. 4.1.1.0.3 \& Th. 4.1.1.0.9]. This is useful to under-approximate greatest fixpoints e.g. [7].

## 6. Over-approximating increasing abstract iterates by extrapolation with widening

We reformulate the abstract static analysis by iteration with widening of Sect. 4. for non-increasing transformers. Soundness proofs can no longer be done in the abstract. They can be done instead with respect to an increasing concrete semantics (Th. 10).

### 6.1 Increasing iteration with widening

We have the following reformulation of [11, Ch. 4, Th. 4.1.1.0.2 \& Th. 4.1.1.0.6].
Theorem 10 (Over-approximation of increasing abstract iterates by widening). Let $\left\langle X^{\delta}, \delta \in \mathbb{O}\right\rangle$ be the least upper bound iterates of the increasing transformer $F \in \mathscr{D} \mapsto \mathscr{D}$ on a concrete poset $\langle\mathscr{D}$, $\subseteq\rangle$ from $D \in \mathscr{D}$ such that $D \subseteq F(D)$. By Lem. 4 (b), $\left\langle X^{\delta}, \delta \in \mathbb{O}\right\rangle$ is therefore increasing and ultimately stationary at $X^{\epsilon}=\boldsymbol{l f} \boldsymbol{p}_{D}^{\varsigma} F$.

Let $\overline{\mathscr{D}}$ be the abstract domain, $\gamma \in \overline{\mathscr{D}} \mapsto \mathscr{D}$ be the concretization, $\bar{F} \in \overline{\mathscr{D}} \mapsto \overline{\mathscr{D}}$ be the abstract transformer, $\nabla \in \overline{\mathscr{D}} \times \overline{\mathscr{D}} \mapsto \overline{\mathscr{D}}$ be a widening satisfying Hyp. 9 (a) and $\nabla \in \wp(\bar{D}) \mapsto \overline{\mathscr{D}}$ be a widening satisfying Hyp. 9 (b) for all $X=\left\{\bar{X}^{\delta} \mid \delta<\lambda \wedge \lambda \in \mathbb{O}\right.$ is a limit ordinal $\}$ where the abstract iterates are the transfinite sequence $\left\langle\bar{X}^{\delta} \in \overline{\mathscr{D}}, \delta \in \mathbb{O}\right\rangle$ defined such that $\bar{X}^{\delta+1} \triangleq \bar{X}^{\delta} \nabla \bar{F}\left(\bar{X}^{\delta}\right)$ and $\bar{X}^{\lambda} \triangleq \underset{\beta<\lambda}{\nabla} \bar{X}^{\beta}$ for limit ordinals $\lambda$. Then
(a) The concretization $\left\langle\gamma\left(\bar{X}^{\delta}\right), \delta \in \mathbb{O}\right\rangle$ of the abstract iterates $\left\langle\bar{X}^{\delta}, \delta \in \mathbb{O}\right\rangle$ is increasing and ultimately stationary with limit $\gamma\left(\bar{X}^{\varepsilon}\right)$.
Moreover, if $D \subseteq \gamma\left(\bar{X}^{0}\right)$ and the semi-commutation condition $\forall \delta \in \mathbb{O}: F \circ \gamma\left(\bar{X}^{\delta}\right) \subseteq \gamma \circ \bar{F}\left(\bar{X}^{\delta}\right)$ holds, then
(b) $\forall \delta \in \mathbb{O}: X^{\delta} \subseteq \gamma\left(\bar{X}^{\delta}\right)$ (so, in particular $X^{\epsilon} \subseteq \gamma\left(\bar{X}^{\varepsilon}\right)$ ).

Moreover if the abstract domain $\langle\overline{\mathscr{D}}, \sqsubseteq\rangle$ is a pre-order ( $\sqsubseteq$ is reflexive and transitive, but not necessarily antisymmetric) and the concretization $\gamma \in \bar{D} \mapsto \mathscr{D}$ is increasing $(\bar{X} \sqsubseteq \bar{Y} \Longrightarrow \gamma(\bar{X}) \subseteq \gamma(\bar{Y}))$, then
(c) $\forall \delta \in \mathbb{O}: F\left(\gamma\left(\bar{X}^{\delta}\right)\right) \subseteq \gamma\left(\bar{X}^{\delta}\right) \Longrightarrow \boldsymbol{l f} \boldsymbol{p}_{D}^{\complement} F \subseteq \gamma\left(\bar{X}^{\delta}\right)$.
(d) Moreover, if $\nabla$ is terminating i.e. the iterates are ultimately stationary at some rank $n \in \mathbb{N}$ then $\bar{F}\left(\bar{X}^{n}\right) \nabla \bar{X}^{n}=\bar{X}^{n}$ so $\gamma\left(\bar{F}\left(\bar{X}^{n}\right)\right) \subseteq \gamma\left(\bar{X}^{n}\right), F\left(\gamma\left(\bar{X}^{n}\right)\right) \subseteq \gamma\left(\bar{X}^{n}\right)$, and lfp ${ }_{D}^{\subseteq} F \subseteq \gamma\left(\bar{X}^{n}\right)$.
(e) Moreover, if the terminating widening satisfies $\nabla$ satisfies Hyp. 9 ( $\mathrm{a}^{\prime}$ ) then $\exists n \in \mathbb{N}: \bar{F}\left(\bar{X}^{n}\right) \sqsubseteq$ $\bar{X}^{n}$ so $\boldsymbol{l f} \boldsymbol{p}_{D}^{\varsigma} F \subseteq \gamma\left(\bar{X}^{n}\right)$.
Condition Th. 10.(c) is a sufficient condition for stopping the abstract iteration, always applicable by Th. 10.(d) for terminating widenings, and in case Hyp. 9 ( $\mathrm{a}^{\prime}$ ) checkable with the abstract pre-order $\sqsubseteq$ by Th. 10.(e). Note that in Th. 10.(d), the abstract domain is a pre-order, maybe not antisymmetric, so that the widening must avoid the problem of iterating within an equivalence class under equivalence $(X \equiv Y) \triangleq(X \sqsubseteq Y \wedge X \sqsupseteq Y)$. Interesting examples are given in [42].
Remark 11. Notice that in Th. 10, $F$ is assumed to be increasing but $\bar{F}$ is not assumed to be either $\sqsubseteq$-extensive or increasing because, in case $\bar{F}$ is defined by structural induction, it might depend upon widenings that are not increasing, see Ex. 8 and Th. 7. Nevertheless, the limit of the abstract iterates over-approximate that of the concrete iterates. This may not be the case with the hypotheses of Lem. 4.(a). In the following counter-example, $F$ is extensive but not increasing. Both concrete and abstract iterates have limits but $X^{\epsilon} \nsubseteq \gamma\left(\bar{X}^{\varepsilon}\right)$.


Remark 12. If in Th. 10 (d) the widening $\nabla$ satisfies Hyp. 9 (b) but not Hyp. 9 ( $\mathrm{a}^{\prime}$ ) then there may exist no $\delta \in \mathbb{O}$ such that $\bar{F}\left(\bar{X}^{\delta}\right) \sqsubseteq \bar{X}^{\delta}$. Here is a counter-example where $\nabla$ is the lub.


### 6.2 Parameterized widening

The abstract iterates with widening in Th. 10 can be generalized to widenings including additional parameters such the iteration $\operatorname{rank} \delta$, a list of thresholds $T$, possibly depending on the $\operatorname{rank} T(\delta)$, the abstract transformer $\bar{F}$, all previous iterates $\left\langle\bar{X}^{\beta}, \beta \leqslant \delta\right\rangle$ and their transformation $\left\langle\bar{F}\left(\bar{X}^{\beta}\right)\right.$, $\beta \leqslant \delta\rangle$, etc, so that $\bar{X}^{\delta+1} \triangleq \nabla\left(\delta, T(\delta), \bar{F},\left\langle\bar{X}^{\beta}, \beta \leqslant \delta\right\rangle,\left\langle\bar{F}\left(\bar{X}^{\beta}\right), \beta \leqslant \delta\right\rangle\right)$. The idea applies to all other extrapolators and interpolators.
Example 13 (Parameterized [dual-]widenings). Delayed widening [28] is an example of parameterized widening $\nabla(\delta)$ where a join or a standard widening is performed depending on the iteration rank parameter $\delta$ (often counted as the number of iterations in a loop).
$n$-bounded abstract model checking [4] for universal properties implicitly uses an iteration $\bar{X}^{k+1} \triangleq \bar{X}^{k} \nabla_{(k)} \bar{F}\left(\bar{X}^{k}\right)$ with an parameterized widening $\bar{X} \nabla_{(k)} \bar{Y} \triangleq(k \leqslant n$ ə $\bar{Y} \circ \bar{\top})$ where $\overline{\mathrm{T}}$ is the abstract supremum: $\forall X \in \mathscr{D}: P \subseteq \gamma(\overline{\mathrm{~T}})$. For existential properties, $n$-bounded abstract
model checking implicitly uses a dual-widening $\bar{X} \widetilde{\nabla}_{(k)} \bar{Y} \triangleq \llbracket k \leqslant n$ $\bar{Y} \circ \bar{\perp} \rrbracket$. Unreachability after $n$ steps is a correct under-approximation of the executions that do go on. It follows in both cases that everything is known exactly before $n$ steps and completely unknown beyond $n$ steps. This is an abstract interpretation of the concrete trace semantics, even when $\overline{\mathscr{D}}=\mathscr{D}$ and $\bar{F}=F$, since in both cases concrete traces are abstracted by the identity for the first $n$ steps and by T (resp. $\perp$ ) for the remaining steps.

ESC/Java ${ }^{\mathrm{TM}}$ [39] implicitly uses a dual-widening which unrolls loops twice (and outs assume false, i.e. $\bar{\perp}$ ). This under-approximates the loop semantics which is unsound for checking invariance properties.

An extreme example avoiding any iteration is the so called abstract acceleration for specific abstract domains and programs where $\nabla(\sqsubseteq, \bar{D}, \bar{F})=\bar{X}^{\varepsilon}$ so that the abstract solution can be computed exactly from the program text abstraction $\bar{F}$ [50], may be including a few iterations for iterative constraint solving methods.

Between these extreme examples, parameterized widenings can smoothly be made less and less precise over successive iterations (e.g. by widening to less and less given or program-dependent thresholds [28]).

## 7. Hypotheses on narrowing, dual-narrowing, and correspondence

Narrowing and dual-narrowing are interpolators in that their result is within the range of their parameters.

### 7.1 Narrowing

A narrowing $\Delta \in \overline{\mathscr{D}} \times \overline{\mathscr{D}} \mapsto \overline{\mathscr{D}}$ is an interpolation of its parameters, $\forall \bar{P}, \bar{Q} \in \overline{\mathscr{D}}: \bar{Q} \sqsubseteq \bar{P} \Longrightarrow$ $\bar{Q} \sqsubseteq \bar{P} \Delta \bar{Q} \sqsubseteq \bar{P}$. We can also define $\Delta \in \wp(\overline{\mathscr{D}}) \mapsto \overline{\mathscr{D}}$ such that $\forall X \in \wp(\overline{\mathscr{D}}): \forall \bar{P} \in \overline{\mathscr{D}}:(\forall \bar{Q} \in \mathcal{X}$ : $\bar{P} \sqsubseteq \bar{Q}) \Longrightarrow \bar{P} \sqsubseteq \Delta X$. Otherwise stated, the narrowing $\Delta X$ over-approximate any lower bound of $X$ (hence its greatest lower bound if it exists).

These conditions expressed in the abstract domain can be weakened into conditions expressed in the concrete domain, as follows:
Hypotheses 14 (Sound narrowing for concretization $\gamma$ ).

- for $\Delta \in \overline{\mathscr{D}} \times \overline{\mathscr{D}} \mapsto \overline{\mathscr{D}}$,
$\forall \bar{P}, \bar{Q} \in \bar{D}:(\gamma(\bar{Q}) \subseteq \gamma(\bar{P})) \Longrightarrow(\gamma(\bar{Q}) \subseteq \gamma(\bar{P} \Delta \bar{Q}) \subseteq \gamma(\bar{P}))$
( $\left.\mathrm{a}^{\prime}\right) \quad \forall \bar{P}, \bar{Q} \in \bar{D}:(\gamma(\bar{Q}) \subseteq \gamma(\bar{P})) \Longrightarrow(\bar{Q} \sqsubseteq(\bar{P} \Delta \bar{Q}) \sqsubseteq \bar{P})$
$\left(\mathrm{a}^{\prime \prime}\right) \quad \forall \bar{P}, \bar{Q} \in \bar{D}:(\bar{Q} \sqsubseteq \bar{P}) \Longrightarrow(\bar{Q} \sqsubseteq(\bar{P} \Delta \bar{Q}) \sqsubseteq \bar{P})$
- for $\Delta \in \wp(\bar{D}) \mapsto \overline{\mathscr{D}}$,
(b) $\quad \forall P \in \mathscr{D}: \forall X \in \wp(\bar{D}):(\forall \bar{Q} \in X: P \subseteq \gamma(\bar{Q})) \Longrightarrow(P \subseteq \gamma(\Delta X) \subseteq \gamma(\bar{Q}))$

Example 15 (Interval narrowing). The narrowing of $[13,20]$ for integer intervals $\rrbracket$ was $\emptyset \Delta X \triangleq$ $X \Delta \emptyset=\emptyset$ for the infimum $\bar{\perp}=\emptyset$. Otherwise, $[a, b] \Delta[c, d] \triangleq[\emptyset a=-\infty$ ว $c: \min (a, c) \downarrow$, $\lceil b=+\infty$ ? $d \circ \max (b, d) \downarrow]$ improves infinite bounds only.

### 7.2 Dual-narrowing

The dual-narrowing $\widetilde{\Delta}$ satisfies the order dual of Hyp. 14 hence the dual of Th. 22 reformulating [11, Ch. 4, Th. 4.1.1.0.12].
Example 16 (Interval dual-narrowing). If $[a, b] \subseteq[c, d]$ then $c \leqslant a \leqslant b \leqslant d$ so we can define $[a, b] \widetilde{\Delta}[c, d] \triangleq[\lfloor c=-\infty$ ว $a:\lfloor(a+c) / 2\rfloor \rrbracket,\lfloor d=\infty$ ว $b:\lceil(b+d) / 2\rceil \rrbracket]$ where $\lfloor x\rfloor$ is the largest integer not greater than real $x$ and $\lceil x\rceil$ is the smallest integer not less than real $x$ since $c \leqslant\lfloor(a+c) / 2\rfloor \leqslant a \leqslant b \leqslant\lceil(b+d) / 2\rceil \leqslant d$ and therefore $[a, b] \subseteq([a, b] \widetilde{\Delta}[c, d]) \subseteq[c, d]$.
Example 17 (Bounded interval dual-narrowing). If $[a, b] \subseteq[c, d] \subseteq[\ell, h]$ (e.g. $\ell=$ min_int, $h=$ max_int for machine integers) then $[a, b] \widetilde{\Delta}[c, d] \triangleq[L(a+c) / 2], \Gamma(b+d) / 2\rceil] \subseteq[\ell, h]$.

Example 18 (Craig interpolation). Craig's interpolation theorem [31] implies that for all first-order formulæ $\varphi, \psi \in \operatorname{FOL}$ such that $\neg(\varphi \wedge \psi)$ there exist a first-order formula $\rho$, called an interpolant, such that $\psi \Longrightarrow \rho, \neg(\rho \wedge \psi)$, and $\operatorname{Vars} \llbracket \rho \rrbracket \subseteq(\operatorname{Vars} \llbracket \varphi \rrbracket \cap \operatorname{Vars} \llbracket \psi \rrbracket)$. Letting $\psi^{\prime} \triangleq \neg \psi$ this means that if $\varphi \Longrightarrow \psi^{\prime}$ then there exists an interpolant $\rho$ such that $\varphi \Longrightarrow \rho \Longrightarrow \psi^{\prime}$. So a dual-narrowing can be defined as $\varphi \widetilde{\Delta} \psi^{\prime} \triangleq \rho$ on the abstract domain $\langle\mathrm{FOL}, \Longrightarrow\rangle$ of first-order formulæ preordered by implication $\Longrightarrow$, the concretization of a formula being its interpretation in a given domain of discourse. The interpolant is in general not unique, may contain exponentially more logical connectives than $\varphi$, and successive interpolations may not terminate. So arbitrary choices have to be done, for example, to compute quantifier-free interpolants with a minimal number of components and symbols [48].
[35, Sect. 5.2, page 145] recognized that Craig interpolation is a narrowing (in fact a dualnarrowing, see Lem. 19 just below) without the syntactic constraints of Craig interpolation because the lattice is not necessarily constructed from formulae. In Boolean lattices, this coincide with McMillan's use of Craig interpolation [56], which is called separation, mapping a pair satisfying $A \sqcap B \sqsubseteq \perp$ to $I$ such that $A \sqsubseteq I \wedge I \sqcap B \sqsubseteq \perp$ [44, p.447].

Interpolants in the style of [57] require that abstract domains are or can be complemented [10]. When the interpolation cannot be directly applied to the representation of abstract properties $A, B$ in the abstract domain $\overline{\mathscr{D}}$, it can be applied to their concretization into a pair of formulæ $\langle\gamma(A), \gamma(B)\rangle$ in $\langle\mathrm{FOL}, \Longrightarrow\rangle$ and the interpolant $\gamma(A) \widetilde{\nabla} \gamma(B)$ constructed from a refutation proof e.g. by an SMT solver [49] can be abstracted back to the abstract domain $\alpha(\gamma(A) \widetilde{\nabla} \gamma(B))$, a technique is used e.g. to generate abstract transformers [67], which can also be used during the static analysis.

### 7.3 Correspondence between narrowing and dual-narrowing

The Hyp. 14 are not self dual. Nevertheless, the narrowing and dual-narrowing are essentially the same notion up to the inversion of their parameters: $X \Delta Y=X \widetilde{\Delta}^{-1} Y \triangleq Y \widetilde{\Delta} X$ and $X \Delta Y=X \Delta^{-1} Y \triangleq Y \Delta X^{9}$.
Lemma 19 (dual-narrowing as inverse narrowing and dually). If $\Delta$ is a narrowing satisfying Hyp. 14 (a) then $\Delta^{-1}$ is a dual-narrowing satisfying the order-dual of Hyp. 14 (a). Reciprocally, the inverse $\widetilde{\triangle}^{-1}$ of a dual-narrowing $\widetilde{\Delta}$ is a narrowing.
The interpretation of Lem. 19 in the context of Table $\mathbf{1}$ is that if a narrowing is used for decreasing iterates in Th. $\mathbf{2 2}$ then its inverse can be used for increasing iterates in the dual of $\mathbf{T h} \mathbf{2 2}$.
Example 20 (Interval narrowing). The inverse of the dual-narrowing of $E x .16$ is the narrowing [ $c$, $d] \Delta[a, b] \triangleq[(c=-\infty$ ? $a \circ\lfloor(a+c) / 2\rfloor\rceil,(d=\infty$ ? $b \circ\lceil(b+d) / 2\rceil \downarrow]$ which is more precise than the narrowing of [13,20] in Ex. 15. Convergence in Th. 22 is guaranteed but much slower.
Example 21 (Polyhedral narrowing). By Ex. 18, Craig interpolation is a dual-narrowing, hence by Lem. 19 and parameter inversion, a narrowing. For example, Craig interpolation for linear arithmetic over the rationals [8] should yield a narrowing $P \Delta Q$ for polyhedral static analysis [30] when there is a difference in the variables appearing in both systems of constraints $P$ and $Q^{10}$.

## 8. Over-approximating decreasing abstract iterates by interpolation with narrowing

A static analysis by increasing iteration with widening can be improved by any iterate of a decreasing iteration with narrowing. The narrowing cannot make downwards extrapolations which

[^3]might jump over the least fixpoint. So the narrowing can only do interpolations which prevent jumping below any fixpoint (hence the least one which cannot be simply distinguished from the other fixpoints). We have the following reformulation of [11, Ch. 4, Th. 4.1.1.0.16].
Theorem 22 (Over-approximation of decreasing iterates with narrowing). By the dual of Def. 3, let $\left\langle Y^{\delta}, \delta \in \mathbb{O}\right\rangle$ be the greatest lower bound iterates of the increasing transformer $F \in \mathscr{D} \mapsto \mathscr{D}$ on a concrete poset $\langle\mathscr{D}, \subseteq\rangle$ from $D \in \mathscr{D}$ such that $F(D) \subseteq D$. By the dual of Lem. $4(\mathrm{~b}),\left\langle Y^{\delta}, \delta \in \mathbb{O}\right\rangle$ is therefore decreasing and ultimately stationary at $Y^{\epsilon}=g \boldsymbol{p}_{D}^{\varsigma} F$.

Let the abstract domain $\langle\bar{D}, \sqsubseteq\rangle$ be a pre-order, the concretization $\gamma \in \overline{\mathscr{D}} \mapsto \mathscr{D}$ be increasing, the abstract transformer be $\bar{F} \in \overline{\mathscr{D}} \mapsto \overline{\mathscr{D}}, \Delta \in \overline{\mathscr{D}} \times \overline{\mathscr{D}} \mapsto \overline{\mathscr{D}}$ be a narrowing satisfying Hyp. 14 (a) and $\Delta \in \wp(\bar{D}) \mapsto \bar{D}$ satisfies Hyp. 14 (b) for $X=\left\{\bar{Y}^{\delta} \mid \delta<\lambda \wedge \lambda \in \mathbb{O}\right.$ is a limit ordinal $\}$, where the abstract iterates are the transfinite sequence $\left\langle\bar{Y}^{\delta} \in \overline{\mathscr{D}}, \delta \in \mathbb{O}\right\rangle$ such that $D \subseteq \gamma\left(\bar{Y}^{0}\right)$, $\bar{Y}^{\delta+1} \triangleq \bar{Y}^{\delta} \Delta \bar{F}^{\delta}\left(\bar{Y}^{\delta}\right), \bar{Y}^{\lambda} \triangleq \Delta_{\beta<\lambda} \bar{Y}^{\beta}$ for limit ordinals $\lambda$, and do satisfy the semi-commutation condition $\forall \delta \in \mathbb{O}: F \circ \gamma\left(\bar{Y}^{\delta}\right) \subseteq \gamma \circ \bar{F}\left(\bar{Y}^{\delta}\right)$.

If the abstract transformer $\bar{F} \in \overline{\mathscr{D}} \mapsto \overline{\mathscr{D}}$ is reductive on the abstract iterates $\left\langle\bar{Y}^{\delta}, \delta \in \mathbb{O}\right\rangle$ (i.e. $\forall \delta \in \mathbb{O}: \gamma\left(\bar{F}\left(\bar{Y}^{\delta}\right)\right) \subseteq \gamma\left(\bar{Y}^{\delta}\right)^{11}$ ) then their concretization $\left\langle\gamma\left(\bar{Y}^{\delta}\right), \delta \in \mathbb{O}\right\rangle$ is decreasing and ultimately stationary with limit $\gamma\left(\bar{Y}^{\varepsilon}\right)$ such that $\forall \delta \in \mathbb{O}: \boldsymbol{g} \boldsymbol{f} \boldsymbol{p}_{D}^{\subseteq} F=Y^{\epsilon} \subseteq \gamma\left(\bar{Y}^{\varepsilon}\right) \subseteq \gamma\left(\bar{Y}^{\delta}\right)$.
Lemma 23 (Traditional soundness requirement for narrowing). The more traditional hypotheses that $(P \sqsubseteq Q) \Longrightarrow(P \sqsubseteq P \Delta Q \sqsubseteq Q), \forall i \in \Delta:\left(P \sqsubseteq Q_{i}\right) \Longrightarrow\left(P \sqsubseteq \Delta_{j \in \Delta} Q_{j} \sqsubseteq Q_{i}\right)$, the initial iterate is $\bar{F}\left(\bar{Y}^{0}\right) \sqsubseteq \bar{Y}^{0}$, and $\bar{F}$ is increasing imply that $\bar{F}$ is reductive on the iterates.

## 9. Over-approximating bounded increasing abstract iterates by interpolation with dual-narrowing

When the upper bound $\gamma\left(\bar{Y}^{n}\right)$ of the concrete least fixpoint can no longer be improved in the decreasing abstract iterates with narrowing interpolation of Sect. 8., i.e. $\bar{F}\left(\bar{Y}^{n}\right) \sqsubseteq \bar{Y}^{n+1}=\bar{Y}^{n} \Delta$ $\bar{F}\left(\bar{Y}^{n}\right)=\bar{Y}^{n}$, the upper bound $\bar{Y}^{n}$ can still be further improved by computing increasing abstract iterates with dual-narrowing interpolation bounded by the bound specification $\bar{S} \triangleq \bar{Y}^{n}$.

### 9.1 Bounded increasing iteration with dual-narrowing

Let us now consider increasing iterates bounded by a given specification.
Theorem 24 (Over-approximation of bounded increasing iterates with dual-narrowing). Let $\left\langle Z^{\delta}, \delta \in \mathbb{O}\right\rangle$ be the least upper bound iterates of the increasing transformer $F \in \mathscr{D} \mapsto \mathscr{D}$ on a concrete poset $\langle\mathscr{D}, \subseteq\rangle$ from $D \in \mathscr{D}$ such that $D \subseteq F(D)$. By Lem. 4 (b), $\left\langle Z^{\delta}, \delta \in \mathbb{O}\right\rangle$ is therefore increasing and ultimately stationary at $Z^{\epsilon}=\boldsymbol{l f p} \boldsymbol{p}_{D}^{\subseteq} F$.

Let $\overline{\mathscr{D}}$ be the abstract domain, $\gamma \in \overline{\mathscr{D}} \mapsto \mathscr{D}$ be the concretization, $\bar{S} \in \overline{\mathscr{D}}$ be the bound specification, $\bar{F} \in \bar{D} \mapsto \bar{D}$ be the abstract transformer, $\bar{\Delta} \in \bar{D} \times \bar{D} \mapsto \bar{D}$ be the dual-narrowing satisfying the order dual of Hyp. 14 (a), and $\widetilde{\Delta} \in \wp(\bar{D}) \mapsto \bar{D}$ be the dual-narrowing satisfying the order dual of Hyp. 14 (b) for $X \triangleq\left\{\bar{Z}^{\lambda} \mid \delta<\lambda \wedge \lambda \in \mathbb{O}\right.$ is a limit ordinal $\}$ where the abstract iterates are the transfinite sequence $\left\langle\bar{Z}^{\delta} \in \overline{\mathscr{D}}, \delta \in \mathbb{O}\right\rangle$ such that $D \subseteq \gamma\left(\bar{Z}^{0}\right) \subseteq \gamma(\bar{S})$, $\bar{Z}^{\delta+1} \triangleq\left(\gamma\left(\bar{F}\left(\bar{Z}^{\delta}\right)\right) \subseteq \gamma(\bar{S})\right.$ อ $\bar{F}\left(\bar{Z}^{\delta}\right) \widetilde{\Delta} \bar{S}: \bar{S} \rrbracket, \bar{Z}^{\lambda} \triangleq \widetilde{\Delta}_{\beta<\lambda} \bar{Z}^{\beta}$ for limit ordinals $\lambda$, which are assumed to satisfy the semi-commutation condition $\forall \delta \in \mathbb{O}: F \circ \gamma\left(\bar{Z}^{\delta}\right) \subseteq \gamma \circ \bar{F}\left(\bar{Z}^{\delta}\right)$. Then
(a) The concretization $\left\langle\gamma\left(\bar{Z}^{\delta}\right), \delta \in \mathbb{O}\right\rangle$ of the abstract iterates $\left\langle\bar{Z}^{\delta}, \delta \in \mathbb{O}\right\rangle$ is such that $\forall \delta \in \mathbb{O}$ : $\left(Z^{\delta} \subseteq \gamma(\bar{S})\right) \Longrightarrow\left(Z^{\delta} \subseteq \gamma\left(\bar{Z}^{\delta}\right) \subseteq \gamma(\bar{S})\right) ;$

[^4](b) Moreover, if $\langle\overline{\mathscr{D}}, \sqsubseteq\rangle$ is a pre-order and the concretization $\gamma \in \overline{\mathscr{D}} \mapsto \mathscr{D}$ is increasing, then $\forall \delta \in \mathbb{O}$, if $\gamma\left(\bar{F}\left(\bar{Z}^{\delta}\right)\right) \subseteq \gamma\left(\bar{Z}^{\delta}\right)$ then lfp $\boldsymbol{p}_{D}^{\subseteq} F=Z^{\delta} \subseteq \gamma\left(\bar{Z}^{\delta}\right) \subseteq \gamma(\bar{S})$.
Note 25. In case (b), the definition $\bar{Z}^{\delta+1} \triangleq ~\left(\gamma\left(\bar{F}\left(\bar{Z}^{\delta}\right)\right) \subseteq \gamma(\bar{S})\right.$ る $\bar{F}\left(\bar{Z}^{\delta}\right) \widetilde{\Delta} \bar{S}$ : $\bar{S} \rrbracket$ of the next iterate can be over-approximated by $\bar{Z}^{\delta+1} \triangleq \llbracket \bar{F}\left(\bar{Z}^{\delta}\right) \sqsubseteq \bar{S}$ ว $\bar{F}\left(\bar{Z}^{\delta}\right) \widetilde{\Delta} \bar{S}$ \& $\bar{S} \rrbracket$.
Note 26. In case (b), if $\bar{F}$ is extensive or $\bar{Z}^{0} \sqsubseteq \bar{F}\left(\bar{Z}^{0}\right)$ and $\bar{F}$ is increasing then the abstract iterates $\left\langle\bar{Z}^{\delta}, \delta \in \mathbb{O}\right\rangle$ in $\mathbf{T h} .24$ form an increasing chain, but this is not necessarily the case in general. $\square$ Note 27. In the definition of the abstract iterates $\left\langle\bar{Z}^{\delta}, \delta \in \mathbb{O}\right\rangle$ in $\mathbf{T h}$. 24, the dual-narrowing $\widetilde{\Delta}$ in $\bar{Z}^{\delta+1} \triangleq \llbracket \gamma\left(\bar{F}\left(\bar{Z}^{\delta}\right)\right) \subseteq \gamma(\bar{S})$ ว $\bar{F}\left(\bar{Z}^{\delta}\right) \widetilde{\Delta} \bar{S} \circ \bar{S} \rrbracket$ does not use the information provided by $\bar{Z}^{\delta}$. It would be more informative to use a ternary dual-narrowing with $\bar{Z}^{\delta+1} \triangleq \oint \gamma\left(\bar{F}\left(\bar{Z}^{\delta}\right)\right) \subseteq \gamma(\bar{S})$ ? $\left.\widetilde{\Delta}\left(\bar{Z}^{\delta}, \bar{F}\left(\bar{Z}^{\delta}\right), \bar{S}\right) \circ \bar{S}\right)$ such that $\bar{P} \sqsubseteq \bar{Q} \sqsubseteq \bar{S}$ implies $\bar{Q} \sqsubseteq \widetilde{\triangle}(\bar{P}, \bar{Q}, \bar{S}) \sqsubseteq \bar{S}$.
Example 28. A variant of Ex. 17 where $[a, b] \subseteq[c, d] \subseteq[\ell, h]=\overline{\bar{S}}$ would be $\widetilde{\Delta}([a, b],[c, d], \bar{S}) \triangleq$ $[0\lfloor(3 c-2 a+\ell) 2\rfloor>\ell$ る $\lfloor(3 c-2 a+\ell) 2\rfloor: \ell \downarrow,(\lceil(3 d-2 b+h) / 2\rceil<h$ ว $\lceil(3 d-2 b+h) / 2\rceil \circ h)]$ which doubles the growth of $[a, b]$ to $[c, d]$. Another example is the widening "up-to" of [46] for polyhedra.

### 9.2 Bounded widening versus dual-narrowing

A widening $\nabla_{\bar{S}}$ is bounded by $\bar{S} \in \bar{D}$ if and only if it satisfies Hyp. 9 (a') and $\forall \bar{P}, \bar{Q}: \bar{P} \nabla_{\bar{S}} \bar{Q} \sqsubseteq \bar{S}$. An example is the interval widening on machine integers bounded by [min_int, max_int] which can be generalized to any interval bound $[\ell, h]$.

Then, continuing Note $27, \widetilde{\Delta}(\bar{P}, \bar{Q}, \bar{S}) \triangleq \bar{P} \nabla_{\bar{S}} \bar{Q}$ is a dual-narrowing since if $\bar{P} \sqsubseteq \bar{Q} \sqsubseteq \bar{S}$ then by Hyp. 9 (a'), $\bar{Q} \sqsubseteq \bar{P} \nabla_{\bar{S}} \bar{Q}$ and $\bar{P} \nabla_{\bar{S}} \bar{Q} \sqsubseteq \bar{S}$ since the widening is bounded so that $\bar{Q} \sqsubseteq \widetilde{\triangle}(\bar{P}, \bar{Q}, \bar{S}) \sqsubseteq \bar{S}$.

Reciprocally, if $\widetilde{\triangle}$ is a dual-narrowing then $\bar{P} \nabla_{\bar{S}} \bar{Q} \triangleq \widetilde{\Delta}(\bar{P}, \bar{Q}, \bar{S})$ may not satisfy Hyp. 9 (a') in case $\bar{P} \nsubseteq \bar{P} \nabla_{\bar{S}} \bar{Q}$. However, in case $\bar{F}$ is increasing or extensive in $\mathbf{T h}$. 10, the widening is used only when $\bar{P} \sqsubseteq \bar{Q}$ in which case Hyp. 9 ( $\mathrm{a}^{\prime}$ ) holds.

In conclusion, although widenings and dual-narrowing are different concepts, they are equivalent in the specific contexts considered in this Sect. 9.2.
Example 29. Observe that $\widetilde{\Delta}([a, b],[c, d], \bar{S})$ in Ex. 28 is a bounded widening.

## 10. Terminating extrapolators and interpolators

Extrapolators/interpolators $\mathbb{Z} \in\{\nabla, \widetilde{\nabla}, \Delta, \widetilde{\Delta}\}$ over/under-approximate the limit of increasing/decreasing chains by abstract induction. Terminating operators also enforce termination.
Enforcing termination by extrapolators/interpolators For terminating extrapolators/interpolator, the abstract iterates $\bar{X}^{0}, \ldots, \bar{X}^{i+1} \triangleq \bar{X}^{i} \boxtimes \bar{F}\left(\bar{X}^{i}\right), \ldots$ must be ultimately stationary at some rank $n \in \mathbb{N}$. Let us say that the widening $\nabla$ and dual-narrowing $\widetilde{\Delta}$ are increasing (since they operate on increasing chains $\left\langle\gamma\left(\bar{X}^{i}\right), i \in \mathbb{N}\right\rangle$ ) and, dually that the dual-widening $\widetilde{\nabla}$ and narrowing $\Delta$ are decreasing (since they operate on decreasing chains $\left\langle\gamma\left(\bar{X}^{i}\right), i \in \mathbb{N}\right\rangle$ ). Since we don't want to make hypotheses on the abstract transformer $\bar{F}$, we can consider abstract iterates of the form $\bar{X}^{0}, \ldots, \bar{X}^{i+1} \triangleq \bar{X}^{i} \boxtimes \bar{Y}^{i}, \ldots$ where $\left\langle\gamma\left(\bar{X}^{i}\right), i \in \mathbb{N}\right\rangle$ is a chain and $\left\langle\bar{Y}^{i}, i \in \mathbb{N}\right\rangle$ is arbitrary.
Definition 30 (Terminating extrapolator/interpolator). An increasing (resp. decreasing) extrapolator/interpolator $\mathbb{B} \in\{\nabla, \widetilde{\nabla}, \Delta, \widetilde{\Delta}\}$ such that $\mathbb{Z} \in \bar{D} \times \bar{D} \mapsto \bar{D}$ is terminating whenever for any chain $\left\langle\bar{X}^{i} \in \overline{\mathscr{D}}, i \in \mathbb{N}\right\rangle$ increasing (resp. decreasing) in the concrete and arbitrary sequence $\left\langle\bar{Y}^{i} \in \overline{\mathscr{D}}\right.$, $i \in \mathbb{N}\rangle$, the sequence $\bar{X}^{0}, \ldots, \bar{X}^{i+1} \triangleq \bar{X}^{i} \otimes \bar{Y}^{i}, \ldots$ is ultimately stationary at some rank $n \in \mathbb{N}$.

The interval widenings of Ex. 5 and narrowing of Ex. 15 are all terminating.
Definition 31 (Terminating bounded interpolation operator). An increasing (resp. decreasing) interpolator $\mathbb{B} \in\{\Delta, \widetilde{\Delta}\}$ such that $\mathbb{Z} \in \overline{\mathscr{D}} \times \overline{\mathscr{D}} \times \overline{\mathscr{D}} \mapsto \overline{\mathscr{D}}$ is terminating whenever for any chain
$\left\langle\bar{Y}^{i} \in \overline{\mathscr{D}}, i \in \mathbb{N}\right\rangle$ increasing (resp. decreasing) in the concrete and bound $\bar{S} \in \overline{\mathscr{D}}$, the sequence $\bar{X}^{0}=\bar{Y}^{0}, \ldots, \bar{X}^{i+1}=\mathbb{X}\left(\bar{X}^{i}, \bar{Y}^{i}, \bar{S}\right)^{12}, \ldots$ is ultimately stationary at some rank $n \in \mathbb{N}$.
Example 32. The dual-narrowing of Ex. 16 bounded by $[-\infty, h]$ or $[\ell,+\infty]$ is not terminating. The bounded interval dual-narrowing of $E x .17$ is terminating but convergence may be slow.

## 11. Fixpoint over-approximation strategy

Given a concrete fixpoint $\mathbf{l f}{ }_{\perp}^{\subseteq} F$ of a concrete increasing operator $F \in \mathscr{D} \mapsto \mathscr{D}$ on a partially ordered concrete domain $\langle\mathscr{D}, \subseteq, \perp, \cup\rangle$ such that $\mathbf{l f p}_{\perp} \subseteq F=\bigcup_{\delta \in \mathbb{O}} F^{\delta}(\perp)$ does exist, the static analysis problem is to effectively compute an over approximation of this fixpoint. The abstraction method consists in designing a pre-ordered abstract domain $\langle\overline{\mathscr{D}}, \sqsubseteq, \bar{\perp}, \sqcup\rangle$, an abstract transformer $\bar{F} \in \overline{\mathscr{D}} \mapsto \overline{\mathscr{D}}$, and an increasing concretization function $\gamma \in \overline{\mathscr{D}} \mapsto \mathscr{D}$ satisfying the semicommutation condition $F \circ \gamma \subseteq \gamma \circ \bar{F}$, pointwise. We obtain the fixpoint over-approximation by the following successive over-approximations, the first two ones (A) and (B) being classical, as illustrated in Fig. 3.


Fig. 3. Successive extrapolations and interpolations
Algorithm 33 (Fixpoint over-approximation by successive extrapolations and interpolations). Input $\bar{F} \in \overline{\mathscr{D}} \mapsto \overline{\mathscr{D}}$ and $\bar{D} \in \overline{\mathscr{D}}$ on a pre-order $\langle\bar{D}, \sqsubseteq\rangle$. Define $\bar{X} \equiv \bar{Y} \triangleq \bar{X} \sqsubseteq \bar{Y} \wedge \bar{X} \sqsupseteq \bar{Y}$.
(A) Using a terminating widening $\nabla \in \overline{\mathscr{D}} \times \overline{\mathscr{D}} \mapsto \overline{\mathscr{D}}$, compute the iterates $\bar{X}^{0} \triangleq \bar{D}, \ldots, \bar{X}^{k+1} \triangleq$ $\bar{X}^{k} \nabla \bar{F}\left(\bar{X}^{k}\right)$ until convergence $\bar{X}^{n+1} \equiv \bar{X}^{n}$ at some rank $n^{13,14}$
(B) If $\bar{F}\left(\bar{X}^{n}\right) \not \equiv \bar{X}^{n}$ then compute the iterates $\bar{Y}^{0} \triangleq \bar{X}^{n}, \ldots, \bar{Y}^{k+1} \triangleq \bar{Y}^{k} \Delta \bar{F}\left(\bar{Y}^{k}\right)$ with terminating narrowing $\Delta \in \overline{\mathscr{D}} \times \overline{\mathscr{D}} \mapsto \overline{\mathscr{D}}$, until convergence $\bar{Y}^{m+1} \equiv \bar{Y}^{m}$ at some rank $m$. Otherwise $\bar{F}\left(\bar{X}^{n}\right) \equiv \bar{X}^{n}$ so skip this step (B) with $\bar{Y}^{m} \triangleq \bar{X}^{n}$.
(C) Using a terminating dual-narrowing $\widetilde{\Delta} \in \overline{\mathscr{D}} \times \overline{\mathscr{D}} \mapsto \overline{\mathscr{D}}$, compute the iterates $\bar{Z}^{0} \triangleq \bar{D}, \ldots$, $\bar{Z}^{k+1} \triangleq \bar{F}\left(\bar{Z}^{k}\right) \widetilde{\nabla} \bar{Y}^{m}$ until reaching $\bar{Z}^{p+1} \equiv \bar{Z}^{p}$ at some rank $p$.
Optionally, if $F\left(\gamma\left(\bar{Z}^{p}\right)\right) \subseteq \gamma\left(\bar{Z}^{p}\right)$ and $\bar{Z}^{p} \not \equiv \bar{Y}^{m}$, repeat the interpolation steps (B) and (C) from $\bar{X}^{\prime n} \triangleq \bar{Z}^{p} \Delta^{\prime} \bar{Y}^{m}$ (where $\Delta^{\prime}$ is a terminating narrowing satisfying Hyp. 14 (a)) until convergence to $\bar{Z}^{p} \Delta^{\prime} \bar{Y}^{m} \equiv \bar{Y}^{m 15}$. If $F\left(\gamma\left(\bar{Z}^{p}\right)\right) \subseteq \gamma\left(\bar{Z}^{p}\right)$ then return $\bar{Z}^{p}$ else $\bar{Z}^{p} \triangleq \bar{Y}^{m}$ (no improvement).
$\overline{{ }^{12} \bar{X}^{i+1}=\bar{Y}^{i} \mathbb{X}} \bar{S}$ for binary interpolators $\mathbb{Z} \in \overline{\mathscr{D}} \times \overline{\mathscr{D}} \mapsto \overline{\mathscr{D}}$.
${ }^{13}$ As shown by Fig. 3, checking that $\bar{F}\left(\bar{F}\left(\bar{X}^{n}\right)\right) \sqsubseteq \bar{F}\left(\bar{X}^{n}\right)$ might sometimes avoid a last useless widening but Alg. 33 (A) follows the classical iteration method [20].
${ }^{14}$ The traditional termination condition of reaching a post-fixpoint $\bar{F}\left(\bar{X}^{n}\right) \sqsubseteq \bar{X}^{n}$ is obtained by $\bar{X} \nabla^{\prime} \bar{Y} \triangleq(\bar{Y} \sqsubseteq \bar{X}$ ə $\bar{X} \circ \bar{X} \nabla \bar{Y})$.
${ }^{15}$ In case of static checking (Sect. 12.) of a specification $\bar{S}$, one can stop as soon as $\bar{Z}^{p} \sqsubseteq \bar{S}$. Otherwise, one can also restart at (A) with the new specification $\bar{S} \triangleq \bar{Z}^{p}$, see Th. 36 .

Theorem 34 (Soundness and termination of Alg. 33). Let $\langle\mathscr{D}, \subseteq, \cup\rangle$ be a poset, $F \in \mathscr{D} \mapsto \mathscr{D}$ be increasing, $D \in \mathscr{D}$ be such that $D \subseteq F(D)$, and the concrete iterates $X^{0} \triangleq D, X^{\delta+1} \triangleq F\left(X^{\delta}\right)$ for successor ordinals, and $X^{\lambda} \triangleq \bigcup_{\beta<\lambda} X^{\beta}$ for limit ordinals $\lambda$, be well defined in the poset $\langle\mathscr{D}, \subseteq, \cup\rangle$ (i.e. the lubs $\cup$ do exist).

Let the abstract domain $\langle\overline{\mathscr{D}}, \sqsubseteq\rangle$ be a pre-order, the concretization $\gamma \in \overline{\mathscr{D}} \mapsto \mathscr{D}$ be increasing, the abstract transformer be $\bar{F} \in \bar{D} \mapsto \bar{D}$ satisfying the pointwise semi-commutation condition $F \circ \gamma \dot{\subseteq} \gamma \circ \bar{F}$.

Let $\bar{D} \in \bar{D}$ be such that $D \subseteq \gamma(\bar{D})$ and $\forall \bar{X} \in \bar{D}:(\gamma(\bar{D}) \subseteq \gamma(\bar{X}) \wedge \gamma(\bar{F}(\bar{X})) \subseteq \gamma(\bar{X})) \Longrightarrow$ $(\gamma(\bar{D}) \subseteq \gamma(\bar{F}(\bar{X}))), \nabla \in \bar{D} \times \bar{D} \mapsto \bar{D}$ be a terminating widening satisfying Hyp. 9 (a), $\Delta \in$ $\overline{\mathscr{D}} \times \overline{\mathscr{D}} \mapsto \overline{\mathscr{D}}$ be a terminating narrowing satisfying Hyp. 14 (a) such that $\forall \bar{X} \in \overline{\mathscr{D}}:(\gamma(\bar{F}(\bar{X})) \subseteq$ $\gamma(\bar{X})) \Longrightarrow(\gamma(\bar{F}(\bar{X} \Delta \bar{F}(\bar{X}))) \subseteq \gamma(\bar{X} \Delta \bar{F}(\bar{X})))$, and $\widetilde{\Delta} \in \bar{D} \times \bar{D} \mapsto \bar{D}$ be a terminating dual-narrowing satisfying the order dual of Hyp. 14 (a).

Then static analysis Alg. 33 always terminates with a sound fixpoint over-approximation $\bar{Z}^{p}$ such that lfp $\boldsymbol{p}_{D}^{\subseteq} F \subseteq \gamma\left(\bar{Z}^{p}\right) \subseteq \gamma\left(\bar{Y}^{m}\right) \subseteq \gamma\left(\bar{X}^{n}\right)$.

Given an abstract specification $\bar{S} \in \overline{\mathscr{D}}$, if $\gamma\left(\bar{Z}^{p}\right) \subseteq \gamma(\bar{S})$ (which is implied by $\bar{Z}^{p} \sqsubseteq \bar{S}$ ) then lf $\boldsymbol{p}_{D}^{\subseteq} F \subseteq \gamma(\bar{S})$ else it is unknown whether the specification holds.
Note 35 (Skipping phases). As suggested by Fig. 2, phase (A) of Alg. 33 can be skipped by starting directly with (B) from the supremum $\bar{X}^{n}=\overline{\mathrm{T}}$ of $\overline{\mathscr{D}}$ (or a given specification, see Sect. 12.). Phase (B) will then over-approximate $\mathrm{gfp}_{\overline{\mathrm{T}}}^{\sqsubseteq} \bar{F}$ (which is imprecise in general). Phase (A) of Alg. 33 is useful to provide an initial over-approximation of $\operatorname{gfp}_{\bar{X}^{n}} \bar{F}$, which, in general, is below $\mathbf{g f p}_{\bar{T}}^{\sqsubseteq} \bar{F}$. The narrowing iteration (B) of Alg. 33 can also be skipped by choosing $Y \triangle X \triangleq X$. Both phases (A) and (B) of Alg. 33 can be skipped by starting (C) with an abstract specification $\bar{S} \in \overline{\mathscr{D}}$.

## 12. Static verification, checking, and analysis

The static inductive proof $\exists \bar{I} \in \bar{D}: \bar{F}(\bar{I}) \sqsubseteq \bar{I} \wedge \bar{I} \sqsubseteq \bar{S}$ can be done in various forms.
(a) In static verification by deductive verification methods, the induction hypothesis $\bar{I}$ is provided by the end-user so that the problem is to generate and check the verification condition $\bar{F}(\bar{I}) \sqsubseteq$ $\bar{I} \wedge \bar{I} \sqsubseteq \bar{S}$.
(b) In static checking, the induction hypothesis $\bar{I}$ must be automatically inferred from the transformer $\bar{F}$ and the specification $\bar{S}$ (and also checked to satisfy the verification condition $\bar{F}(\bar{I}) \sqsubseteq$ $\bar{I} \wedge \bar{I} \sqsubseteq \bar{S})$.
(c) In static analysis, the induction hypothesis $\bar{I}$ must be automatically inferred from the transformer $\bar{F}$ (independently of a particular specification $\bar{S}$ ) and checked to satisfy the verification $\bar{F}(\bar{I}) \sqsubseteq \bar{I}$. Then later, when a specification $\bar{S}$ is given, it remains to check that $\bar{I} \sqsubseteq \bar{S}$.
Of course static verification (a) such as Boogie [5], ESC/Java [39,40], Dafny [53], etc is a subproblem of static checking/analysis since it consists in proving an implication only. There is no essential difference between static analysis (c) and static checking (b).

- Static analysis (c) is static checking (b) where the specification $\bar{S}=\overline{\mathrm{T}}$ is the always true i.e. $\forall \bar{I}: \bar{I} \sqsubseteq \overline{\mathrm{~T}}$.
- Static checking (b) is static analysis (c) in the abstract domain $\overline{\mathscr{D}}^{\prime} \triangleq\{P \in \overline{\mathscr{D}} \mid P \sqsubseteq \bar{S}\}$. The idea is therefore to assume that the specification $\bar{S}$ does hold and to calculate by Alg. 33 a more precise inductive fixpoint over-approximation $\bar{Z}^{p}$ in $\overline{\mathscr{D}}^{\prime}$. Upon termination it remains to check that the fixpoint over-approximation $\bar{Z}^{p}$ is inductive and stronger than the specification $\bar{S}$ in $\bar{D}$.
The following Th. 36 shows that static checking can be reduced to a static analysis by Alg. 33 using a widening and transformers bounded by the specification (so that the specification is assumed to hold), to infer a conditionally sound invariant, and then checking that the invariant is inductive. Theorem 36 (Static checking). Assume the hypotheses of Th. 34. Let $\bar{S} \in \overline{\mathscr{D}}$ be a (non-inductive) abstract specification, define $\overline{\mathscr{D}}^{\prime} \triangleq\{P \in \overline{\mathscr{D}} \mid \gamma(P) \subseteq \gamma(\bar{S})\}$, and let $\bar{D} \in \overline{\mathscr{D}}^{\prime}$ such that $D \subseteq$
$\gamma(\bar{D}) \subseteq \gamma(\bar{S})$ and $\gamma(\bar{F}(\bar{S})) \nsubseteq \gamma(\bar{S})^{16}$. Let $\bar{Z}^{\prime p}$ be the result of Alg. 33 applied to the restriction $\bar{F}^{\prime}(\bar{X}) \triangleq\left(\gamma(\bar{F}(\bar{X})) \subseteq \gamma(\bar{S})\right.$ る $\bar{F}(\bar{X})$ 。 $\bar{S} \rrbracket$ of $\bar{F}$ to $\overline{\mathscr{D}}^{\prime}$, with bounded widening $\bar{X} \nabla^{\prime} \bar{Y} \triangleq \llbracket \bar{X} \nabla \bar{Y} \sqsubseteq$ $\bar{S}$ ə $\bar{X} \nabla \bar{Y} \circ \bar{S} \rrbracket$ restricting widening $\nabla$ satisfying Hyp. 9 (a) to $\overline{\mathscr{D}}^{\prime}$, and same narrowing satisfying Hyp. 14 (a) and same dual-narrowing satisfying the dual of Hyp. 14 (a). If $F\left(\gamma\left(\bar{Z}^{\prime p}\right)\right) \subseteq \gamma\left(\bar{Z}^{\prime p}\right)$ (which is implied by $\bar{F}\left(\bar{Z}^{\prime p}\right) \sqsubseteq \bar{Z}^{\prime p}$ ) then $\boldsymbol{l f} \boldsymbol{p}_{D}^{\subseteq} F \subseteq \gamma(\bar{S})$.


## 13. Discussion

The proposal of [45] is to iterate the widening (A) and narrowing (B) phases of Alg. 33 to get a sequence of results $\bar{Y}_{i}^{m_{i}}, i=1, \ldots, k$ and to return their intersection $\prod_{i=1}^{k} \bar{Y}_{i}^{m_{i}}$. After each widening/narrowing phase, the result $\bar{Y}_{i}^{m_{i}}$ is heuristically perturbated (after observing the origin of the imprecision of the widening) to get a $\sqsubseteq$-smaller value $\bar{D}$ used to restart with the next widening/narrowing phase. One such heuristic perturbation can be done by considering the dualnarrowing $\left(\prod_{j=1}^{i-1} \bar{Y}_{j}^{m_{j}}\right) \widetilde{\triangle} \bar{Y}_{i}^{m_{i}}$ with the intersection of the previous iterates, which in general will not be one of the already explored iterates $\bar{Y}_{j}^{m_{j}}, j=1, \ldots, i$. However, by Th. 7, the widening is not increasing, so that, in contrast to the dual-narrowing phase (C) of Alg. 33, there is no guarantee of improvement after a perturbation, whichever perturbation method is chosen.

If $\nabla$ is a widening and $\widetilde{\triangle}$ is a dual-narrowing on an abstract pre-ordered domain $\langle\bar{D}, \sqsubseteq\rangle$, and the widening overshoots the specification, then $P \nabla^{\prime} Q \triangleq Q \widetilde{\Delta}(P \nabla Q)$ is a more precise widening (although termination might be lost). This is the essence of [44] where the dual-narrowing is by interpolation.

Following [58], let us compare widening (extrapolation) versus interpolation (narrowing/dualnarrowing), more precisely, Alg. 33 (A) and (B) on any abstract domain $\overline{\mathscr{D}}$ versus Alg. 33 (C) alone on the abstract domain $\langle$ FOL,$\Longrightarrow\rangle$ of first-order predicates pre-ordered FOL by implication $\Longrightarrow$ with Craig interpolation as dual-narrowing.

- It can be argued that Alg. 33 (A) and (B) uses a weak/inexpressive abstract domain with efficient representations and small search space while Alg. 33 (c) uses a strong/expressive abstract domain $\langle\mathrm{FOL}, \Longrightarrow\rangle$ with generic representations and large search space. In fact both approaches rely on an abstract domain, with loss of information, and this choice is independent of the chosen iteration method. For example [29] shows that combinations of theories in SMT solvers are reduced products of abstract domains (just lacking extrapolation and interpolation operators). Some theories in SMT solvers rely on specific internal representations for efficiency (like affine inequalities).
- The transformers $F$ (and $\bar{F}$ ) can be weakest pre- or strongest post-conditions (and their abstraction). The fact that the equivalence formalized in the concrete by the Galois connection $\langle\mathscr{D}$, $\subseteq\rangle \underset{\text { post }[\tau]}{\stackrel{\widetilde{\operatorname{Pre}}[\tau]}{\leftrightarrows}}\langle\mathscr{D}, \subseteq\rangle$ is preserved in the abstract depends on the abstract domain not on the convergence acceleration method (widening, narrowing, and duals).
- The decision to abstract to (relational) invariants or sets of computation histories is part of the choice of the abstract domain. For example trace-based abstraction [21,9] and trace partitioning [63] can lift any abstraction to reason by case analysis on computation histories.
- Incompleteness comes from the choice of the abstract domain and the extrapolation/interpolation operators. The abstraction is fundamentally incomplete by undecidability. Extrapolation itself is not necessarily non-terminating and incomplete. A counter-example is abstract acceleration where the abstract fixpoint can be computed exactly [50].
- Ockham's razor (lex parsimoniae) can be made part of the definition of the abstract transformer and the extrapolation/interpolation operators. As pointed out in [24], it is always possible to introduce simplification heuristics e.g. by using $\lambda X \cdot X \nabla \bar{F}(X)$ or it's $n$-unrolling version

[^5]$\lambda X \cdot\left(\ldots\left((X \nabla \bar{F}(X)) \nabla \bar{F}^{2}(X)\right) \ldots \nabla \bar{F}^{n}(X)\right)$ where the local widening $\nabla$ performs heuristic simplifications or to approximate the transformer based on interpolation e.g. by using $\lambda X \cdot \bar{F}(X) \widetilde{\triangle} \bar{S}$ as proposed in [56]. Notice that the main contribution to get a simplified transformer $\bar{F} \in \overline{\mathscr{D}} \mapsto \overline{\mathscr{D}}$ is through the careful design of the abstract domain $\overline{\mathscr{D}}$ (and, up to the machine representation of abstract properties in $\overline{\mathscr{D}}$, one can always perform exactly the same static analysis in the concrete domain $\mathscr{D}$ using a widening on $\mathscr{D}$ [22]).

## 14. Conclusion

The unifying of apparently diverging points of view on extrapolation and interpolation in the abstract interpretation theory leaves opened the question of which part of the fixpoint overapproximation strategy of Sect. 11. should be used. Obviously. using only one phase is imprecise while iterating three successive phases in Alg. 33 will be costly. In our opinion this depends on how close the specification $\bar{S}$ is from the inductive argument $\bar{I}$ to be calculated to do the proof $\bar{F}(\bar{I}) \sqsubseteq \bar{I} \sqsubseteq \bar{S}$ in the abstract. In [51, Sect. 2.5], James H. Morris and Ben Wegbreit observed that subgoal induction (which is a relational backward deductive positive induction method as shown in [15]) "can often be used to prove a loop's correctness directly from its input-output specification without the use of an invariant." or " with weaker-than-normal inductive assertions inside the loops.". Looking at their examples, one sees that the induction hypothesis $\bar{I}$ (is or is a very simple variant of) the specification $\bar{S}$ itself. This was also exploited by Dijsktra for calculational program design [32,33], and more recently in program checking by interpolation [56] and abductive inference [34]. Of course this favorable situation is more frequent for tiny programs than very large ones, in particular when the specification is very far from the inductive invariant.

Such a challenging example is the automatic inference of an interval in the following filter program, intervals being usually considered to be a very simple property.
typedef enum \{FALSE $=0$, TRUE $=1\}$ BOOLEAN; BOOLEAN INIT; float $\mathrm{P}, \mathrm{X}$;
void filter () \{ static float E[2], S[2];
if (INIT) $\{S[0]=X ; P=X ; E[0]=X ;\}$
else $\{P=((((0.5 * X)-(E[0] * 0.7))+(E[1] * 0.4))+(S[0] * 1.5))-(S[1] * 0.7)) ;\}$
$\mathrm{E}[1]=\mathrm{E}[0] ; \mathrm{E}[0]=\mathrm{X} ; \mathrm{S}[1]=\mathrm{S}[0] ; \mathrm{S}[0]=\mathrm{P}$;
$/ * S[0], \mathrm{S}[1]$ in $[\mathrm{l}, \mathrm{h}] * /\}$
void main () $\{\mathrm{X}=0.2 * \mathrm{X}+5$; INIT $=$ TRUE; $/ *$ simulated filter input $* /$
while (1) $\{X=0.9 * X+35$; filter (); INIT = FALSE; \} \}
The problem is to infer automatically maximal $l$ and minimal $h$ bounds such that $\mathrm{S}[0], \mathrm{S}[1] \in$ $[l, h]$ is invariant in the program. Because $l$ and $h$ are unknown in the invariant $S[0], S[1] \in$ [ $l, h]$, neither static verification nor static checking methods can be helpful. The full burden of finding the bounds, which is not easy, is entirely put by these methods on the end-users. But static analyzers, like Astrée [28,38], automatically infer that [l, h] $\subseteq[-1418.3753$, 1418.3753], with no user hint or interaction. This is challenging in purely syntactic domains such as $\langle\mathrm{FOL}, \Longrightarrow\rangle$.
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[^0]:    ${ }^{1} \mathbf{l f p}_{D}^{\subseteq} F$ is the $\subseteq$-least fixpoint of $F \subseteq$-greater than or equal $D$, if any. The least fixpoint of $F$, if any, is $\mathbf{l f p}^{\subseteq} F \triangleq \mathbf{l f}_{\perp}^{\subseteq} F$ where $\perp$ is the infimum of $\mathscr{D}$. $\mathbf{g f} \mathbf{p}_{D}^{\subseteq} F \triangleq \mathbf{l f p}_{D}^{\unrhd} F$ is dual.
    ${ }^{2}$ A variant, as found in strictness analysis [61] is $\operatorname{lfp}{ }^{\sqsubseteq} F \subseteq S$ where the computational order $\sqsubseteq$ is different from the approximation order/logical implication $\subseteq$ can be handled in a way similar to that proposed in this paper, see [23].
    ${ }^{3}$ The pre-order $\sqsubseteq$ is reflexive and transitive. Additionally, a partial order is antisymmetric.

[^1]:    ${ }^{4}$ A map $f \in P \mapsto Q$ of pre-order $\langle P, \sqsubseteq\rangle$ into pre-order $\langle Q, \leqslant\rangle$ is increasing if and only if $\forall x, y \in P: x \sqsubseteq y \Longrightarrow f(x) \leqslant f(y)$. In particular, a sequence $\left\langle X^{\delta}, \delta \in \mathbb{O}\right\rangle$, considered as a map $X \in \mathbb{O} \mapsto \mathscr{D}$ where $X^{\delta} \triangleq X(\delta)$, is increasing when $\beta \leqslant \delta \Longrightarrow X^{\beta} \subseteq X^{\delta}$. It is then called an increasing chain.

[^2]:    ${ }^{8}$ The conditional expression is $(\mathrm{tt}$ ว $a \circ b) \triangleq a$ and $(\mathrm{ff}$ ว $a \circ b) \triangleq b$.

[^3]:    ${ }^{9}$ We use ${ }^{-1}$ to denote the exchange of parameters as in the inverse of relations $r^{-1}(x, y)=$ $r(y, x)$, not as the inverse image of a function $f^{-1}(x, y)=\{z \mid f(z)=\langle x, y\rangle\}$.
    ${ }^{10}$ Thanks to reviewer 7 for pointing out that the semantic notions of amalgamation might be more adequate than the purely syntactic notion of Craig interpolation in this context. This (together with the related Robinson joint consistency property) remains to be explored [60].

[^4]:    ${ }^{11}$ Since $\gamma$ is increasing this is implied by $\forall \delta \in \mathbb{O}: \bar{F}\left(\bar{Y}^{\delta}\right) \sqsubseteq \bar{Y}^{\delta}$.

[^5]:    ${ }^{16}$ If $D \nsubseteq \gamma(\bar{S})$ the problem has no solution and if $\gamma(\bar{F}(\bar{S})) \subseteq \gamma(\bar{S})$ so $F(\gamma(\bar{S})) \subseteq \gamma(\bar{S})$ by semicommutativity, it is solved, two cases without any interest.

