# Optimisation et simulation numérique. 

## Lecture 1

## Today

- Convex optimization: introduction
- Course organization and other gory details...
- Convex sets, functions, basic definitions.


## Convex Optimization

## Convex Optimization

- How do we identify easy and hard problems?
- Convexity: why is it so important?
- Modeling: how do we recognize easy problems in real applications?
- Algorithms: how do we solve these problems in practice?


## Least squares (LS)

$$
\operatorname{minimize} \quad\|A x-b\|_{2}^{2}
$$

$A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^{m}$ are parameters; $x \in \mathbb{R}^{n}$ is variable

- Complete theory (existence \& uniqueness, sensitivity analysis . . .)
- Several algorithms compute (global) solution reliably
- We can solve dense problems with $n=1000$ vbles, $m=10000$ terms

■ By exploiting structure (e.g., sparsity) can solve far larger problems
. . . LS is a (widely used) technology

## Linear program (LP)

$$
\begin{array}{ll}
\operatorname{minimize} & c^{T} x \\
\text { subject to } & a_{i}^{T} x \leq b_{i}, \quad i=1, \ldots, m
\end{array}
$$

$c, a_{i} \in \mathbb{R}^{n}$ are parameters; $x \in \mathbb{R}^{n}$ is variable

- Nearly complete theory (existence \& uniqueness, sensitivity analysis . . . )
- Several algorithms compute (global) solution reliably
- Can solve dense problems with $n=1000$ vbles, $m=10000$ constraints

■ By exploiting structure (e.g., sparsity) can solve far larger problems
. . . LP is a (widely used) technology

## Quadratic program (QP)

```
minimize \(\quad\|F x-g\|_{2}^{2}\)
subject to \(\quad a_{i}^{T} x \leq b_{i}, \quad i=1, \ldots, m\)
```

- Combination of LS \& LP
- Same story . . QP is a technology
- Reliability: Programmed on chips to solve real-time problems
- Classic application: portfolio optimization


## The bad news

- LS, LP, and QP are exceptions
- Most optimization problems, even some very simple looking ones, are intractable
- The objective of this class is to show you how to recognize the nice ones. . .
- Many, many applications across all fields. . .


## Polynomial minimization

$$
\operatorname{minimize} \quad p(x)
$$

$p$ is polynomial of degree $d ; x \in \mathbb{R}^{n}$ is variable

- Except for special cases (e.g., $d=2$ ) this is a very difficult problem
- Even sparse problems with size $n=20, d=10$ are essentially intractable
- All algorithms known to solve this problem require effort exponential in $n$


## What makes a problem easy or hard?

Classical view:

- linear is easy
- nonlinear is hard(er)


## What makes a problem easy or hard?

Emerging (and correct) view:
. . . the great watershed in optimization isn't between linearity and nonlinearity, but convexity and nonconvexity.

- R. Rockafellar, SIAM Review 1993


## Convex optimization

$$
\begin{array}{ll}
\operatorname{minimize} & f_{0}(x) \\
\text { subject to } & f_{1}(x) \leq 0, \ldots, f_{m}(x) \leq 0
\end{array}
$$

$x \in \mathbb{R}^{n}$ is optimization variable; $f_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ are convex:

$$
f_{i}(\lambda x+(1-\lambda) y) \leq \lambda f_{i}(x)+(1-\lambda) f_{i}(y)
$$

for all $x, y, 0 \leq \lambda \leq 1$

- includes LS, LP, QP, and many others
- like LS, LP, and QP, convex problems are fundamentally tractable


## Convex Optimization

A brief history. . .

- The field is about 50 years old.
- Starts with the work of Von Neumann, Kuhn and Tucker, etc
- Explodes in the 60's with the advent of "relatively" cheap and efficient computers. . .
- Key to all this: fast linear algebra
- Some of the theory developed before computers even existed. . .


## Convex optimization: history

- Convexity $\Longrightarrow$ low complexity:
"... In fact the great watershed in optimization isn't between linearity and nonlinearity, but convexity and nonconvexity." T. Rockafellar.
- True: Nemirovskii and Yudin [1979].
- Very true: Karmarkar [1984].

■ Seriously true: convex programming, Nesterov and Nemirovskii [1994].

## Standard convex complexity analysis

- All convex minimization problems with: a first order oracle (returning $f(x)$ and a subgradient) can be solved in polynomial time in size and number of precision digits.
- Proved using the ellipsoid method by Nemirovskii and Yudin [1979].
- Very slow convergence in practice.


## Linear Programming

- Simplex algorithm by Dantzig (1949): exponential worst-case complexity, very efficient in most cases.
- Khachiyan [1979] then used the ellipsoid method to show the polynomial complexity of LP.
- Karmarkar [1984] describes the first efficient polynomial time algorithm for LP, using interior point methods.


## From LP to structured convex programs

- Nesterov and Nemirovskii [1994] show that the interior point methods used for LPs can be applied to a larger class of structured convex problems.
- The self-concordance analysis that they introduce extends the polynomial time complexity proof for LPs.
- Most operations that preserve convexity also preserve self-concordance.
- The complexity of a certain number of elementary problems can be directly extended to a much wider class.


## Symmetric cone programs

- An important particular case: linear programming on symmetric cones

$$
\begin{array}{ll}
\operatorname{minimize} & c^{T} x \\
\text { subject to } & A x-b \in \mathcal{K}
\end{array}
$$

- These include the LP, second-order (Lorentz) and semidefinite cone:

$$
\begin{array}{ll}
\text { LP: } & \left\{x \in \mathbb{R}^{n}: x \geq 0\right\} \\
\text { Second order: } & \left\{(x, y) \in \mathbb{R}^{n} \times \mathbb{R}:\|x\| \leq y\right\} \\
\text { Semidefinite: } & \left\{X \in \mathbf{S}^{n}: X \succeq 0\right\}
\end{array}
$$

- Again, the class of problems that can be represented using these cones is extremely vast.


## Course Organization

## Course Plan

- Convex analysis \& modeling
- Duality
- Algorithms: interior point methods, first order methods.
- Applications


## Grading

Course website with lecture notes, homework, etc.
http://www.cmap.polytechnique.fr/~aspremon/MathSVM2.html

- A few homeworks, will be posted online.
- Final exam: TBD


## Short blurb

■ Contact info on http://www.cmap.polytechnique.fr/~aspremon

- Email: alexandre.daspremont@m4x.org
- Dual PhDs: Ecole Polytechnique \& Stanford University

■ Interests: Optimization, machine learning, statistics \& finance.

Recruiting PhD students starting next year. Full ERC funding for 3 years.

## References

- All lecture notes will be posted online
- Textbook: Convex Optimization by Lieven Vandenberghe and Stephen Boyd, available online at:
http://www.stanford.edu/~boyd/cvxbook/
- See also Ben-Tal and Nemirovski [2001], "Lectures On Modern Convex Optimization: Analysis, Algorithms, And Engineering Applications", SIAM.
http://www2.isye.gatech.edu/~nemirovs/

■ Nesterov [2003], "Introductory Lectures on Convex Optimization", Springer.

- Nesterov and Nemirovskii [1994], "Interior Point Polynomial Algorithms in Convex Programming", SIAM.


## Convex Sets

## Convex Sets

- affine and convex sets
- some important examples
- operations that preserve convexity
- generalized inequalities
- separating and supporting hyperplanes
- dual cones and generalized inequalities


## Affine set

line through $x_{1}, x_{2}$ : all points

$$
x=\theta x_{1}+(1-\theta) x_{2} \quad(\theta \in \mathbb{R})
$$

affine set: contains the line through any two distinct points in the set
example: solution set of linear equations $\{x \mid A x=b\}$

## Convex set

line segment between $x_{1}$ and $x_{2}$ : all points

$$
x=\theta x_{1}+(1-\theta) x_{2}
$$

with $0 \leq \theta \leq 1$
convex set: contains line segment between any two points in the set

$$
x_{1}, x_{2} \in C, \quad 0 \leq \theta \leq 1 \quad \Longrightarrow \quad \theta x_{1}+(1-\theta) x_{2} \in C
$$

examples (one convex, two nonconvex sets)


## Convex combination and convex hull

convex combination of $x_{1}, \ldots, x_{k}$ : any point $x$ of the form

$$
x=\theta_{1} x_{1}+\theta_{2} x_{2}+\cdots+\theta_{k} x_{k}
$$

with $\theta_{1}+\cdots+\theta_{k}=1, \theta_{i} \geq 0$
convex hull $\operatorname{Co} S$ : set of all convex combinations of points in $S$


## Convex cone

conic (nonnegative) combination of $x_{1}$ and $x_{2}$ : any point of the form

$$
x=\theta_{1} x_{1}+\theta_{2} x_{2}
$$

with $\theta_{1} \geq 0, \theta_{2} \geq 0$

convex cone: set that contains all conic combinations of points in the set

## Hyperplanes and halfspaces

hyperplane: set of the form $\left\{x \mid a^{T} x=b\right\}(a \neq 0)$

halfspace: set of the form $\left\{x \mid a^{T} x \leq b\right\} \quad(a \neq 0)$


- $a$ is the normal vector
- hyperplanes are affine and convex; halfspaces are convex


## Euclidean balls and ellipsoids

(Euclidean) ball with center $x_{c}$ and radius $r$ :

$$
B\left(x_{c}, r\right)=\left\{x \mid\left\|x-x_{c}\right\|_{2} \leq r\right\}=\left\{x_{c}+r u \mid\|u\|_{2} \leq 1\right\}
$$

ellipsoid: set of the form

$$
\left\{x \mid\left(x-x_{c}\right)^{T} P^{-1}\left(x-x_{c}\right) \leq 1\right\}
$$

with $P \in \mathbf{S}_{++}^{n}$ (i.e., $P$ symmetric positive definite)

other representation: $\left\{x_{c}+A u \mid\|u\|_{2} \leq 1\right\}$ with $A$ square and nonsingular

## Norm balls and norm cones

norm: a function $\|\cdot\|$ that satisfies

- $\|x\| \geq 0 ;\|x\|=0$ if and only if $x=0$
- $\|t x\|=|t|\|x\|$ for $t \in \mathbb{R}$
- $\|x+y\| \leq\|x\|+\|y\|$
notation: $\|\cdot\|$ is general (unspecified) norm; $\|\cdot\|_{\text {symb }}$ is particular norm norm ball with center $x_{c}$ and radius $r:\left\{x \mid\left\|x-x_{c}\right\| \leq r\right\}$
norm cone: $\{(x, t) \mid\|x\| \leq t\}$
Euclidean norm cone is called secondorder cone

norm balls and cones are convex


## Polyhedra

solution set of finitely many linear inequalities and equalities

$$
A x \preceq b, \quad C x=d
$$

$\left(A \in \mathbb{R}^{m \times n}, C \in \mathbb{R}^{p \times n}, \preceq\right.$ is componentwise inequality)

polyhedron is intersection of finite number of halfspaces and hyperplanes

## Positive semidefinite cone

## notation:

- $\mathbf{S}^{n}$ is set of symmetric $n \times n$ matrices
- $\mathbf{S}_{+}^{n}=\left\{X \in \mathbf{S}^{n} \mid X \succeq 0\right\}$ : positive semidefinite $n \times n$ matrices

$$
X \in \mathbf{S}_{+}^{n} \quad \Longleftrightarrow \quad z^{T} X z \geq 0 \text { for all } z
$$

$\mathbf{S}_{+}^{n}$ is a convex cone

- $\mathbf{S}_{++}^{n}=\left\{X \in \mathbf{S}^{n} \mid X \succ 0\right\}:$ positive definite $n \times n$ matrices
example: $\left[\begin{array}{ll}x & y \\ y & z\end{array}\right] \in \mathbf{S}_{+}^{2}$



## Operations that preserve convexity

practical methods for establishing convexity of a set $C$

1. apply definition

$$
x_{1}, x_{2} \in C, \quad 0 \leq \theta \leq 1 \quad \Longrightarrow \quad \theta x_{1}+(1-\theta) x_{2} \in C
$$

2. show that $C$ is obtained from simple convex sets (hyperplanes, halfspaces, norm balls, ...) by operations that preserve convexity

- intersection
- affine functions
- perspective function
- linear-fractional functions


## Intersection

the intersection of (any number of) convex sets is convex

## example:

$$
S=\left\{x \in \mathbb{R}^{m}| | p(t) \mid \leq 1 \text { for }|t| \leq \pi / 3\right\}
$$

where $p(t)=x_{1} \cos t+x_{2} \cos 2 t+\cdots+x_{m} \cos m t$
for $m=2$ :



## Affine function

suppose $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is affine $\left(f(x)=A x+b\right.$ with $\left.A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^{m}\right)$

- the image of a convex set under $f$ is convex

$$
S \subseteq \mathbb{R}^{n} \text { convex } \quad \Longrightarrow \quad f(S)=\{f(x) \mid x \in S\} \text { convex }
$$

- the inverse image $f^{-1}(C)$ of a convex set under $f$ is convex

$$
C \subseteq \mathbb{R}^{m} \text { convex } \quad \Longrightarrow \quad f^{-1}(C)=\left\{x \in \mathbb{R}^{n} \mid f(x) \in C\right\} \text { convex }
$$

## examples

- scaling, translation, projection

■ solution set of linear matrix inequality $\left\{x \mid x_{1} A_{1}+\cdots+x_{m} A_{m} \preceq B\right\}$ (with $A_{i}, B \in \mathbf{S}^{p}$ )

- hyperbolic cone $\left\{x \mid x^{T} P x \leq\left(c^{T} x\right)^{2}, c^{T} x \geq 0\right\}$ (with $P \in \mathbf{S}_{+}^{n}$ )


## Perspective and linear-fractional function

perspective function $P: \mathbb{R}^{n+1} \rightarrow \mathbb{R}^{n}$ :

$$
P(x, t)=x / t, \quad \operatorname{dom} P=\{(x, t) \mid t>0\}
$$

images and inverse images of convex sets under perspective are convex
linear-fractional function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ :

$$
f(x)=\frac{A x+b}{c^{T} x+d}, \quad \operatorname{dom} f=\left\{x \mid c^{T} x+d>0\right\}
$$

images and inverse images of convex sets under linear-fractional functions are convex
example of a linear-fractional function

$$
f(x)=\frac{1}{x_{1}+x_{2}+1} x
$$



## Generalized inequalities

a convex cone $K \subseteq \mathbb{R}^{n}$ is a proper cone if

- $K$ is closed (contains its boundary)
- $K$ is solid (has nonempty interior)
- $K$ is pointed (contains no line)


## examples

- nonnegative orthant $K=\mathbb{R}_{+}^{n}=\left\{x \in \mathbb{R}^{n} \mid x_{i} \geq 0, i=1, \ldots, n\right\}$
- positive semidefinite cone $K=\mathbf{S}_{+}^{n}$
- nonnegative polynomials on $[0,1]$ :

$$
K=\left\{x \in \mathbb{R}^{n} \mid x_{1}+x_{2} t+x_{3} t^{2}+\cdots+x_{n} t^{n-1} \geq 0 \text { for } t \in[0,1]\right\}
$$

generalized inequality defined by a proper cone $K$ :

$$
x \preceq_{K} y \quad \Longleftrightarrow \quad y-x \in K, \quad x \prec_{K} y \quad \Longleftrightarrow \quad y-x \in \operatorname{int} K
$$

## examples

- componentwise inequality $\left(K=\mathbb{R}_{+}^{n}\right)$

$$
x \preceq_{\mathbf{R}_{+}^{n}} y \quad \Longleftrightarrow \quad x_{i} \leq y_{i}, \quad i=1, \ldots, n
$$

- matrix inequality $\left(K=\mathbf{S}_{+}^{n}\right)$

$$
X \preceq \mathbf{S}_{+}^{n} Y \quad \Longleftrightarrow \quad Y-X \text { positive semidefinite }
$$

these two types are so common that we drop the subscript in $\preceq_{K}$ properties: many properties of $\preceq_{K}$ are similar to $\leq$ on $\mathbb{R}$, e.g.,

$$
x \preceq_{K} y, \quad u \preceq_{K} v \quad \Longrightarrow \quad x+u \preceq_{K} y+v
$$

## Minimum and minimal elements

$\preceq_{K}$ is not in general a linear ordering: we can have $x \preceq_{K} y$ and $y \preceq_{K} x$
$x \in S$ is the minimum element of $S$ with respect to $\preceq_{K}$ if

$$
y \in S \quad \Longrightarrow \quad x \preceq_{K} y
$$

$x \in S$ is a minimal element of $S$ with respect to $\preceq_{K}$ if

$$
y \in S, \quad y \preceq_{K} x \quad \Longrightarrow \quad y=x
$$

example ( $K=\mathbb{R}_{+}^{2}$ )
$x_{1}$ is the minimum element of $S_{1}$
$x_{2}$ is a minimal element of $S_{2}$


## Separating hyperplane theorem

if $C$ and $D$ are disjoint convex sets, then there exists $a \neq 0, b$ such that

$$
a^{T} x \leq b \text { for } x \in C, \quad a^{T} x \geq b \text { for } x \in D
$$


the hyperplane $\left\{x \mid a^{T} x=b\right\}$ separates $C$ and $D$
strict separation requires additional assumptions (e.g., $C$ is closed, $D$ is a singleton)

## Supporting hyperplane theorem

supporting hyperplane to set $C$ at boundary point $x_{0}$ :

$$
\left\{x \mid a^{T} x=a^{T} x_{0}\right\}
$$

where $a \neq 0$ and $a^{T} x \leq a^{T} x_{0}$ for all $x \in C$

supporting hyperplane theorem: if $C$ is convex, then there exists a supporting hyperplane at every boundary point of $C$

## Dual cones and generalized inequalities

dual cone of a cone $K$ :

$$
K^{*}=\left\{y \mid y^{T} x \geq 0 \text { for all } x \in K\right\}
$$

examples

- $K=\mathbb{R}_{+}^{n}: K^{*}=\mathbb{R}_{+}^{n}$
- $K=\mathbf{S}_{+}^{n}: K^{*}=\mathbf{S}_{+}^{n}$
- $K=\left\{(x, t) \mid\|x\|_{2} \leq t\right\}: K^{*}=\left\{(x, t) \mid\|x\|_{2} \leq t\right\}$
- $K=\left\{(x, t) \mid\|x\|_{1} \leq t\right\}: K^{*}=\left\{(x, t) \mid\|x\|_{\infty} \leq t\right\}$
first three examples are self-dual cones dual cones of proper cones are proper, hence define generalized inequalities:

$$
y \succeq_{K^{*} 0} \quad \Longleftrightarrow \quad y^{T} x \geq 0 \text { for all } x \succeq_{K} 0
$$

## Minimum and minimal elements via dual inequalities

minimum element w.r.t. $\preceq_{K}$
$x$ is minimum element of $S$ iff for all $\lambda \succ_{K^{*}} 0, x$ is the unique minimizer of $\lambda^{T} z$ over $S$
minimal element w.r.t. $\preceq_{K}$


- if $x$ minimizes $\lambda^{T} z$ over $S$ for some $\lambda \succ_{K^{*}} 0$, then $x$ is minimal

- if $x$ is a minimal element of a convex set $S$, then there exists a nonzero $\lambda \succeq_{K^{*}} 0$ such that $x$ minimizes $\lambda^{T} z$ over $S$


## Convex Functions

## Outline

- basic properties and examples
- operations that preserve convexity
- the conjugate function
- quasiconvex functions
- log-concave and log-convex functions
- convexity with respect to generalized inequalities


## Definition

$f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is convex if $\operatorname{dom} f$ is a convex set and

$$
f(\theta x+(1-\theta) y) \leq \theta f(x)+(1-\theta) f(y)
$$

for all $x, y \in \operatorname{dom} f, 0 \leq \theta \leq 1$


- $f$ is concave if $-f$ is convex
- $f$ is strictly convex if $\operatorname{dom} f$ is convex and

$$
f(\theta x+(1-\theta) y)<\theta f(x)+(1-\theta) f(y)
$$

for $x, y \in \operatorname{dom} f, x \neq y, 0<\theta<1$

## Examples on $\mathbb{R}$

convex:

- affine: $a x+b$ on $\mathbb{R}$, for any $a, b \in \mathbb{R}$
- exponential: $e^{a x}$, for any $a \in \mathbb{R}$
- powers: $x^{\alpha}$ on $\mathbb{R}_{++}$, for $\alpha \geq 1$ or $\alpha \leq 0$
- powers of absolute value: $|x|^{p}$ on $\mathbb{R}$, for $p \geq 1$
- negative entropy: $x \log x$ on $\mathbb{R}_{++}$
concave:
- affine: $a x+b$ on $\mathbb{R}$, for any $a, b \in \mathbb{R}$
- powers: $x^{\alpha}$ on $\mathbb{R}_{++}$, for $0 \leq \alpha \leq 1$
- logarithm: $\log x$ on $\mathbb{R}_{++}$


## Examples on $\mathbb{R}^{n}$ and $\mathbb{R}^{m \times n}$

affine functions are convex and concave; all norms are convex examples on $\mathbb{R}^{n}$

- affine function $f(x)=a^{T} x+b$
- norms: $\|x\|_{p}=\left(\sum_{i=1}^{n}\left|x_{i}\right|^{p}\right)^{1 / p}$ for $p \geq 1 ;\|x\|_{\infty}=\max _{k}\left|x_{k}\right|$
examples on $\mathbb{R}^{m \times n}(m \times n$ matrices $)$
- affine function

$$
f(X)=\operatorname{Tr}\left(A^{T} X\right)+b=\sum_{i=1}^{m} \sum_{j=1}^{n} A_{i j} X_{i j}+b
$$

- spectral (maximum singular value) norm

$$
f(X)=\|X\|_{2}=\sigma_{\max }(X)=\left(\lambda_{\max }\left(X^{T} X\right)\right)^{1 / 2}
$$

## Restriction of a convex function to a line

$f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is convex if and only if the function $g: \mathbb{R} \rightarrow \mathbb{R}$,

$$
g(t)=f(x+t v), \quad \operatorname{dom} g=\{t \mid x+t v \in \operatorname{dom} f\}
$$

is convex (in $t$ ) for any $x \in \operatorname{dom} f, v \in \mathbb{R}^{n}$
can check convexity of $f$ by checking convexity of functions of one variable
example. $f: \mathbf{S}^{n} \rightarrow \mathbb{R}$ with $f(X)=\log \operatorname{det} X, \operatorname{dom} X=\mathbf{S}_{++}^{n}$

$$
\begin{aligned}
g(t)=\log \operatorname{det}(X+t V) & =\log \operatorname{det} X+\log \operatorname{det}\left(I+t X^{-1 / 2} V X^{-1 / 2}\right) \\
& =\log \operatorname{det} X+\sum_{i=1}^{n} \log \left(1+t \lambda_{i}\right)
\end{aligned}
$$

where $\lambda_{i}$ are the eigenvalues of $X^{-1 / 2} V X^{-1 / 2}$
$g$ is concave in $t$ (for any choice of $X \succ 0, V$ ); hence $f$ is concave

## Extended-value extension

extended-value extension $\tilde{f}$ of $f$ is

$$
\tilde{f}(x)=f(x), \quad x \in \operatorname{dom} f, \quad \tilde{f}(x)=\infty, \quad x \notin \operatorname{dom} f
$$

often simplifies notation; for example, the condition

$$
0 \leq \theta \leq 1 \quad \Longrightarrow \quad \tilde{f}(\theta x+(1-\theta) y) \leq \theta \tilde{f}(x)+(1-\theta) \tilde{f}(y)
$$

(as an inequality in $\mathbb{R} \cup\{\infty\}$ ), means the same as the two conditions

- $\operatorname{dom} f$ is convex
- for $x, y \in \operatorname{dom} f$,

$$
0 \leq \theta \leq 1 \quad \Longrightarrow \quad f(\theta x+(1-\theta) y) \leq \theta f(x)+(1-\theta) f(y)
$$

## First-order condition

$f$ is differentiable if $\operatorname{dom} f$ is open and the gradient

$$
\nabla f(x)=\left(\frac{\partial f(x)}{\partial x_{1}}, \frac{\partial f(x)}{\partial x_{2}}, \ldots, \frac{\partial f(x)}{\partial x_{n}}\right)
$$

exists at each $x \in \operatorname{dom} f$
1st-order condition: differentiable $f$ with convex domain is convex iff

$$
f(y) \geq f(x)+\nabla f(x)^{T}(y-x) \quad \text { for all } x, y \in \operatorname{dom} f
$$

$f(y)$

$$
f(x)+\nabla f(x)^{T}(y-x)
$$

first-order approximation of $f$ is global underestimator

## Second-order conditions

$f$ is twice differentiable if $\operatorname{dom} f$ is open and the Hessian $\nabla^{2} f(x) \in \mathbf{S}^{n}$,

$$
\nabla^{2} f(x)_{i j}=\frac{\partial^{2} f(x)}{\partial x_{i} \partial x_{j}}, \quad i, j=1, \ldots, n
$$

exists at each $x \in \operatorname{dom} f$

2nd-order conditions: for twice differentiable $f$ with convex domain

- $f$ is convex if and only if

$$
\nabla^{2} f(x) \succeq 0 \quad \text { for all } x \in \operatorname{dom} f
$$

- if $\nabla^{2} f(x) \succ 0$ for all $x \in \operatorname{dom} f$, then $f$ is strictly convex


## Examples

quadratic function: $f(x)=(1 / 2) x^{T} P x+q^{T} x+r$ (with $P \in \mathbf{S}^{n}$ )

$$
\nabla f(x)=P x+q, \quad \nabla^{2} f(x)=P
$$

convex if $P \succeq 0$
least-squares objective: $f(x)=\|A x-b\|_{2}^{2}$

$$
\nabla f(x)=2 A^{T}(A x-b), \quad \nabla^{2} f(x)=2 A^{T} A
$$

convex (for any $A$ )
quadratic-over-linear: $f(x, y)=x^{2} / y$

$$
\nabla^{2} f(x, y)=\frac{2}{y^{3}}\left[\begin{array}{c}
y \\
-x
\end{array}\right]\left[\begin{array}{c}
y \\
-x
\end{array}\right]^{T} \succeq 0
$$

convex for $y>0$

log-sum-exp: $f(x)=\log \sum_{k=1}^{n} \exp x_{k}$ is convex

$$
\nabla^{2} f(x)=\frac{1}{\mathbf{1}^{T} z} \operatorname{diag}(z)-\frac{1}{\left(\mathbf{1}^{T} z\right)^{2}} z z^{T} \quad\left(z_{k}=\exp x_{k}\right)
$$

to show $\nabla^{2} f(x) \succeq 0$, we must verify that $v^{T} \nabla^{2} f(x) v \geq 0$ for all $v$ :

$$
v^{T} \nabla^{2} f(x) v=\frac{\left(\sum_{k} z_{k} v_{k}^{2}\right)\left(\sum_{k} z_{k}\right)-\left(\sum_{k} v_{k} z_{k}\right)^{2}}{\left(\sum_{k} z_{k}\right)^{2}} \geq 0
$$

since $\left(\sum_{k} v_{k} z_{k}\right)^{2} \leq\left(\sum_{k} z_{k} v_{k}^{2}\right)\left(\sum_{k} z_{k}\right)$ (from Cauchy-Schwarz inequality)
geometric mean: $f(x)=\left(\prod_{k=1}^{n} x_{k}\right)^{1 / n}$ on $\mathbb{R}_{++}^{n}$ is concave
(similar proof as for log-sum-exp)

## Epigraph and sublevel set

$\alpha$-sublevel set of $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ :

$$
C_{\alpha}=\{x \in \operatorname{dom} f \mid f(x) \leq \alpha\}
$$

sublevel sets of convex functions are convex (converse is false) epigraph of $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ :

$$
\text { epi } f=\left\{(x, t) \in \mathbb{R}^{n+1} \mid x \in \operatorname{dom} f, f(x) \leq t\right\}
$$


$f$ is convex if and only if epi $f$ is a convex set

## Jensen's inequality

basic inequality: if $f$ is convex, then for $0 \leq \theta \leq 1$,

$$
f(\theta x+(1-\theta) y) \leq \theta f(x)+(1-\theta) f(y)
$$

extension: if $f$ is convex, then

$$
f(\mathbf{E} z) \leq \mathbf{E} f(z)
$$

for any random variable $z$
basic inequality is special case with discrete distribution

$$
\operatorname{Prob}(z=x)=\theta, \quad \operatorname{Prob}(z=y)=1-\theta
$$

## Operations that preserve convexity

practical methods for establishing convexity of a function

1. verify definition (often simplified by restricting to a line)
2. for twice differentiable functions, show $\nabla^{2} f(x) \succeq 0$
3. show that $f$ is obtained from simple convex functions by operations that preserve convexity

- nonnegative weighted sum
- composition with affine function
- pointwise maximum and supremum
- composition
- minimization
- perspective


## Positive weighted sum \& composition with affine function

nonnegative multiple: $\alpha f$ is convex if $f$ is convex, $\alpha \geq 0$
sum: $f_{1}+f_{2}$ convex if $f_{1}, f_{2}$ convex (extends to infinite sums, integrals) composition with affine function: $f(A x+b)$ is convex if $f$ is convex

## examples

- log barrier for linear inequalities

$$
f(x)=-\sum_{i=1}^{m} \log \left(b_{i}-a_{i}^{T} x\right), \quad \operatorname{dom} f=\left\{x \mid a_{i}^{T} x<b_{i}, i=1, \ldots, m\right\}
$$

- (any) norm of affine function: $f(x)=\|A x+b\|$


## Pointwise maximum

if $f_{1}, \ldots, f_{m}$ are convex, then $f(x)=\max \left\{f_{1}(x), \ldots, f_{m}(x)\right\}$ is convex

## examples

- piecewise-linear function: $f(x)=\max _{i=1, \ldots, m}\left(a_{i}^{T} x+b_{i}\right)$ is convex
- sum of $r$ largest components of $x \in \mathbb{R}^{n}$ :

$$
f(x)=x_{[1]}+x_{[2]}+\cdots+x_{[r]}
$$

is convex ( $x_{[i]}$ is $i$ th largest component of $x$ )
proof:

$$
f(x)=\max \left\{x_{i_{1}}+x_{i_{2}}+\cdots+x_{i_{r}} \mid 1 \leq i_{1}<i_{2}<\cdots<i_{r} \leq n\right\}
$$

## Pointwise supremum

if $f(x, y)$ is convex in $x$ for each $y \in \mathcal{A}$, then

$$
g(x)=\sup _{y \in \mathcal{A}} f(x, y)
$$

is convex

## examples

- support function of a set $C: S_{C}(x)=\sup _{y \in C} y^{T} x$ is convex
- distance to farthest point in a set $C$ :

$$
f(x)=\sup _{y \in C}\|x-y\|
$$

- maximum eigenvalue of symmetric matrix: for $X \in \mathbf{S}^{n}$,

$$
\lambda_{\max }(X)=\sup _{\|y\|_{2}=1} y^{T} X y
$$

## Composition with scalar functions

composition of $g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and $h: \mathbb{R} \rightarrow \mathbb{R}$ :

$$
f(x)=h(g(x))
$$

$f$ is convex if $g$ convex, $h$ convex, $\tilde{h}$ nondecreasing $g$ concave, $h$ convex, $\tilde{h}$ nonincreasing

- proof (for $n=1$, differentiable $g, h$ )

$$
f^{\prime \prime}(x)=h^{\prime \prime}(g(x)) g^{\prime}(x)^{2}+h^{\prime}(g(x)) g^{\prime \prime}(x)
$$

- note: monotonicity must hold for extended-value extension $\tilde{h}$


## examples

- $\exp g(x)$ is convex if $g$ is convex
- $1 / g(x)$ is convex if $g$ is concave and positive


## Vector composition

composition of $g: \mathbb{R}^{n} \rightarrow \mathbb{R}^{k}$ and $h: \mathbb{R}^{k} \rightarrow \mathbb{R}$ :

$$
f(x)=h(g(x))=h\left(g_{1}(x), g_{2}(x), \ldots, g_{k}(x)\right)
$$

$f$ is convex if $g_{i}$ convex, $h$ convex, $\tilde{h}$ nondecreasing in each argument $g_{i}$ concave, $h$ convex, $\tilde{h}$ nonincreasing in each argument proof (for $n=1$, differentiable $g, h$ )

$$
f^{\prime \prime}(x)=g^{\prime}(x)^{T} \nabla^{2} h(g(x)) g^{\prime}(x)+\nabla h(g(x))^{T} g^{\prime \prime}(x)
$$

## examples

- $\sum_{i=1}^{m} \log g_{i}(x)$ is concave if $g_{i}$ are concave and positive
- $\log \sum_{i=1}^{m} \exp g_{i}(x)$ is convex if $g_{i}$ are convex


## Minimization

if $f(x, y)$ is convex in $(x, y)$ and $C$ is a convex set, then

$$
g(x)=\inf _{y \in C} f(x, y)
$$

is convex

## examples

- $f(x, y)=x^{T} A x+2 x^{T} B y+y^{T} C y$ with

$$
\left[\begin{array}{cc}
A & B \\
B^{T} & C
\end{array}\right] \succeq 0, \quad C \succ 0
$$

minimizing over $y$ gives $g(x)=\inf _{y} f(x, y)=x^{T}\left(A-B C^{-1} B^{T}\right) x$
$g$ is convex, hence Schur complement $A-B C^{-1} B^{T} \succeq 0$

- distance to a set: $\operatorname{dist}(x, S)=\inf _{y \in S}\|x-y\|$ is convex if $S$ is convex


## The conjugate function

the conjugate of a function $f$ is

$$
f^{*}(y)=\sup _{x \in \operatorname{dom} f}\left(y^{T} x-f(x)\right)
$$



- $f^{*}$ is convex (even if $f$ is not)

■ Used in regularization, duality results, ...

## examples

- negative logarithm $f(x)=-\log x$

$$
\begin{aligned}
f^{*}(y) & =\sup _{x>0}(x y+\log x) \\
& = \begin{cases}-1-\log (-y) & y<0 \\
\infty & \text { otherwise }\end{cases}
\end{aligned}
$$

- strictly convex quadratic $f(x)=(1 / 2) x^{T} Q x$ with $Q \in \mathbf{S}_{++}^{n}$

$$
\begin{aligned}
f^{*}(y) & =\sup _{x}\left(y^{T} x-(1 / 2) x^{T} Q x\right) \\
& =\frac{1}{2} y^{T} Q^{-1} y
\end{aligned}
$$

## Quasiconvex functions

$f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is quasiconvex if $\operatorname{dom} f$ is convex and the sublevel sets

$$
S_{\alpha}=\{x \in \operatorname{dom} f \mid f(x) \leq \alpha\}
$$

are convex for all $\alpha$


- $f$ is quasiconcave if $-f$ is quasiconvex
- $f$ is quasilinear if it is quasiconvex and quasiconcave


## Examples

- $\sqrt{|x|}$ is quasiconvex on $\mathbb{R}$
- $\operatorname{ceil}(x)=\inf \{z \in \mathbf{Z} \mid z \geq x\}$ is quasilinear
- $\log x$ is quasilinear on $\mathbb{R}_{++}$
- $f\left(x_{1}, x_{2}\right)=x_{1} x_{2}$ is quasiconcave on $\mathbb{R}_{++}^{2}$
- linear-fractional function

$$
f(x)=\frac{a^{T} x+b}{c^{T} x+d}, \quad \operatorname{dom} f=\left\{x \mid c^{T} x+d>0\right\}
$$

is quasilinear

- distance ratio

$$
f(x)=\frac{\|x-a\|_{2}}{\|x-b\|_{2}}, \quad \operatorname{dom} f=\left\{x \mid\|x-a\|_{2} \leq\|x-b\|_{2}\right\}
$$

is quasiconvex

## Properties

modified Jensen inequality: for quasiconvex $f$

$$
0 \leq \theta \leq 1 \quad \Longrightarrow \quad f(\theta x+(1-\theta) y) \leq \max \{f(x), f(y)\}
$$

first-order condition: differentiable $f$ with cvx domain is quasiconvex iff

$$
f(y) \leq f(x) \quad \Longrightarrow \quad \nabla f(x)^{T}(y-x) \leq 0
$$


sums of quasiconvex functions are not necessarily quasiconvex

## Log-concave and log-convex functions

a positive function $f$ is $\log$-concave if $\log f$ is concave:

$$
f(\theta x+(1-\theta) y) \geq f(x)^{\theta} f(y)^{1-\theta} \quad \text { for } 0 \leq \theta \leq 1
$$

$f$ is log-convex if $\log f$ is convex

- powers: $x^{a}$ on $\mathbb{R}_{++}$is log-convex for $a \leq 0$, log-concave for $a \geq 0$
- many common probability densities are log-concave, e.g., normal:

$$
f(x)=\frac{1}{\sqrt{(2 \pi)^{n} \operatorname{det} \Sigma}} e^{-\frac{1}{2}(x-\bar{x})^{T} \Sigma^{-1}(x-\bar{x})}
$$

- cumulative Gaussian distribution function $\Phi$ is log-concave

$$
\Phi(x)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{x} e^{-u^{2} / 2} d u
$$

## Properties of log-concave functions

- twice differentiable $f$ with convex domain is log-concave if and only if

$$
f(x) \nabla^{2} f(x) \preceq \nabla f(x) \nabla f(x)^{T}
$$

for all $x \in \operatorname{dom} f$

- product of log-concave functions is log-concave
- sum of log-concave functions is not always log-concave

■ integration: if $f: \mathbb{R}^{n} \times \mathbb{R}^{m} \rightarrow \mathbb{R}$ is log-concave, then

$$
g(x)=\int f(x, y) d y
$$

is log-concave (not easy to show)

## consequences of integration property

- convolution $f * g$ of log-concave functions $f, g$ is log-concave

$$
(f * g)(x)=\int f(x-y) g(y) d y
$$

- if $C \subseteq \mathbb{R}^{n}$ convex and $y$ is a random variable with log-concave pdf then

$$
f(x)=\operatorname{Prob}(x+y \in C)
$$

is log-concave
proof: write $f(x)$ as integral of product of log-concave functions

$$
f(x)=\int g(x+y) p(y) d y, \quad g(u)= \begin{cases}1 & u \in C \\ 0 & u \notin C\end{cases}
$$

$p$ is pdf of $y$

## Convex Optimization Problems

## Outline

- optimization problem in standard form
- convex optimization problems
- quasiconvex optimization
- linear optimization
- quadratic optimization
- geometric programming
- generalized inequality constraints
- semidefinite programming
- vector optimization


## Optimization problem in standard form

$$
\begin{array}{ll}
\operatorname{minimize} & f_{0}(x) \\
\text { subject to } & f_{i}(x) \leq 0, \quad i=1, \ldots, m \\
& h_{i}(x)=0, \quad i=1, \ldots, p
\end{array}
$$

- $x \in \mathbb{R}^{n}$ is the optimization variable
- $f_{0}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is the objective or cost function
- $f_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}, i=1, \ldots, m$, are the inequality constraint functions
- $h_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ are the equality constraint functions


## optimal value:

$$
p^{\star}=\inf \left\{f_{0}(x) \mid f_{i}(x) \leq 0, i=1, \ldots, m, h_{i}(x)=0, i=1, \ldots, p\right\}
$$

- $p^{\star}=\infty$ if problem is infeasible (no $x$ satisfies the constraints)
- $p^{\star}=-\infty$ if problem is unbounded below


## Optimal and locally optimal points

$x$ is feasible if $x \in \operatorname{dom} f_{0}$ and it satisfies the constraints
a feasible $x$ is optimal if $f_{0}(x)=p^{\star} ; X_{\text {opt }}$ is the set of optimal points $x$ is locally optimal if there is an $R>0$ such that $x$ is optimal for

```
minimize (over z) foro(z)
subject to }\quad\mp@subsup{f}{i}{}(z)\leq0,\quadi=1,\ldots,m,\quadhi(z)=0,\quadi=1,\ldots,
\| z - x \| _ { 2 } \leq R
```

examples (with $n=1, m=p=0$ )

- $f_{0}(x)=1 / x, \operatorname{dom} f_{0}=\mathbb{R}_{++}: p^{\star}=0$, no optimal point
- $f_{0}(x)=-\log x, \operatorname{dom} f_{0}=\mathbb{R}_{++}: p^{\star}=-\infty$
- $f_{0}(x)=x \log x, \operatorname{dom} f_{0}=\mathbb{R}_{++}: p^{\star}=-1 / e, x=1 / e$ is optimal
- $f_{0}(x)=x^{3}-3 x, p^{\star}=-\infty$, local optimum at $x=1$


## Implicit constraints

the standard form optimization problem has an implicit constraint

$$
x \in \mathcal{D}=\bigcap_{i=0}^{m} \operatorname{dom} f_{i} \cap \bigcap_{i=1}^{p} \operatorname{dom} h_{i}
$$

- we call $\mathcal{D}$ the domain of the problem
- the constraints $f_{i}(x) \leq 0, h_{i}(x)=0$ are the explicit constraints
- a problem is unconstrained if it has no explicit constraints $(m=p=0)$
example:

$$
\operatorname{minimize} \quad f_{0}(x)=-\sum_{i=1}^{k} \log \left(b_{i}-a_{i}^{T} x\right)
$$

is an unconstrained problem with implicit constraints $a_{i}^{T} x<b_{i}$

## Feasibility problem

$$
\begin{array}{ll}
\text { find } & x \\
\text { subject to } & f_{i}(x) \leq 0, \quad i=1, \ldots, m \\
& h_{i}(x)=0, \quad i=1, \ldots, p
\end{array}
$$

can be considered a special case of the general problem with $f_{0}(x)=0$ :

$$
\begin{array}{ll}
\operatorname{minimize} & 0 \\
\text { subject to } & f_{i}(x) \leq 0, \quad i=1, \ldots, m \\
& h_{i}(x)=0, \quad i=1, \ldots, p
\end{array}
$$

- $p^{\star}=0$ if constraints are feasible; any feasible $x$ is optimal
- $p^{\star}=\infty$ if constraints are infeasible


## Convex optimization problem

standard form convex optimization problem

$$
\begin{array}{ll}
\operatorname{minimize} & f_{0}(x) \\
\text { subject to } & f_{i}(x) \leq 0, \quad i=1, \ldots, m \\
& a_{i}^{T} x=b_{i}, \quad i=1, \ldots, p
\end{array}
$$

- $f_{0}, f_{1}, \ldots, f_{m}$ are convex; equality constraints are affine
- problem is quasiconvex if $f_{0}$ is quasiconvex (and $f_{1}, \ldots, f_{m}$ convex)
often written as

$$
\begin{array}{ll}
\operatorname{minimize} & f_{0}(x) \\
\text { subject to } & f_{i}(x) \leq 0, \quad i=1, \ldots, m \\
& A x=b
\end{array}
$$

important property: feasible set of a convex optimization problem is convex

## example

$$
\begin{array}{ll}
\operatorname{minimize} & f_{0}(x)=x_{1}^{2}+x_{2}^{2} \\
\text { subject to } & f_{1}(x)=x_{1} /\left(1+x_{2}^{2}\right) \leq 0 \\
& h_{1}(x)=\left(x_{1}+x_{2}\right)^{2}=0
\end{array}
$$

- $f_{0}$ is convex; feasible set $\left\{\left(x_{1}, x_{2}\right) \mid x_{1}=-x_{2} \leq 0\right\}$ is convex
- not a convex problem (according to our definition): $f_{1}$ is not convex, $h_{1}$ is not affine
- equivalent (but not identical) to the convex problem

$$
\begin{array}{ll}
\operatorname{minimize} & x_{1}^{2}+x_{2}^{2} \\
\text { subject to } & x_{1} \leq 0 \\
& x_{1}+x_{2}=0
\end{array}
$$

## Local and global optima

any locally optimal point of a convex problem is (globally) optimal proof: suppose $x$ is locally optimal and $y$ is optimal with $f_{0}(y)<f_{0}(x)$ $x$ locally optimal means there is an $R>0$ such that

$$
z \text { feasible, } \quad\|z-x\|_{2} \leq R \quad \Longrightarrow \quad f_{0}(z) \geq f_{0}(x)
$$

consider $z=\theta y+(1-\theta) x$ with $\theta=R /\left(2\|y-x\|_{2}\right)$

- $\|y-x\|_{2}>R$, so $0<\theta<1 / 2$
- $z$ is a convex combination of two feasible points, hence also feasible
- $\|z-x\|_{2}=R / 2$ and

$$
f_{0}(z) \leq \theta f_{0}(x)+(1-\theta) f_{0}(y)<f_{0}(x)
$$

which contradicts our assumption that $x$ is locally optimal

## Optimality criterion for differentiable $f_{0}$

$x$ is optimal if and only if it is feasible and

$$
\nabla f_{0}(x)^{T}(y-x) \geq 0 \quad \text { for all feasible } y
$$


if nonzero, $\nabla f_{0}(x)$ defines a supporting hyperplane to feasible set $X$ at $x$

- unconstrained problem: $x$ is optimal if and only if

$$
x \in \operatorname{dom} f_{0}, \quad \nabla f_{0}(x)=0
$$

- equality constrained problem

$$
\text { minimize } f_{0}(x) \text { subject to } A x=b
$$

$x$ is optimal if and only if there exists a $\nu$ such that

$$
x \in \operatorname{dom} f_{0}, \quad A x=b, \quad \nabla f_{0}(x)+A^{T} \nu=0
$$

- minimization over nonnegative orthant

$$
\text { minimize } f_{0}(x) \text { subject to } x \succeq 0
$$

$x$ is optimal if and only if

$$
x \in \operatorname{dom} f_{0}, \quad x \succeq 0, \quad \begin{cases}\nabla f_{0}(x)_{i} \geq 0 & x_{i}=0 \\ \nabla f_{0}(x)_{i}=0 & x_{i}>0\end{cases}
$$

## Equivalent convex problems

two problems are (informally) equivalent if the solution of one is readily obtained from the solution of the other, and vice-versa
some common transformations that preserve convexity:

- eliminating equality constraints

$$
\begin{array}{ll}
\operatorname{minimize} & f_{0}(x) \\
\text { subject to } & f_{i}(x) \leq 0, \quad i=1, \ldots, m \\
& A x=b
\end{array}
$$

is equivalent to

$$
\begin{array}{ll}
\operatorname{minimize}(\text { over } z) & f_{0}\left(F z+x_{0}\right) \\
\text { subject to } & f_{i}\left(F z+x_{0}\right) \leq 0, \quad i=1, \ldots, m
\end{array}
$$

where $F$ and $x_{0}$ are such that

$$
A x=b \quad \Longleftrightarrow \quad x=F z+x_{0} \text { for some } z
$$

- introducing equality constraints

$$
\begin{array}{ll}
\operatorname{minimize} & f_{0}\left(A_{0} x+b_{0}\right) \\
\text { subject to } & f_{i}\left(A_{i} x+b_{i}\right) \leq 0, \quad i=1, \ldots, m
\end{array}
$$

is equivalent to

$$
\begin{array}{ll}
\operatorname{minimize}\left(\text { over } x, y_{i}\right) & f_{0}\left(y_{0}\right) \\
\text { subject to } & f_{i}\left(y_{i}\right) \leq 0, \quad i=1, \ldots, m \\
& y_{i}=A_{i} x+b_{i}, \quad i=0,1, \ldots, m
\end{array}
$$

- introducing slack variables for linear inequalities

$$
\begin{array}{ll}
\operatorname{minimize} & f_{0}(x) \\
\text { subject to } & a_{i}^{T} x \leq b_{i}, \quad i=1, \ldots, m
\end{array}
$$

is equivalent to

$$
\begin{array}{ll}
\operatorname{minimize}(\text { over } x, s) & f_{0}(x) \\
\text { subject to } & a_{i}^{T} x+s_{i}=b_{i}, \quad i=1, \ldots, m \\
& s_{i} \geq 0, \quad i=1, \ldots m
\end{array}
$$

- epigraph form: standard form convex problem is equivalent to

$$
\begin{array}{ll}
\operatorname{minimize}(\text { over } x, t) & t \\
\text { subject to } & f_{0}(x)-t \leq 0 \\
& f_{i}(x) \leq 0, \quad i=1, \ldots, m \\
& A x=b
\end{array}
$$

- minimizing over some variables

$$
\begin{array}{ll}
\operatorname{minimize} & f_{0}\left(x_{1}, x_{2}\right) \\
\text { subject to } & f_{i}\left(x_{1}\right) \leq 0, \quad i=1, \ldots, m
\end{array}
$$

is equivalent to

$$
\begin{array}{ll}
\operatorname{minimize} & \tilde{f}_{0}\left(x_{1}\right) \\
\text { subject to } & f_{i}\left(x_{1}\right) \leq 0, \quad i=1, \ldots, m
\end{array}
$$

where $\tilde{f}_{0}\left(x_{1}\right)=\inf _{x_{2}} f_{0}\left(x_{1}, x_{2}\right)$

## Quasiconvex optimization

$$
\begin{array}{ll}
\operatorname{minimize} & f_{0}(x) \\
\text { subject to } & f_{i}(x) \leq 0, \quad i=1, \ldots, m \\
& A x=b
\end{array}
$$

with $f_{0}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ quasiconvex, $f_{1}, \ldots, f_{m}$ convex
can have locally optimal points that are not (globally) optimal

quasiconvex optimization via convex feasibility problems

$$
\begin{equation*}
f_{0}(x) \leq t, \quad f_{i}(x) \leq 0, \quad i=1, \ldots, m, \quad A x=b \tag{1}
\end{equation*}
$$

- for fixed $t$, a convex feasibility problem in $x$
- if feasible, we can conclude that $t \geq p^{\star}$; if infeasible, $t \leq p^{\star}$

Bisection method for quasiconvex optimization
given $l \leq p^{\star}, u \geq p^{\star}$, tolerance $\epsilon>0$.
repeat

1. $t:=(l+u) / 2$.
2. Solve the convex feasibility problem (1).
3. if (1) is feasible, $u:=t ; \quad$ else $l:=t$.
until $u-l \leq \epsilon$.
requires exactly $\left\lceil\log _{2}((u-l) / \epsilon)\right\rceil$ iterations (where $u, l$ are initial values)

## Linear program (LP)

$$
\begin{array}{ll}
\operatorname{minimize} & c^{T} x+d \\
\text { subject to } & G x \preceq h \\
& A x=b
\end{array}
$$

- convex problem with affine objective and constraint functions
- feasible set is a polyhedron


## Examples

diet problem: choose quantities $x_{1}, \ldots, x_{n}$ of $n$ foods

- one unit of food $j$ costs $c_{j}$, contains amount $a_{i j}$ of nutrient $i$
- healthy diet requires nutrient $i$ in quantity at least $b_{i}$
to find cheapest healthy diet,

$$
\begin{array}{ll}
\operatorname{minimize} & c^{T} x \\
\text { subject to } & A x \succeq b, \quad x \succeq 0
\end{array}
$$

## piecewise-linear minimization

$$
\operatorname{minimize} \max _{i=1, \ldots, m}\left(a_{i}^{T} x+b_{i}\right)
$$

equivalent to an LP

$$
\begin{array}{ll}
\operatorname{minimize} & t \\
\text { subject to } & a_{i}^{T} x+b_{i} \leq t, \quad i=1, \ldots, m
\end{array}
$$

## Chebyshev center of a polyhedron

Chebyshev center of

$$
\mathcal{P}=\left\{x \mid a_{i}^{T} x \leq b_{i}, i=1, \ldots, m\right\}
$$

is center of largest inscribed ball

$$
\mathcal{B}=\left\{x_{c}+u \mid\|u\|_{2} \leq r\right\}
$$

- $a_{i}^{T} x \leq b_{i}$ for all $x \in \mathcal{B}$ if and only if

$$
\sup \left\{a_{i}^{T}\left(x_{c}+u\right) \mid\|u\|_{2} \leq r\right\}=a_{i}^{T} x_{c}+r\left\|a_{i}\right\|_{2} \leq b_{i}
$$

- hence, $x_{c}, r$ can be determined by solving the LP

$$
\begin{array}{ll}
\operatorname{maximize} & r \\
\text { subject to } & a_{i}^{T} x_{c}+r\left\|a_{i}\right\|_{2} \leq b_{i}, \quad i=1, \ldots, m
\end{array}
$$

## (Generalized) linear-fractional program

$$
\begin{array}{ll}
\operatorname{minimize} & f_{0}(x) \\
\text { subject to } & G x \preceq h \\
& A x=b
\end{array}
$$

## linear-fractional program

$$
f_{0}(x)=\frac{c^{T} x+d}{e^{T} x+f}, \quad \operatorname{dom} f_{0}(x)=\left\{x \mid e^{T} x+f>0\right\}
$$

- a quasiconvex optimization problem; can be solved by bisection
- also equivalent to the LP (variables $y, z$ )

$$
\begin{array}{ll}
\operatorname{minimize} & c^{T} y+d z \\
\text { subject to } & G y \preceq h z \\
& A y=b z \\
& e^{T} y+f z=1 \\
& z \geq 0
\end{array}
$$

## Quadratic program (QP)

$$
\begin{array}{ll}
\operatorname{minimize} & (1 / 2) x^{T} P x+q^{T} x+r \\
\text { subject to } & G x \preceq h \\
& A x=b
\end{array}
$$

- $P \in \mathbf{S}_{+}^{n}$, so objective is convex quadratic
- minimize a convex quadratic function over a polyhedron



## Examples

## least-squares

$$
\operatorname{minimize} \quad\|A x-b\|_{2}^{2}
$$

- analytical solution $x^{\star}=A^{\dagger} b\left(A^{\dagger}\right.$ is pseudo-inverse $)$

■ can add linear constraints, e.g., $l \preceq x \preceq u$

## linear program with random cost

$$
\begin{array}{ll}
\operatorname{minimize} & \bar{c}^{T} x+\gamma x^{T} \Sigma x=\mathbf{E} c^{T} x+\gamma \operatorname{var}\left(c^{T} x\right) \\
\text { subject to } & G x \preceq h, \quad A x=b
\end{array}
$$

- $c$ is random vector with mean $\bar{c}$ and covariance $\Sigma$
- hence, $c^{T} x$ is random variable with mean $\bar{c}^{T} x$ and variance $x^{T} \Sigma x$
- $\gamma>0$ is risk aversion parameter; controls the trade-off between expected cost and variance (risk)


## Quadratically constrained quadratic program (QCQP)

$$
\begin{array}{ll}
\operatorname{minimize} & (1 / 2) x^{T} P_{0} x+q_{0}^{T} x+r_{0} \\
\text { subject to } & (1 / 2) x^{T} P_{i} x+q_{i}^{T} x+r_{i} \leq 0, \quad i=1, \ldots, m \\
& A x=b
\end{array}
$$

- $P_{i} \in \mathbf{S}_{+}^{n}$; objective and constraints are convex quadratic
- if $P_{1}, \ldots, P_{m} \in \mathbf{S}_{++}^{n}$, feasible region is intersection of $m$ ellipsoids and an affine set


## Second-order cone programming

$$
\begin{array}{ll}
\operatorname{minimize} & f^{T} x \\
\text { subject to } & \left\|A_{i} x+b_{i}\right\|_{2} \leq c_{i}^{T} x+d_{i}, \quad i=1, \ldots, m \\
& F x=g
\end{array}
$$

$\left(A_{i} \in \mathbb{R}^{n_{i} \times n}, F \in \mathbb{R}^{p \times n}\right)$

■ inequalities are called second-order cone (SOC) constraints:

$$
\left(A_{i} x+b_{i}, c_{i}^{T} x+d_{i}\right) \in \text { second-order cone in } \mathbb{R}^{n_{i}+1}
$$

- for $n_{i}=0$, reduces to an LP; if $c_{i}=0$, reduces to a QCQP
- more general than QCQP and LP


## Robust linear programming

the parameters in optimization problems are often uncertain, e.g., in an LP

$$
\begin{array}{ll}
\operatorname{minimize} & c^{T} x \\
\text { subject to } & a_{i}^{T} x \leq b_{i}, \quad i=1, \ldots, m
\end{array}
$$

there can be uncertainty in $c, a_{i}, b_{i}$
two common approaches to handling uncertainty (in $a_{i}$, for simplicity)

- deterministic model: constraints must hold for all $a_{i} \in \mathcal{E}_{i}$

$$
\begin{array}{ll}
\operatorname{minimize} & c^{T} x \\
\text { subject to } & a_{i}^{T} x \leq b_{i} \text { for all } a_{i} \in \mathcal{E}_{i}, \quad i=1, \ldots, m
\end{array}
$$

- stochastic model: $a_{i}$ is random variable; constraints must hold with probability $\eta$

$$
\begin{array}{ll}
\operatorname{minimize} & c^{T} x \\
\text { subject to } & \operatorname{Prob}\left(a_{i}^{T} x \leq b_{i}\right) \geq \eta, \quad i=1, \ldots, m
\end{array}
$$

## deterministic approach via SOCP

- choose an ellipsoid as $\mathcal{E}_{i}$ :

$$
\mathcal{E}_{i}=\left\{\bar{a}_{i}+P_{i} u \mid\|u\|_{2} \leq 1\right\} \quad\left(\bar{a}_{i} \in \mathbb{R}^{n}, \quad P_{i} \in \mathbb{R}^{n \times n}\right)
$$

center is $\bar{a}_{i}$, semi-axes determined by singular values/vectors of $P_{i}$

- robust LP

$$
\begin{array}{ll}
\operatorname{minimize} & c^{T} x \\
\text { subject to } & a_{i}^{T} x \leq b_{i} \quad \forall a_{i} \in \mathcal{E}_{i}, \quad i=1, \ldots, m
\end{array}
$$

is equivalent to the SOCP

$$
\begin{array}{ll}
\operatorname{minimize} & c^{T} x \\
\text { subject to } & \bar{a}_{i}^{T} x+\left\|P_{i}^{T} x\right\|_{2} \leq b_{i}, \quad i=1, \ldots, m
\end{array}
$$

(follows from $\sup _{\|u\|_{2} \leq 1}\left(\bar{a}_{i}+P_{i} u\right)^{T} x=\bar{a}_{i}^{T} x+\left\|P_{i}^{T} x\right\|_{2}$ )

## stochastic approach via SOCP

- assume $a_{i}$ is Gaussian with mean $\bar{a}_{i}$, covariance $\Sigma_{i}\left(a_{i} \sim \mathcal{N}\left(\bar{a}_{i}, \Sigma_{i}\right)\right)$
- $a_{i}^{T} x$ is Gaussian r.v. with mean $\bar{a}_{i}^{T} x$, variance $x^{T} \Sigma_{i} x$; hence

$$
\operatorname{Prob}\left(a_{i}^{T} x \leq b_{i}\right)=\Phi\left(\frac{b_{i}-\bar{a}_{i}^{T} x}{\left\|\Sigma_{i}^{1 / 2} x\right\|_{2}}\right)
$$

where $\Phi(x)=(1 / \sqrt{2 \pi}) \int_{-\infty}^{x} e^{-t^{2} / 2} d t$ is CDF of $\mathcal{N}(0,1)$

- robust LP

$$
\begin{array}{ll}
\underset{\operatorname{cinimize}}{\min } & c^{T} x \\
\text { subject to } & \operatorname{Prob}\left(a_{i}^{T} x \leq b_{i}\right) \geq \eta, \quad i=1, \ldots, m,
\end{array}
$$

with $\eta \geq 1 / 2$, is equivalent to the SOCP

$$
\begin{array}{ll}
\operatorname{minimize} & c^{T} x \\
\text { subject to } & \bar{a}_{i}^{T} x+\Phi^{-1}(\eta)\left\|\Sigma_{i}^{1 / 2} x\right\|_{2} \leq b_{i}, \quad i=1, \ldots, m
\end{array}
$$

## Generalized inequality constraints

## convex problem with generalized inequality constraints

$$
\begin{array}{ll}
\operatorname{minimize} & f_{0}(x) \\
\text { subject to } & f_{i}(x) \preceq_{K_{i}} 0, \quad i=1, \ldots, m \\
& A x=b
\end{array}
$$

- $f_{0}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ convex; $f_{i}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{k_{i}} K_{i}$-convex w.r.t. proper cone $K_{i}$
- same properties as standard convex problem (convex feasible set, local optimum is global, etc.)
conic form problem: special case with affine objective and constraints

$$
\begin{array}{ll}
\operatorname{minimize} & c^{T} x \\
\text { subject to } & F x+g \preceq_{K} 0 \\
& A x=b
\end{array}
$$

extends linear programming $\left(K=\mathbb{R}_{+}^{m}\right)$ to nonpolyhedral cones

## Semidefinite program (SDP)

$$
\begin{array}{ll}
\operatorname{minimize} & c^{T} x \\
\text { subject to } & x_{1} F_{1}+x_{2} F_{2}+\cdots+x_{n} F_{n}+G \preceq 0 \\
& A x=b
\end{array}
$$

with $F_{i}, G \in \mathbf{S}^{k}$

- inequality constraint is called linear matrix inequality (LMI)

■ includes problems with multiple LMI constraints: for example,

$$
x_{1} \hat{F}_{1}+\cdots+x_{n} \hat{F}_{n}+\hat{G} \preceq 0, \quad x_{1} \tilde{F}_{1}+\cdots+x_{n} \tilde{F}_{n}+\tilde{G} \preceq 0
$$

is equivalent to single LMI

$$
x_{1}\left[\begin{array}{cc}
\hat{F}_{1} & 0 \\
0 & \tilde{F}_{1}
\end{array}\right]+x_{2}\left[\begin{array}{cc}
\hat{F}_{2} & 0 \\
0 & \tilde{F}_{2}
\end{array}\right]+\cdots+x_{n}\left[\begin{array}{cc}
\hat{F}_{n} & 0 \\
0 & \tilde{F}_{n}
\end{array}\right]+\left[\begin{array}{cc}
\hat{G} & 0 \\
0 & \tilde{G}
\end{array}\right] \preceq 0
$$

## LP and SOCP as SDP

## LP and equivalent SDP


(note different interpretation of generalized inequality $\preceq$ )

## SOCP and equivalent SDP

SOCP: minimize $f^{T} x$
subject to $\quad\left\|A_{i} x+b_{i}\right\|_{2} \leq c_{i}^{T} x+d_{i}, \quad i=1, \ldots, m$
SDP: minimize $f^{T} x$

$$
\text { subject to }\left[\begin{array}{ll}
\left(c_{i}^{T} x+d_{i}\right) I & A_{i} x+b_{i} \\
\left(A_{i} x+b_{i}\right)^{T} & c_{i}^{T} x+d_{i}
\end{array}\right] \succeq 0, \quad i=1, \ldots, m
$$

## Eigenvalue minimization

$$
\operatorname{minimize} \quad \lambda_{\max }(A(x))
$$

where $A(x)=A_{0}+x_{1} A_{1}+\cdots+x_{n} A_{n}$ (with given $\left.A_{i} \in \mathbf{S}^{k}\right)$
equivalent SDP

$$
\begin{array}{ll}
\operatorname{minimize} & t \\
\text { subject to } & A(x) \preceq t I
\end{array}
$$

- variables $x \in \mathbb{R}^{n}, t \in \mathbb{R}$
- follows from

$$
\lambda_{\max }(A) \leq t \quad \Longleftrightarrow \quad A \preceq t I
$$

## Matrix norm minimization

$$
\operatorname{minimize} \quad\|A(x)\|_{2}=\left(\lambda_{\max }\left(A(x)^{T} A(x)\right)\right)^{1 / 2}
$$

where $A(x)=A_{0}+x_{1} A_{1}+\cdots+x_{n} A_{n}$ (with given $A_{i} \in \mathbf{S}^{p \times q}$ ) equivalent SDP

$$
\left.\begin{array}{ll}
\operatorname{minimize} & t \\
\text { subject to }
\end{array} \begin{array}{cc}
t I & A(x) \\
A(x)^{T} & t I
\end{array}\right] \succeq 0
$$

- variables $x \in \mathbb{R}^{n}, t \in \mathbb{R}$
- constraint follows from

$$
\begin{aligned}
\|A\|_{2} \leq t & \Longleftrightarrow A^{T} A \preceq t^{2} I, \quad t \geq 0 \\
& \Longleftrightarrow\left[\begin{array}{cc}
t I & A \\
A^{T} & t I
\end{array}\right] \succeq 0
\end{aligned}
$$
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